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Temporal Resolution Enhancement of COMS
Satellite Using Geo-Kompsat-2A Satellite

Through Data-to-Data Translation
Yeonjun Kim , Han-Sol Ryu , Kyung-Hoon Han , Ji-Hoon Ha , Goo Kim , and Sungwook Hong

Abstract—This study introduces a data-to-data (D2D) trans-
lation approach that utilizes a conditional adversarial learning
framework to generate hypothetical data at the meteorological
imager (MI) sensor on the communication, ocean, and meteo-
rological satellite (COMS). The proposed D2D model produces
virtual 10-min data from actual 30-min data by exploiting the
10-min temporal resolution (TR) of the advanced MI (AMI) on
GEO-KOMPSAT-2A during the overlapping observation period
of the two satellites. Specifically, the D2D model uses one visible
(VIS) at 0.64 µm channel and four infrared channels (3.8, 6.9, 10.8,
and 12.3 µm) from AMI of the actual 30-min data from April 2020
to April 2022 to train and test the model. Subsequently, the D2D
model is applied to simulate hypothetical 10-min-TR COMS data
using the 30-min COMS observation data from September 2019
to March 2020 during the coexistence period of the two satellites.
Regression-calibrated COMS data alleviated the spectral response
function differences between MI and AMI sensors. The proposed
D2D method exhibits excellent statistical performance, with an
average root-mean-square error of 0.056 for the VIS channel and
3.237 K, 1.005 K, 3.251 K, and 3.184 K for 3.8µm, 6.9µm, 10.8µm,
and 12.2 µm channels, respectively. The findings of this study are
expected to facilitate various types of remote sensing research and
applications using long-term data with AMI and AMI-like past
MI data.
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I. INTRODUCTION

SATELLITE observation data have been critical in various
research and application fields, including weather fore-

casting, environmental monitoring, disaster management, and
national security. Satellites equipped with advanced sensors can
capture the Earth’s surface and track fluctuations in atmospheric
and marine conditions [1], [2]. The recently operating advanced
geostationary weather satellites provide higher spatiotemporal
resolution than previous generations of satellites, enabling them
to provide essential insights into natural phenomena, such as
wildfires and hurricanes [3], [4], [5]. Enhanced temporal resolu-
tion (TR) for satellite observation is one of the crucial factors in
satellite remote sensing data collection. Fine TRs offer numerous
advantages, including improving the temporal analysis of global
surface changes, weather phenomena, and human activities [6],
[7], detecting subtle changes at a small scale, improving the
accuracy of remote-sensed data analysis [8], [9], and facilitating
quick assessment of damage and impact analysis during natural
disasters [10]. In particular, forecasting local heavy rain poses
challenges due to its intense and short lifetime. Most precipita-
tion products offer data at 5- or 10-min intervals [11], [12] to
address the need for real-time monitoring of rapid precipitation
changes. Moreover, numerous studies leverage high-TR data to
enhance spatial resolution, accuracy, and predictive capabilities
in precipitation products [13], [14].

The latest generation of geostationary weather satellites,
such as Meteosat Third Generation and GEO-KOMPSAT-2A/B
(GK2A/B), are equipped with advanced sensors with higher TR
[15], [16] than the former satellites. However, their relatively
short observation period compared with previous generations
of geostationary weather satellites, such as communication,
ocean, and meteorological satellite (COMS), has limited avail-
able data. Therefore, a practical approach to address the limited
availability of short-term GK2A data involves leveraging data
collected from previous COMS observations. Both GK2A and
COMS satellites operate with similar central wavelengths in five
channels, consisting of one visible (VIS) and four infrared (IR)
channels. However, they differ in their TRs, with GK2A having a
10-min interval and COMS having a 30-min interval. Combining
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successive time series of COMS and GK2A observation data
with a 10-min TR makes it advantageous for monitoring severe
weather events and conducting long-term analyses.

The potential improvements in the TR can be explored using
various video frame interpolation techniques. For instance, the
optical flow-based method in computer vision may be useful as it
can track object motion within a video and utilize it to interpolate
intermediate frames by linearly combining optical flow maps
[17], [18], [19], [20]. Another method is data fusion technol-
ogy, which integrates data from multiple sources to estimate
fast-changing phenomena [21], [22]. Recently, machine learning
and deep learning (DL) technologies have been developed and
applied to TR enhancement studies, such as DL algorithms
that learn patterns from high-resolution satellite data and apply
them to low-resolution data, advancing their performance [23],
[24], [25], [26], [27]. However, the methods utilized in previous
studies have yet to be applied in satellite remote sensing.

This research aims to augment the TR of the earlier COMS
data to align it with that of the GK2A data. This enhancement
will facilitate the integration of the past COMS data with the
current GK2A data, enabling more comprehensive long-term
studies. For this purpose, this study utilized a data-to-data (D2D)
method [28], [29], [30], [31], which consists of both pre- and
postprocessing of the satellite observation data with different
units and ranges to the input and output data for learning D2D
model and conditional generative adversarial network (GAN)
structure [32] for adversarial learning between two different
sensors, such as meteorological imager (MI) and advanced MI
(AMI), implemented using Pix2Pix framework [33].

The Pix2Pix, using the discrete digital numbers (DNs) of
conventional satellite images that range from 0 to 255, has
demonstrated remarkable translation from one image to another
image in satellite remote sensing applications [34], [35], [36].
The D2D framework translates one original data to another
using the normalization process as the preprocessing and denor-
malization as the postprocessing, which converts between orig-
inal satellite-observed albedo or brightness temperature (TB)
and a numerical array each other before and after adversarial
learning. The proposed TR enhancement D2D model used the
GK2A/AMI data sequence as the paired input data. This study
investigated and presented the optimal input sequence length
for obtaining the best results. Notably, the constructed D2D
TR model used the regression-calibrated COMS/MI data to
simulate the AMI-like COMS/MI data with 10-min TR due to
the different spectral response functions (SRFs) of COMS/MI
and GK2A/AMI sensors.

II. DATA AND STUDY AREA

A. Study Area

The study area was delimited within latitudes of 31–40.5°N
and longitudes of 121.5–132.5°E, encompassing the Korean
peninsula and its adjacent seas. This selection was made because
processing data with DL algorithms covering a full disk or East
Asia region using COMS and GK2A satellite data requires a
substantial amount of memory due to the GPUs limited capacity
to handle a large number of pixels. Fig. 1 illustrates the study

Fig. 1. Study area encompassing the Korean peninsula and its adjacent seas.

TABLE I
CHANNEL SPECIFICATIONS OF THE COMS/MI SENSOR

area, including the Korean peninsula and surrounding seas on
21 February 2020 at 05:30 UTC.

B. COMS Data

From June 2010 to March 2020, the COMS, Korea’s first geo-
stationary meteorological satellite, was successfully operated by
the National Meteorological Satellite Center (NMSC) of the Ko-
rea Meteorological Administration (KMA). The COMS carried
two Earth-observing instruments: the MI and the geostationary
ocean color imager, as well as one experimental communication
system, the communication payload system, operating in the
Ka-band radio frequencies [37]. During its successful 10-year
operation, the COMS provided 16 retrieved products for mon-
itoring various weather events, such as tropical storms, deep
convective clouds, fronts, fog, and Asian dust, in addition to
numerical weather forecasting models and aerosol monitoring
[38]. The KMA produced near real-time weather products using
the observations at the five channels of the COMS/MI, including
VIS channels with a 1 km spatial resolution and short-wave IR
(SWIR), water vapor (WV), and IR channels, such as 10.8 and
12.0 µm with a 4 km spatial resolution. The MI scans the East
Asian region, centered on the Korean Peninsula, every 15 min
and the full-disk coverage of the Earth every 3 h [38]. Table I
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Fig. 2. SRFs of COMS/MI and GK2A/AMI at (a) VIS, (b) SWIR, (c) WV, (d) IR1, and (e) IR2 channels.

TABLE II
CHANNEL SPECIFICATIONS OF THE GK2A/AMI SENSOR

summarizes the characteristics of the five channels of the MI
sensor.

C. GK2A Data

The GK2A satellite equipped with the AMI sensor, a suc-
cessor of the COMS/MI, was launched on 5 December 2018
to continue satellite-based weather observations. Following an
8-month orbital test, the GK2A began its official observation
on 25 July 2019. The GK2A/AMI sensor comprises 16 chan-
nels and offers high spatiotemporal resolution, with a range
of 0.5–2 km every 2 min in the Korean Peninsula region and
every 10-min in East Asia and full-disk areas [39]. Compared
with the COMS/MI, the GK2A/AMI provides significantly more
observation data due to its advanced TR, spatial, and spectral
resolution capabilities. Notably, the shorter observation intervals
enable the identification and tracking of rapidly changing me-
teorological phenomena, leading to more accurate quantitative
products [40]. Table II provides details on the characteristics of
the AMI sensor’s 16 channels.

D. COMS and AMI Data Collocation

This study used the COMS and GK2A data as input for
the D2D model for adversarial learning. The COMS/MI and

TABLE III
SUMMARY OF REGRESSION COEFFICIENTS FOR MI CHANNEL DATA

CALIBRATION VIA AMI DATA

GK2A/AMI sensors have different SRFs. Fig. 2 illustrates the
SRFs of the five overlapping channels between the two sensors.

First, we obtained the albedo and TB values of the AMI
and COMS observation using conversion tables provided by the
NMSC that establish the relationship between digital counts and
albedo or TB values for the AMI and MI sensors. Second, we
upscaled the GK2A data using a nearest-neighbor interpolation
technique for the AMIs SWIR, WV, and IR channels from 2 to
4 km and the VIS channel of the AMI from 0.5 to 1 km for the
pairs of the same size of numerical arrays for the adversarial
learning. Third, this study adjusted the original COMS data to
fit the AMI data for the effective training of the D2D model.
Linear regression functions were used for the VIS, WV, IR1,
and IR2 channels, while a second-order regression was applied
for the COMS SWIR channel due to differences between the
COMS and GK2A data at low and high TB. As illustrated in
Fig. 2(d), the central wavelength of the COMS/MI 10.8 µm
(IR1) channel, distinct from the other COMS MI channels, aligns
with the averaged values of the GK2A/AMI 10.5 µm (#13) and
11.2 µm (#14) channels. Consequently, we used the mean TB

values at GK2A/AMI 10.5 µm and 11.2 µm channels as input
datasets for generating the COMS/MI 10.8 µm channel. The
regression coefficients between the AMI and MI sensors were
derived by averaging the coefficients calculated for the entire
dataset.

Fig. 3 shows scatterplots of the original and corrected COMS
and GK2A data on 5 January 2020 at 04:00 UTC. As a re-
sult, the COMS VIS, SWIR, and WV channels were corrected
symmetrically to the common AMI five channels. Notably, the
IR1 and IR2 channels between the two sensors showed more
similarity than the other three channels. Table III summarizes
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Fig. 3. Scatterplots of (left column) original and (right column) corrected
COMS and GK2A data for five common channels: VIS, SWIR, WV, IR1, and
IR2 channels on 5 January 2020 at 04:00 UTC.

the coefficients obtained through regression analysis between
the COMS/MI channels and their corresponding GK2A/AMI
channels.

III. METHODS

A. Preprocessing for D2D Generation

The MI and AMI VIS channels provide albedo values ranging
from 0 to 1. Conversely, the SWIR, WV, IR1, and IR2 channels
offer TB values typically within the range of approximately
190–400 K. Generally, the DL model may exhibit bias toward

target data with larger values, particularly when the ranges of
data are distributed differently [41], [42], [43]. Thus, appropriate
data normalization is required to expedite suitable training and
to aid the identification of optimal local minimum values [42].
Therefore, we normalized the albedo and TB data values into
the range from −1 to 1 for the D2D model as follows:

Ŷi =
Yi − Ymin

Ymax − Ymin
× 2− 1 (1)

where Ŷi represents the normalized albedo and TB values of
COMS/MI or GK2A/AMI data. The subscript i denotes the
index of the pixel; and Ymax and Ymin represent the maximum
and minimum values at each channel.

B. Adversarial Learning Using Pix2Pix for D2D Model

The D2D method in the present study includes an adversarial
learning structure using the Pix2pix framework [33] based on
GANs [44] comprising a generator (G) and a discriminator (D).
G generates a simulated virtual image yv = G(x) using the
paired dataset (X = {x} ). At the same time, D assesses the
similarity of y in Y = {y} with the generated image yv on a
scale from 0 to 1.

The Pix2pix method utilizes the U-net architecture [45] in
G, which comprises encoder–decoder layers to generate virtual
data between observation intervals using skip connections to
exchange low-level information across the bottleneck linking
the encoder and decoder. In contrast, D employs the PatchGAN
structure [46] to divide the time-series data of the predicted
outputs with the enhanced TR into patches to verify whether
each patch is real or virtual and to aggregate the patch results to
arrive at a final decision.

In this study, we assigned the normalized time series of AMI
and MI data with 30-min intervals to a dataset of X , and the
time-series data of AMI data with 10-min intervals to a dataset
of Y , respectively.

Compared with the Pix2pix for image-to-image translation
using DN values, the D2D method in this study leverages time-
series data of physical values, such as normalized albedo or TB

values. Thus, this D2D approach has the advantage of translating
one variable data to another variable data with the original
features of satellite observations. During training, D′s weights
are updated through the adversarial loss (La) from previous
training, while G’s weights are updated through reconstruction
loss (L1). Fig. 4 illustrates the adversarial learning structure of
the D2D model using the paired satellite data for generating
hypothetical TR-enhanced COMS data.

C. Experiments

In this study, a D2D model was developed to enhance the TR
of COMS data from 30-min to 10-min intervals using corre-
sponding central wavelengths of the five GK2A/AMI channels
with 10-min TR as paired data.

This study experimented to determine the optimal input se-
quence length using IR 1 (10.5 µm) channel of GK2A/AMI in
five types, denoted as Method 1 to Method 5. Method 1 utilized
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Fig. 4. D2D-based TR enhancement framework in this study.

Fig. 5. Methods 1–5 schematic diagrams for determining the optimal time-series length for the TR enhancement of the COMS data.

the time t data as input to the model and generated data 10 min be-
fore and after time t. On the other hand, Methods 2–5 leveraged
time-series data at 30-min intervals as input and created virtual
data at 10-min intervals to fill the missing temporal gaps. Method
2 used two frames of 30-min time series to generate four frames.
Method 3 used three frames of 60-min time series to generate
seven frames. Method 4 used five frames of 120-min time series
to generate 13 frames, and Method 5 employed 13 frames of
360-min time series to generate 37 frames. All data composition
methods were applied to each D2D model to generate 360 min of
data. Finally, five D2D models with different learning strategies
were compared with the AMI-observed data as true values.
Fig. 5 illustrates the schematic diagrams of methods 1–5 for
determining the optimal time-series length in order to enhance
the TR of COMS data.

This study used the training dataset of 3600 data points from
September 2019 to December 2020, while the test dataset of 400
data points from January 2021 to December 2021 for separating
from the training dataset. After selecting the optimal D2D model
among five methods, the constructed D2D model was applied
to generate 10 min of TR COMS data for the VIS, SWIR, WV,
IR1, and IR2 channels from September 2019 to March 2020.
The study employed the TensorFlow and PyTorch versions of

TABLE IV
DATASETS FOR D2D MODEL TRAINING, VALIDATION, AND APPLICATION

the D2D models to determine the optimal learning methodology
and to enhance the TR of all channels for GK2A and COMS
satellites, respectively. Notably, this study used daytime MI and
AMI data because of solar effects on VIS and SWIR channels.
Table IV presents the composition ratio and amount of data used
in the D2D model for all datasets.

D. Evaluation

The pixel-by-pixel statistical verification between the ob-
served and the D2D-generated time-series data was quantita-
tively evaluated through Pearson correlation coefficient (CC),
mean absolute error (MAE), bias, and root-mean-square error
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Fig. 6. Schematic flowchart of enhancing the TR of COMS data using the
D2D model.

(RMSE) as follows [47], [48], [49]:

CC =

∑N
i=1

(
YD,i − YD

) (
YO,i − YO

)
√∑N

i=1

(
YD,i−Y PD

)2 √∑N
i=1

(
YO,i−YO

)2
(2)

Bias =

N∑
i = 1

(YD,i − YO,i ) /N (3)

MAE =

N∑
i = 1

|YD,i − YO,i| /N (4)

RMSE =

√√√√ N∑
i=1

( YD,i − YO,i )
2/N (5)

where N represents the total number of pixels in the observed
data; i indicates the index from 1 to N ; YO,i means the value
(albedo or K) of the ith pixel in the observed data; YD,i denotes
the value of the ith pixel in the D2D-generated data; YO is the
mean value of the observed data; and YD denotes the mean value
of the D2D-generated data.

Fig. 6 presents a comprehensive process and essential steps
of the D2D model development for TR enhancement of COMS
data, which includes data preprocessing, model training, post-
processing, and validation.

IV. RESULTS

A. Optimal Method for D2D Model Development

Fig. 7 shows the results of the models trained for five methods
using 400 test cases. The curves in the figure using cubic spline
interpolation [50] show the average values of each D2D model
for five methods. The differences among the five methods were

Fig. 7. Scatterplots and averaged CC, bias, MAE, and RMSE values for
Methods 1–5 for the total validation dataset.

Fig. 8. Box-and-whisker plots of seasonal-averaged values for Methods 1–5.

insignificant. All five methods showed CC values higher than
0.9, and the biases between from −0.5 to 0.5 K. The MAE and
RMSE values were less than 4 K and 6 K, respectively.

Methods 2 and 4 showed overall the highest CC and lowest
MAE and RMSE values concerning the CC, MAE, and RMSE
values. Method 2 showed the best results from May to Septem-
ber, while Method 4 was the best for the other months.

Fig. 8 presents the seasonal box-and-whisker plots [51] of
CC, bias, MAE, and RMSE for methods 1–5 on the test dataset
to determine the optimal learning method based on the highest
CC and lowest MAE and RMSE values. Table V summarizes
the seasonal mean values of statistical indices. For spring and
winter, Method 4 yielded the highest CC values of 0.959 and
0.941 and the lowest MAE values of 2.147 K and 1.922 K,
respectively. For summer and fall, Method 2 showed the highest
CC values of 0.966 and 0.957 and the lowest MAE values of
2.898 K and 2.192 K, respectively. The degraded results of all
methods during summer and fall may be attributed to the regional
meteorological characteristics of the Korean Peninsula in the
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TABLE V
SUMMARY OF SEASONAL STATISTICAL RESULTS

study area because the Korean Peninsula usually experiences
extreme weather events, such as tropical low-pressure systems
and localized heavy rainfall in summer and fall, leading to
rapid changes in cloud and atmospheric conditions [52]. Con-
sequently, Method 2 yielded the best result with an MAE value
of 2.379 K, while Method 4 yielded the best result with a CC
value of 0.957.

We determined the most suitable approach between Methods
2 and 4 from the comparison of their stability from the calcula-
tion of case-by-case variance to ensure the accurate computation
of the evaluation index value throughout the 360-min generation
period.

Fig. 9 displays a box-and-whisker plot of the variance of the
total time lengths for seasonal cases calculated for each statistical
metric. As a result, Method 4 showed consistently lower variance
values for CC, MAE, and RMSE than Method 2, irrespective of
the season. Thus, this study selected Method 4 as the optimal
method for D2D model construction. Notably, other methods
also showed excellent performances. The five methods were
evaluated using the test dataset consisting of 200 data for the
VIS channel and 400 data for four IR channels, covering the
observation period of GK2A and COMS from September 2019
to March 2020.

Fig. 9. Box-and-whisker plots of the CC, bias, MAE, and RMSE variances
between Methods 2 and 4.

B. D2D-Simulated AMI Data

Fig. 10 shows a comparison result between the AMI observa-
tion data and the D2D-generated data using the 30-min interval
AMI data for the case on 21 February 2020 at 06:00 UTC.
The D2D-generated AMI data for all five channels qualitatively
depicted cloud patterns and clear skies, similar to the observed
AMI data. However, there were differences in the boundary
areas of clouds between the two D2D-simulated and observed
AMI data at the VIS, SWIR, IR1, and IR2 channels. The CC
values from the VIS to IR2 channels were very high at 0.931,
0.984, 0.989, 0.989, and 0.990, respectively, indicating a high
correlation between the observed and D2D-generated AMI data.
Additionally, the MAE values for the five AMI models trained
using the D2D method were very low at 0.034 K, 2.185 K,
0.889 K, 2.199 K, and 2.743 K, respectively, suggesting that
the D2D method can simulate AMI observation data with high
accuracy at 10-min intervals.

C. D2D-Simulated AMI-Like COMS/MI Data

Fig. 11 presents five channel-specific images of GK2A ob-
servations and D2D-generated 10-min TR of COMS/MI data,
as well as the difference between the two on 21 February 2020
at 06:00 UTC. The proposed D2D method was successful in gen-
erating 10-min virtual data of COMS/MI with time resolution
similar to AMI observations. However, it should be noted that
the D2D-generated 10-min MI data showed more differences
compared with the D2D-generated 10-min AMI data (refer to
Figs. 10 and 11). The CC values of the VIS, SWIR, WV, IR1, and
IR2 channels of the D2D-generated 10-min MI data were 0.933,
0.982, 0.982, 0.990, and 0.990, respectively, which were slightly
lower than those of the D2D-generated 10-min AMI data, as
shown in Fig. 10. Additionally, the MAE values were slightly
higher, with values of 0.034 K, 2.598 K, 1.984 K, 2.262 K, and
2.417 K, compared with the results in Fig. 10. Therefore, the
proposed D2D method was able to generate 10-min virtual data
of COMS/MI that closely resembled AMI-like observations.
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Fig. 10. Examples of (a) observed, (b) D2D-generated GK2A/AMI data, and (c) difference between (a) and (b). The D2D model used the 30-min interval of
GK2A data. The time was 21 February 2020 at 06:00 UTC.

Fig. 11. Examples of (a) observed AMI data, (b) D2D-generated AMI-like COMS data, and (c) difference between (a) and (b). The time was the same as in
Fig. 10.

Furthermore, it should be emphasized that calibrated COMS/MI
data were utilized as input data in this D2D model.

Table VI presents the statistical average values of the D2D-
simulated AMI and AMI-like COMS/MI data compared with
AMI observation over the entire areas and cloud areas for
the entire application dataset. The AMI-like COMS/MI data
show consistent results with D2D-simulated AMI data for all
five bands. The proposed D2D method generated AMI-like
COMS/MI data with the 10-min TR with a CC value of 0.88

and MAE and RMSE values less than 0.06 for the VIS channel
over the entire area. The D2D model exhibits outstanding CC
values > 0.94, MAE < 2.8 K, and RMSE < 3.9 K for both AMI
and MI sensors’ SWIR, WV, IR1, and IR2 channels.

Clouds identified using the GK2As cloud mask data in
Table VI exhibit prevailing temporal variations. Despite the
dynamic nature of clouds within the 30-min interval, both D2D-
simulated AMI and AMI-like COMS/MI data consistently show
superior average CC values, surpassing those between the AMI
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TABLE VI
STATISTICAL RESULTS FOR D2D-GENERATED AMI AND AMI-LIKE COMS/MI DATA USING THE TOTAL VALIDATION DATASETS

and MI sensors. This result underscores the effectiveness of the
D2D method in enhancing TR, even a significant advancement
in cloud analysis.

Fig. 12 illustrates a 30-min time series of observed COMS/MI
data and a 10-min time series of AMI-like D2D-generated
COMS/MI data for Typhoon Bolaven [53] on 28 August 2012,
from 03:00 to 03:30 UTC, during which the typhoon had a
central pressure of 910 hPa, significantly impacting the Korean
Peninsula. Notably, only COMS data were available. The 10-min
time series of the AMI-like D2D-generated COMS/MI data pro-
vides detailed insights into the variance of Typhoon Bolaven over
the Korean peninsula. This example shows the potential of the
proposed D2D-based TR enhancement method to significantly
contribute to disaster monitoring and prevention, particularly in
rapidly changing phenomena, such as extreme weather events,
such as typhoons or localized heavy rainfall with very short
lifetimes.

V. DISCUSSION

This article proposes a novel TR enhancement method utiliz-
ing D2D translation with adversarial DL techniques. The trained
D2D model generated COMS/MI data from 30 to 10 min of TR
using the current GK2A/AMI sensor with 10 min of TR as the
paired dataset.

Most previous satellite remote sensing studies on TR enhance-
ment, including video frame interpolation methods, interpolate
entire video frames sequentially and arbitrarily. However, this
study presented an example of the length of the video as the
time length (120 min) through various experiments to achieve
the most accurate and stable TR enhancement without arbitrary

decisions. In contrast to previous research [23], [24], [54], this
study investigated various combinations of datasets and selected
the construction of learning datasets based on the optimal time
length for TR enhancement. During the optimal time length
selection process, the suggested Method 2 and Method 4 yielded
the most accurate results based on the overall dataset statistics.
Method 4 exhibited superior stability in data generation com-
pared with Method 2. Notably, Method 2 outperformed Method
4 in most cases during the summer and fall seasons, indicating
the effectiveness of Method 2 in studying the rapidly changing
weather conditions in East Asia [55], [56], [57], [58]. Thus,
Method 2 could be advantageous for handling shorter times due
to its ability to capture these changes effectively. The details of
Method 2 should have been investigated in future studies.

This study also showed the necessity of calibration in the TR
enhancement study using two different sensors with different
but similar SRFs of two satellites The performance of our D2D
model improved when we applied the calibrated COMS/MI data
to the constructed model, compared with using the original
COMS/MI data. In terms of the RMSE values, the overall
statistical scores using the calibrated COMS/MI data decreased
by 2.94%, 11.62%, and 63.19% at the VIS, SWIR, and WV
channels compared with using the original COMS/MI data,
respectively. However, the COMS IR1 and IR2 channels no-
tably exhibited similar results to the GK2A observation data
irrespective of calibration. This result may be studied in future
work because differences in SRFs of IR1 and IR2 channels are
similar to the other three channels between the two sensors.

One limitation of this study lies in upscaling the spatial
resolution of AMI data to match that of the COMS MI. The
different spatial resolutions may affect the statistical results of
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Fig. 12. Case study of Typhoon Bolaven on 28 August 2012, from 03:00 to 03:30 UTC, involved examining the COMS VIS, SWIR, WV, IR1, and IR2 channels
at 10-min intervals. The observed COMS data portray a 30-min time series of observed COMS/MI data, whereas the D2D-generated COMS data show a 10-min
time series of AMI-like D2D-generated COMS/MI data.
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the proposed D2D model because the errors due to the spatial
interpolation were included. Thus, future studies will explore
the effects of different spatial and spectral resolutions.

VI. SUMMARY AND CONCLUSION

This study proposed a DL-based D2D translation technique
using an adversarial learning structure for enhancing the TR
of COMS/MI with VIS, SWIR, WV, and IRs channels, from
long-time-interval (30-min) data to short-time-interval (10-min)
data. Thus, the study used the previous COMS/MI data and
GK2A/AMI, a successor of MI. Two sensors had overlapped
observation periods.

In this study, we experimented to find the optimal learning
datasets for enhancing COMS TR. The constructed D2D model
using the AMI test dataset for five channels was validated with
high CC and low RMSE values, proving that the D2D-based
method was applicable for enhancing the TR of AMI data. The
D2D model was trained using the GK2A/AMI observation data
at the five channels. Method 4 showed the highest accuracy and
stable results with the time series of data for 120 min as input
and output for the D2D model.

Additionally, the constructed D2D model generated the AMI-
like COMS/MI data with 10 min of TR, which were compared
with the results of the AMI observation and D2D-generated AMI
data during the two sensors’ common observation period. We
used the calibrated COMS/MI data as input data instead of the
original COMS/MI data. As a result, the AMI-like COMS/MI
data showed similar CC, MAE, and RMSE values to the D2D-
simulated AMI data.

The proposed D2D method demonstrated that TR could be
enhanced using the paired datasets and adversarial DL technique
if two satellites have similar channels but different TRs. Thus,
this study contributed to the various TR enhancement research
for satellite remote sensing. The D2D-generated data can con-
tribute to investigating and analyzing the details of past weather
conditions, such as typhoons and heavy rainfall, as if past events
were observed by the current advanced satellite. In addition,
consistent and long-term data combined with current AMI and
past AMI-like data could be helpful for climate studies.
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