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A Fast Registration Method for Building Point
Clouds Obtained by Terrestrial Laser Scanner

via 2-D Feature Points
Wuyong Tao , Yansheng Xiao, Ruisheng Wang , Senior Member, IEEE, Tieding Lu, and Shaoping Xu

Abstract—Point cloud registration plays a central role in various
applications, such as 3-D scene reconstruction, preservation of
cultural heritage and deformation monitoring. The point cloud
data are usually huge. Processing such huge data is very time-
consuming, so a fast and accurate registration method is crucial.
However, the existing registration methods still have high compu-
tation complexity or low accuracy. To address this issue, we develop
a registration method for terrestrial point clouds. The method
projects the point clouds onto the horizontal plane. Therefore, our
method processes point cloud data in 2-D space, leading to high
computation efficiency. Then, the 2-D feature lines are extracted
from the projected point clouds. We calculate the intersection
points of the 2-D feature lines, which are treated as the 2-D feature
points. Due to the high accuracy of the 2-D feature lines, the 2-D
feature points also have high accuracy. Thus, our method can get
accurate registration results. Afterward, the feature triangles are
constructed by using the 2-D feature points, and the geometric
constraints are utilized to find the corresponding feature triangles
for calculating the 2-D transformation. This strategy boosts the
process of searching for the corresponding 2-D feature points. Sub-
sequently, the Z-axis displacement is computed by the cylindrical
neighborhoods. By combining the Z-axis displacement and 2-D
transformation, the 3-D rigid transformation is obtained. Experi-
mental evaluation conducted on two publicly available datasets well
demonstrates that the proposed registration method can achieve
good computational efficiency and high accuracy.
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I. INTRODUCTION

L IGHT detection and ranging (lidar) is a type of remote
sensing technology [1]. Terrestrial laser scanning is the

ground-based lidar, which is capable of accurately capturing
surface information of real scenes, i.e., point cloud. It has been
extensively employed in various applications, including 3-D
scene reconstruction [2], [3], natural resource assessment [4],
[5], change detection [6], [7], cultural heritage preservation [8],
[9], and so on. However, during the process of point cloud
data acquisition, a point cloud from a single scan is unable to
represent complete scene due to occlusion and limited field of
view. Hence, to construct a complete 3-D scene, point cloud
registration technique is required to transform data from differ-
ent stations into a unified coordinate frame. This comprises two
stages: coarse registration and fine registration. Among the fine
registration algorithms, the most renowned one is the iterative
closest point (ICP) algorithm [10]. Yet, the ICP algorithm, in-
fluenced by initial pose, tends to converge to local optima rather
than global one. Although the variants of the ICP algorithm [11],
[12] attempt to mitigate this issue by exploring larger transfor-
mation spaces or refining correspondence relationships, these
algorithms cannot guarantee consistent superior performance.
In order to deal with the shortcoming of the ICP-like algorithms,
most researchers first obtain a favorable initial pose via coarse
registration. Hence, this article primarily investigates the coarse
registration.

Presently, point cloud registration methods can be generally
grouped into three categories: point-based, plane/line-based, and
specific object-based methods. The point-based methods primar-
ily include the local shape descriptor (LSD)-based methods and
the four-point congruent set (4PCS)-like methods [13], [14].
For the LSD-based methods, the keypoints are first extracted
from the point clouds being matched. Subsequently, the LSDs
of these keypoints are computed. The similarity of the LSDs
is compared to establish the point-to-point correspondences.
Numerous LSDs have been proposed to date, including rota-
tional projection statistics (RoPS) [15], local voxelized structure
(LoVS) [16], triplet local coordinate images (TriLCI) [17], and
so forth. Recently, some learning-based descriptors are also
proposed, such as 3DMatch [18], FCGC [19], and SpinNet [20].
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However, the establishment of the correspondences is plagued
by the noise, variation in point density and partial overlap. Even
with excellent LSD, there are still many erroneous correspon-
dences that are established, leading to significant registration
error. The 4PCS algorithm utilizes the rules of intersection rate
to identify corresponding four-point base. As this algorithm
relies on brute-force search to find corresponding points, it can
be extremely time-consuming. For the reason, numerous schol-
ars have dedicated to enhance the computational efficiency of
the algorithm. Some improved algorithms have been proposed,
such as super 4PCS [14], keypoint-based 4PCS (K-4PCS) [21],
generalized 4PCS (G4PCS) [22], and semantic K-4PCS [23].
These algorithms employ different strategies to improve the
computational efficiency of registration, but they still suffer from
low computational efficiency.

The plane/line-based methods [24], [25], [26], [27] typically
offer superior registration accuracy compared to the point-based
methods because the line or plane features are higher level
attributes than the point features. The line or plane features are
fitted by using many points, so they have higher accuracy than the
point features. This kind of methods is particularly well-suited
for the registration of building point clouds, which often contain
a wealth of feature lines and planes. These methods extract
the feature lines or planes from the point clouds and then em-
ploy some constraints to identify corresponding lines or planes,
i.e., establish line-to-line or plane-to-plane correspondences, to
compute the transformation. Most of these methods extract 3-D
feature lines or planes and therefore process point cloud data in
3-D space. As a result, they need to handle a large amount of
3-D points, making the registration algorithms time-consuming.
Tao et al. [28] proposed using 2-D feature lines to perform point
cloud registration. The method has high computation efficiency,
but it is hard to design a strategy to quickly find the corresponding
2-D feature lines. The specific object-based methods focus on
specific scene, which employ specific objects (e.g., lampposts
[29] and crest lines [9]) presented in the scene to facilitate point
cloud registration. Hence, these methods lack universality and
can only be applied for the specific scenes.

Based on the aforementioned analysis, the point-based
methods generally exhibit low accuracy. The plane/line-based
methods often have high computation complexity, and specific
object-based methods have limited application scenes. There-
fore, a fast and accurate registration method is developed in
this article. The proposed method is an improvement to our
previous work [28], in which a registration method based on 2-D
feature lines is proposed. The method takes the building point
clouds captured by terrestrial laser scanner into consideration.
The terrestrial laser scanner is usually leveled when working, so
the Z-axis of the scanned point clouds is parallel to the direction
of gravity, i.e., the point clouds are upright. This means there
is no rotation around the X and Y axes. Under this case, the
four degree of freedom rather than six degree of freedom rigid
transformation needs to be estimated. This can largely simplify
the registration problem. The upright point clouds are also very
common. Besides our method [28], many methods [29], [30],
[31] have also been proposed to register the upright point clouds
by using the advantageous trait. Although our previous method

has obtained good computation efficiency and high registration
accuracy, we want to further improve the computation efficiency
and preserve the high registration accuracy. For the purpose,
the intersection points of the 2-D feature lines are calculated
to perform the point cloud registration in this article. These
intersection points are treated as the 2-D feature points. Then,
we design a strategy to boost the searching process of the cor-
responding 2-D feature points from two point clouds. First, the
2-D feature points are used to construct feature triangles. Then,
based on three geometric constraints, the feature triangles from
the two point clouds are quickly matched. The corresponding
feature triangles are found. Thus, three pairs of 2-D feature
points are obtained, with which the 2-D transformation can be
calculated. Finally, the Z-axis displacement is calculated by the
same method in Tao et al.’s [28] work. The 3-D transformation
can be directly achieved by combining the 2-D transformation
and Z-axis displacement. The main contributions of this study
include the following.

1) We propose using 2-D feature points to register the point
clouds. Thus, our method mainly processes point cloud
data in 2-D space, which lowers computation complexity.
The 2-D feature lines are accurate, so the 2-D feature
points also have high accuracy.

2) A strategy for searching for corresponding 2-D feature
points is proposed. The feature points are first used to
construct feature triangles. Then, the strategy uses the
geometric constraints to accelerate the searching process
of the corresponding feature triangles, so it is computa-
tionally cheap. Thus, the correspondences between the
2-D feature points of the source point cloud and the 2-D
feature points of the target point cloud are identified.

3) Based on the 2-D feature points, a registration method is
presented. The 2-D feature points are fast to be extracted
and have high accuracy, and a fast strategy is proposed
to find the corresponding 2-D feature points. Therefore,
our method has good computation efficiency and high
registration accuracy.

II. RELATED WORK

A. Point-Based Registration Methods

The point-based methods predominantly utilize the points
extracted from the point clouds to implement the registration.
This kind of methods is universal and thus can be applied for
different scenes, but they generally have relatively low registra-
tion accuracy. First, the LSD-based methods are reviewed. Guo
et al. [15] calculated the RoPS descriptor for each keypoint. The
nearest neighbor similarity ratio (NNSR) was applied to match
feature pairs between two point clouds. Subsequently, the rigid
transformation was determined by using the one-point random
sample consensus (one-point RANSAC) algorithm. Quan et al.
[16] encoded the local shape information into the bit string
based on point distribution. The LoVS descriptor was proposed,
which was a binary descriptor. The transformation was then
estimated using the global constrained one point-based sample
consensus (GC1SAC) algorithm. Tao et al. [17] utilized the
TriLCI descriptor, which encoded local surface information
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from five views. The correspondences were also established
by using the NNSR method, and the transformation was com-
puted via a median-based robust estimation. Yang et al. [32]
employed uniform sampling to extract keypoints and compute
the rotational contour signatures descriptor. A voting-based
correspondence selection method was developed to calculate
the transformation. Du et al. [33] proposed a descriptor named
as multi-view depth and contour signatures, which integrated
the depth information and 2-D contour cues to facilitate com-
prehensive multiview and multiattribute description. This made
the descriptor include more local surface information. Tao et al.
[34] introduced the local occupied voxel comparison (LOVC)
descriptor, which was a natural binary descriptor. It encoded the
relationship between the voxels. Then, the two-point random
sample consensus with constraints (two-point RANSACWC)
algorithm was developed to calculate the transformation. With
the development of the convolutional neural network (CNN),
the learning-based descriptors get significant progress. 3DMatch
[18] applies a siamese convolutional network (CN) to learn the
descriptor for local patches. FCGF [19] takes the sparse tensor
as the input of the CN. DCP [35] employs the dynamic graph
CN to learn the local descriptor. However, they are variant to
rotation, which is not beneficial for point cloud registration. In
order to get rotation-invariant descriptor, SpinNet [20] aligns
the local patch with the local reference axis and formulates
cylindrical volume. The local feature is extracted by multilayer
perceptron and 3-D cylindrical convolutional layers. Gojcic et al.
[36] took a rotation-invariant handcrafted feature (i.e., smoothed
density value) as the input of CNN. Regarding the 4PCS-like
methods, to address the limitations of the 4PCS algorithm,
Mellado et al. [14] employed a rasterization method to make
quadratic computation complexity become linear computation
complexity. The angle constraint was developed to reduce the
number of the candidate point pairs in the target point cloud.
Mohamad et al. [22] introduced the G4PCS method, which
allowed two point pairs falling on two different planes rather than
being strictly coplanar. Theiler et al. [21] proposed the K-4PCS
method, which leveraged the keypoints as the candidates for
identifying corresponding four-point base sets. The computation
burden was effectively reduced. Ge et al. [23] incorporated
semantic information during the registration process to represent
each keypoint, thereby boosting the searching process of the
corresponding four-point bases.

B. Plane/Line-Based Registration Methods

The plane/line-based methods extract feature lines or planes
from the point clouds for registration. As the feature lines and
planes are higher level features than point features, the methods
in this category generally have better registration accuracy than
the point-based registration methods. Wei et al. [37] took the
building point clouds into consideration. The plane features
were extracted as the primitives for registration. A plane shape
descriptor based on the hole angles and distance of triangle
centroids was developed to find corresponding plane features.
The optimal transformation was obtained using a topological
graph voting method. Hasheminasab et al. [27] proposed a

method to integrate image and LiDAR point cloud. In order to
obtain the complete point clouds, the plane features were applied
to carry out point cloud registration. Tao et al. [28] proposed
using 2-D feature lines to perform the point cloud registration.
The point clouds were projected on horizontal plane and then the
2-D feature lines were extracted. Thus, the registration method
mainly processed the point cloud data in 2-D space, so it had high
computation speed. Tan et al. [35] began their work by extracting
urban building facades from oblique photogrammetric point
cloud and LiDAR point cloud. To describe the building facades,
the object vicinity distribution feature [38] was introduced,
which facilitated the registration of heterogeneous point clouds.
Xu et al. [25] started their research by extracting plane segments
from the voxelized point clouds. Then, the ratios of angles
were developed to searching for the four-plane base set. The
voxel-based four-plane congruent set algorithm was designed.
The idea of the algorithm is similar to the 4PCS algorithm. Cheng
et al. [39] proposed a registration method for the cross-source
point clouds (terrestrial and airborne) based on the 2-D building
outlines.

C. Specific Object-Based Registration Methods

The specific object-based methods implement point cloud
registration by extracting particular objects and are only ap-
plicable in specific scenarios. Chan et al. [29] first proposed
a method to extract the octagonal lamp poles, which were
then treated as the registration primitives. Yang and Zang [9]
started by extracting crest lines from the point clouds. Then, a
deformation energy model was constructed to characterize the
shape features of the crest lines. The corresponding crest lines
were identified by comparing the shape features. The optimal
transformation was subsequently determined based on a voting
principle. Xu et al. [40] extracted the feature curves to perform
the registration of seafloor point clouds. The isoline points were
extracted by the triangulation network interpolation. The feature
curves were obtained by the spline function interpolation. The
RANSAC algorithm was applied to calculate the transformation.
Ghorbani et al. [41] extracted the tree positions to perform the
registration of the forest point clouds. The geometric constraints
were used to facilitate the RANSAC algorithm for computing
the transformation.

III. POINT CLOUD REGISTRATION BASED ON 2-D
FEATURE POINTS

In this section, our point cloud registration method is given
in detail. Specially, our work focuses on the registration of the
building point clouds. The delineation of the method is depicted
in Fig. 1. The procedures are as follows.

Step 1: Extraction of 2-D feature points. The source and target
point clouds are projected onto the horizontal plane. Then, the
2-D feature lines are extracted from the projected point clouds.
The intersection points of the 2-D feature lines are calculated.

Step 2: Calculation of 2-D transformation. The extracted 2-D
feature points are utilized to form a set of feature triangles. Then,
the feature triangles from two point clouds are matched via the
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Fig. 1. Flowchart of the proposed registration method

geometric constraints. The 2-D transformation is calculated by
each pair of matched feature triangles.

Step 3: Calculation of the Z-axis displacement. The cylindrical
neighborhoods of the overlapping points between two 2-D point
clouds are used to calculate the Z-axis displacement.

A. 2-D Feature Point Extraction

Accurate 2-D feature point extraction is paramount for suc-
cessful registration in our method. The extraction process of the
2-D feature points is decomposed into two phases: extraction
of 2-D feature lines and computation of intersection points. The
obtained intersection points represent the 2-D feature points in
our registration method. Compared to the traditional keypoints
[42], [43], [44], the 2-D feature points extracted by our method
offer more accurate position information, enabling to compute
more accurate transformation.

1) Extraction of 2-D Feature Lines: The method in our pre-
vious work [28] is used to extract 2-D feature lines. Here,
we just briefly describe the method. Readers can refer to Tao
et al.’s [28] work for the parameter setting and analysis. First,
the point cloud is projected onto the horizontal plane along
the gravitational direction to get projected point cloud. Subse-
quently, the point density is computed for each projected point.
The point density is defined as the number of the neighboring
points of a point. The points with high density are preserved.
Thus, we get the points on the 2-D lines because the points
on the facades will project on the 2-D lines and have high
density. To reduce computational burden, the extracted 2-D point
cloud undergoes uniform sampling with a sampling interval
of pr (pr denotes the resolution of the original point clouds,
i.e., the mean value of the distances between the points and
their closest points), making the 2-D point cloud have the same
point cloud resolution as the original point clouds. Then, the
region growing method is employed to extract 2-D feature lines.
The singular value decomposition (SVD) [45] is applied to fit
a 2-D line and compute the fitting residual of each projected
point using its neighboring points. Here, the fitting residual is
calculated as the ratio between the small singular value and the
large one. The point with the minimal fitting residual is chosen
as the seed, and its local neighborhood acts as the initial seed
region. The distances between the near points and the fitted 2-D
line are utilized as the criterion for expanding the seed region.
By successively adding the near points, a 2-D feature line is
obtained. Until no points can be added into the 2-D line, the

next point with the minimal fitting residual is selected as the
seed point. Another 2-D line grows. This procedure terminates
until the fitting residual of the currently selected point exceeds a
threshold. The method is used to extract 2-D feature lines from
both the source and target point clouds.

2) Computation of Intersection Points: After finishing the
2-D feature line extraction, the subsequent step is to calculate
the intersection points of the 2-D feature lines. The 2-D fea-
ture line set extracted from a point cloud is denoted as LS =
{l1, l2, · · · , lk}. For any two lines lm and ln, their formulas are
denoted as {

amx+ bmy + cm = 0

anx+ bny + cn = 0.
(1)

If the angle between the two lines is larger than 10
o

or smaller
than 170

o
, the two lines are considered as nonparallel. Thus, the

intersection point of the two lines can be calculated using the
standard formula as follows:{

x = −cmbn+bmcn
ambn−bman

y = −amcn+cman

ambn−bman
.

(2)

Alternatively, if the two lines lm and ln are parallel, the iteration
proceeds to the next line pair. The same methodology is applied
to compute intersection points for any two lines in the line set
LS.

The process of the 2-D feature point extraction is shown
in Fig. 2. Because our method treats the 2-D feature lines as
infinitely long lines rather than line segments, the extracted 2-D
feature points contain the real intersection points (the intersec-
tion points of the 2-D line segments) and unreal intersection
points (the intersection points of the extension of the 2-D line
segments), such as the points in the black circle in Fig. 2(c). This
can help to increase the number of the 2-D feature points, which
is beneficial for the feature point matching. In the overlapping
area, if one unreal intersection point exists in source point cloud,
there is also one corresponding unreal intersection point in target
point cloud. That is the unreal intersection points exist both the
source and target point clouds, and they are congenetic and can
form matches.

B. Calculation of 2-D Transformation

1) Construction of Feature Triangles: The extracted 2-D fea-
ture point sets from the source and target point clouds are denoted
as FPs = {ps

1,p
s
2, · · · ,ps

n1
} and FPt = {pt

1,p
t
2, · · · ,pt

n2
}, re-

spectively. The maximum number of feature triangles con-
structed through exhaustive combinations of the feature points
is respectively C3

n1
and C3

n2
. As a result, the computation

complexity is very high. In theory, each 2-D feature point just
needs to form a feature triangle with its two nearest 2-D feature
points. The obtained feature triangles are sufficient to calculate
the 2-D transformation. However, in another point cloud, a 2-D
feature point may have nearer 2-D feature points because of
the intersection of other 2-D lines. Thus, the corresponding
feature triangles cannot be identified. Therefore, we construct
small feature triangles. The side lengths of the feature triangles
are required to be smaller than a specific value ε1. This can
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Fig. 2. Process of extracting 2-D feature points. (a) 3-D point cloud. (b) 2-D point cloud. (c) Extracted 2-D feature points (red points).

largely reduce the computation burden. Then, the equilateral and
isosceles triangles are discarded because the vertexes of such
triangles cannot be sorted (the vertexes will be sorted according
to the side lengths later). It is worth noting that we do not need
to discard the collinear triangles because only two 2-D feature
points are enough to calculate the 2-D transformation. Hence,
even though three 2-D feature points are collinear, they can
also be applied to calculate the 2-D transformation. In order
to eliminate equilateral and isosceles triangles, we require that
the difference of any two side lengths of a triangle is larger than
3pr. In fact, the difference of any two angles is more suitable to
eliminate the equilateral and isosceles triangles, but this needs
to additionally compute the three angles of a triangle. In order
not to increase the computation burden, we apply the difference
of any two side lengths. The implementation detail of the con-
struction of the feature triangles is presented in Algorithm 1

Algorithm 1 is also used to get the feature triangle set T t

and point set Qt of the target point cloud. Qs and Qt will
be explained later. In this algorithm, ε1 is set as 1 for indoor
scene point clouds and 3 for outdoor scene point clouds. This
is because the outdoor scenes have larger scale. The two values
are determined by many experiments. In most cases, the suc-
cessful registration can be obtained by using the two values.
The vertexes of a feature triangle have been sorted at this step.
As a consequence, once a feature triangle in T s is matched with
a feature triangle in T t, three pairs of 2-D feature points are
determined. When sorting, ps

i ,p
s
j , and ps

k, respectively, have
the same order as L1, L2, and L3.

2) Feature Triangle Matching: Let T s = {ts1, ts2, · · · , tse1}
be the set of feature triangles from the source point cloud and
T t = {tt1, tt2, · · · , tte2} be the set of feature triangles from the
target point cloud. If the three side lengths of a feature triangle
from the source point cloud are approximately equal to those
of a feature triangle from the target point cloud, the two feature
triangles can be considered congruent feature triangles, i.e., a
match.

In order to quickly find the matches between T s and T t,
each feature triangle is viewed as a point in 3-D space. The X,
Y, and Z coordinates of the point are respectively equal to the
three side lengths of the feature triangle, as shown in Fig. 3.
Accordingly, all the feature triangles are mapped into the points

Algorithm 1: Construction of Feature Triangles.
Input: the 2D feature point sets
FP s = {ps

1,p
s
2, · · · ,ps

n1
}.

Output: the feature triangle set T s and point set Qs.
L1, L2, L3 denote side lengths and d() denotes distance.
For i = 1 to n1 − 2 do

For j = i+ 1 to n1 − 1 do
L1 = d(ps

i ,p
s
j)

If L1 > ε1
continue.

End If
For k = j + 1 to n1 do

L2 = d(ps
j ,p

s
k)

L3 = d(ps
k,p

s
i )

If L2 > ε1 or L3 > ε1
continue.

end If
dL1 = L1 − L2, dL2 = L2 − L3, dL3 = L3 − L2

If min(dL1, dL2, dL3) < 3pr
continue.

End If
Sort L1, L2, L3 in ascending order and

accordingly sort ps
i ,p

s
j ,p

s
k.

Add sorted ps
i ,p

s
j ,p

s
k in T s.

Add sorted L1, L2, L3 in Qs.
End for

End for
End for

in 3-D space, as shown in Fig. 3(b). That is all the feature
triangles are represented by the points.

In theory, the corresponding side lengths of two congruent
feature triangles are the same, thus leading to three geometric
constraints. These geometric constraints can be used to quickly
find the corresponding feature triangles. We incorporate the kd-
tree structure to accelerate the search of feature triangles and
enhance matching efficiency. The points representing the feature
triangles in T s are denoted as Qs and those representing the
feature triangles in T t are denoted as Qt. Qs and Qt have been
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Fig. 3. Illustration of mapping feature triangles into the points in 3-D space.
(a) Feature triangles. (b) Points representing the feature triangles. The yellow
feature triangle is from the source point cloud and others are from the target
point cloud. The red feature triangle is the neatest feature triangle of the yellow
feature triangle.

achieved in Algorithm 1. Thus, we can use the kd-tree structure
to organize the points in Qt. For each point in Qs, the nearest
neighbor search is executed to find its closest point in Qt. If
the distance between a point and its closest point is less than
a threshold, the related two feature triangles are deemed as a
match ∥∥qs

i − qt
i1

∥∥ < dmin (3)

where dmin is set as 0.2pr by many trials, ‖ · ‖ is the Euclidean
distance, qs

i is a point in Qs and qt
i1 is the closest point to qs

i

in Qt. For each match, three pairs of 2-D feature points are
determined to calculate the candidate 2-D transformation.

3) Calculation and Verification of 2-D Transformation: Each
match can be used to calculate a 2-D transformation. The SVD
[45] is applied to compute the rotation matrix ra and translation
vector ta. The three 2-D feature points of a feature triangle from
the source point cloud are denoted as {ps

1,p
s
2,p

s
3} and those of

its corresponding feature triangle from the target point cloud are
denoted as {pt

1,p
t
2,p

t
3}. The following matrices are calculated:

P̃
s

2×3 =
[
ps
1,p

s
2,p

s
3

]
(4)

P̃
t

2×3 =
[
pt
1,p

t
2,p

t
3

]
. (5)

Subsequently, the SVD is performed

UΞV T = svd

⎛
⎝
[
P̃

s

2×3 − P̄
s
2×1

[
1 1 1

]]
×[

P̃
t

2×3 − P̄
t
2×1

[
1 1 1

]]T
⎞
⎠ (6)

where P̄
t
2×1 is the centroid of P̃

t

2×3, and P̄
s
2×1 is the centroid

of P̃
s

2×3. The 2-D rotation matrix is calculated as

ra = V UT (7)

and the 2-D translation vector is calculated as

ta = P̄
t
2×1 − raP̄

s
2×1. (8)

After calculating a 2-D transformation, it is imperative to assess
the reliability of the 2-D transformation. The 2-D source point

Algorithm 2: 2D Transformation Calculation.

Input: the feature triangle sets T s and T t, and point sets
Qs and Qt.

Output: the optimal 2D transformation.
Search the nearest point qt

i1 from Qt for each point qs
i in

Qs by using kd-tree.
Set the initial overlap: overlap0 = 0.
For i = 1 to e1 do

If qs
i and qt

i1 satisfy the geometric constraints defined
by (3)

The two feature triangles tsi and tti1 form a match.
Calculate the 2D transformation by (7) and (8).
Calculate the degree of overlap overlapi

If overlapi > overlap0

The 2D transformation is the optimal one.
overlap0 = overlapi

End if
End if

End for

cloud (i.e., the points on the 2-D lines) is transformed using the
calculated 2-D transformation. The degree of overlap between
the transformed 2-D source point cloud and 2-D target point
cloud is computed as follows:

overlap =
Number of overlapping points

min(a, b)
(9)

where a and b represent the point numbers of the 2-D source
and 2-D target point clouds, respectively. For each point in the
transformed 2-D source point cloud, its nearest point is searched
from the 2-D target point cloud. If the distance between the two
points is smaller than a threshold (2pr in this article), the point
in the transformed 2-D source point cloud is considered as an
overlapping point.

The optimal 2-D transformation T ′ =
[
r̄ t̄

]
is determined

by identifying the one that maximizes the degree of overlap
between the transformed 2-D source point cloud and 2-D tar-
get point cloud. The calculation of the 2-D transformation is
presented in Algorithm 2.

C. Calculation of the Z-axis displacement

Now, the 2-D rotation and 2-D translation have been ob-
tained. As long as the Z-axis displacement is calculated, the
3-D transformation can be easily got. Tao et al. [28] proposed a
good method to do this. For completeness, the method is briefly
described here. Readers can refer to Tao et al.’s [28] work for
parameter setting and analysis.

Initially, the 2-D source point cloud is transformed by using
the 2-D transformation. Subsequently, the overlapping region
between the transformed 2-D source point cloud and 2-D target
point cloud is identified, from which a certain number of points
are randomly selected from the transformed 2-D source point
cloud. We can also get the corresponding points from the 2-D
source point cloud. For each pair of points, the cylindrical
neighborhoods of the two points are, respectively, extracted from
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the source point cloud and target point cloud. The lowest points
in the two cylindrical neighborhoods are used to calculate the
Z-coordinate difference. All the pairs of points can be used to
calculate a set of Z-coordinate differences. Ultimately, a cluster-
ing algorithm is applied to group these Z-coordinate differences.
The Z-axis displacement is the mean value of the Z-coordinate
differences in the largest cluster. Thus, the 3-D transformation
is calculated as

T ′′ =
[
R3×3 t3×1

]
=

[
r̄ 02×1 t̄

01×2 1 tz

]
(10)

where tz is the Z-axis displacement, R3×3 is the 3-D rotation
matrix, and t3×1 is the 3-D translation vector.

IV. EXPERIMENTS AND ANALYSIS

The experiments are implemented to assess the proposed
registration method. The line-based method [28] and two LSD-
based methods [16], [34] are used for comparison with our
method. The line-based method is our previous method. It has
good computation efficiency and high registration accuracy. The
current method is an improvement to the line-based method, so
the line-based method is used to compare with our method. The
first LSD-based method uses the LoVS descriptor to establish
correspondences, and then uses GC1SAC algorithm to calculate
the 3-D transformation. The iteration number of the GC1SAC al-
gorithm is set as the number of the established correspondences.
The method is denoted as “LoVS+GC1SAC.” The second
LSD-based method is a recently proposed registration method,
which has good computation efficiency and high registration
accuracy in their experiments. The method uses the LOVC
descriptor to establish correspondences and then uses two-point
RANSACWC algorithm to calculate the 3-D transformation.
The iteration number of the two-point RANSACWC algorithm
is set to 20 000 so as to get successful registration for all pairs
of point clouds. The method is denoted as “LOVC+two-point
RANSACWC.”

All the experiments are conducted by MATLAB. The exper-
iments run on a PC equipped with an AMD Ryzen 9 5900HX
3.30 GHz processor and 32 GB of RAM.

A. Experimental Data

An indoor Lidar dataset [46] and two outdoor Lidar dataset
[3], [47] are employed to carry out the experiments. The indoor
dataset1 is acquired using the FARO Focus 3D X330 HDR scan-
ner. This dataset comprises the point clouds of the five scenes:
lobby, boardroom, apartment, bedroom, and loft. The publishers
perform multiple scans and obtain multiple point clouds in each
scene. For the purpose of our study, three point clouds from
the apartment scene and three point clouds from the boardroom
scene are chosen. Each scene has two pairs of point clouds. The
first outdoor dataset2 is collected by the Leica C10 laser scanner,

1[Online]. Available: http://redwood-data.org/indoor_lidar_rgbd/download.
html

2[Online]. Available: http://www.cvg.ethz.ch/research/saldir-rgbd-
registration/

TABLE I
INFORMATION OF POINT CLOUD PAIRS

providing the point clouds of the city and castle scenes. Each
scene also includes multiple point clouds. Four point clouds are
chosen from the castle scene and three point cloud are chosen
from the city scene. The castle scene has three pairs of point
clouds and the city scene has two pairs of point clouds. The
second outdoor dataset is from the WHU-TLS dataset.3 Three
point clouds are chosen from the park scene, forming two pairs
of point clouds. These point clouds are obtained by the Riegl
VZ-400 scanner. Finally, 11 pairs of point clouds are used to
perform the experiments. The point clouds can be found in
Figs. 5 and 7. The experimental data contain different scenes,
different data quality and different degree of overlap. These
make our evaluation more comprehensive. In the indoor dataset,
the point clouds are symmetric and have featureless and similar
local surfaces, which makes registration harder. In the outdoor
dataset, the noise and point density variation are more severe.
The outdoor scenes also contain many cluttered objects such as
tree. The park scene has the buildings with curved contours. The
information of the point cloud pairs is list in Table I.

B. Evaluation Metrics

In order to assess the accuracy of the registration methods,
three metrics are employed. The rotation error is calculated using
the following equation:

eR = arccos
(

trace(Rtrue(R)−1)−1
2

)180
π

(11)

where R represents the computed rotation matrix, Rtrue denotes
the true rotation matrix, arccos() is the inverse cosine function,
and trace denotes the trace of a matrix. Because our method
computes the Z-axis displacement separately, the translation
error is bifurcated into horizontal and vertical errors

eTh
= ‖t̄true − t̄‖ (12)

eTv
= ‖tz−true − tz‖ (13)

where t̄ signifies the computed 2-D translation vector, tz is the
computed Z-axis displacement, t̄true is the true 2-D translation
vector, and tz−true represents the true Z-axis displacement. The

3[Online]. Available: http://3s.whu.edu.cn/ybs/en/benchmark.htm

http://redwood-data.org/indoor_lidar_rgbd/download.html
http://redwood-data.org/indoor_lidar_rgbd/download.html
http://www.cvg.ethz.ch/research/saldir-rgbd-registration/
http://www.cvg.ethz.ch/research/saldir-rgbd-registration/
http://3s.whu.edu.cn/ybs/en/benchmark.htm
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Fig. 4. Registration process of the two pairs of point clouds in the apartment and boardroom scenes. In each subfigure, the original point clouds, extracted 2-D
point clouds, aligned 2-D point clouds, and aligned 3-D point clouds are exhibited from left to right. (a) Apartment. (b) Boardroom.

true values Rtrue, t̄true, and tz−true of the apartment, boardroom,
castle, and city scenes are derived through manual coarse reg-
istration and ICP fine registration, while the true values of the
park scene are provided by the publishers.

C. Reconstruction of the Indoor Scene

In order to better understand our registration method, the
registration process of one pair of point cloud for each scene is
exhibited in Fig. 4. The 2-D feature points are also displayed in
the figure. It can be discerned that the 2-D feature points are well
registered. Thus, the 2-D point clouds are registered together. In
the last plot of each subfigure, the 3-D point clouds have been
automatically registered together. The registration results are
good enough to offer initial position for the fine registration.

The registration accuracy of the four methods is displayed in
Table II. The computation time is also listed in the table. It can
be seen that the two LSD-based methods obtain relatively big
rotation error, horizontal error, and vertical error. The line-based
method and our method obtain small rotation error, horizontal
error, and vertical error. This indicates that the line-based method
and our method have higher registration accuracy. It is worth
noting that it is meaningless to compare the vertical errors of the
line-based method and our method, because the two methods
apply the same manner to calculate the Z-axis displacement.
The reason why the calculated vertical errors are different is that
the manner has randomness. The aim for exhibiting the vertical
errors is to illustrate the manner is effective. It can calculate an
accurate Z-axis displacement.

The two LSD-based methods extract keypoints (i.e., point
feature) as the registration primitive. The point features are easy
to be affected by point noise and variations in point density,
so they get low registration accuracy. On the “B2” point cloud
pair, the two methods get unsuccessful registration due to the

TABLE II
REGISTRATION ACCURACY AND COMPUTATION EFFICIENCY OF THE FOUR

METHODS ON THE INDOOR DATASET

featureless and similar local surfaces. The featureless and similar
local surfaces make the LSDs indistinctive, which is not helpful
to establish correct correspondences. The line-based method
extracts 2-D feature lines to perform the registration. A 2-D line
is fitted by many points, so it has higher accuracy. Therefore,
the line-based method obtains high registration accuracy. On the
“B1” point cloud pair, the method gets unsuccessful registration.
This is because the two point clouds are symmetric. The 2-D
feature lines are easy to be affected by the problem. Our method
uses the intersection points of the 2-D lines as the 2-D feature
points, so the 2-D feature points also have high accuracy. Hence,
our method can achieve high registration accuracy. The 2-D
feature points are used to construct the feature triangles, which
are not affected by the symmetry problem. Thus, our method
gets successful registration on the “B1” point cloud pair.



9332 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

Fig. 5. Reconstructed complete scenes of the apartment and boardroom. In
each subfigure, the original point clouds are on the left and the complete scene
point cloud is on the right. The points on the ceiling are removed for a better
view. (a) Apartment. (b) Boardroom.

In aspect of computation efficiency, the two LSD-based
methods are more time-consuming. The main time of the two
methods is, respectively, spent on the GC1SAC and Two-point
RANSACWC algorithms because the two algorithms need many
iterations. The line-based method processes the point cloud
data in 2-D space, so it has high computation efficiency. Our
method has the best computation efficiency. This is owing to the
following reasons. First, our method also processes the point
cloud data in 2-D space. Second, a strategy is proposed to
quickly get the matches. It first constructs the feature triangles
by using the 2-D feature points. Only the small feature triangles
are preserved, which largely reduces the number of the feature
triangles. Then, the geometric constraints and kd-tree are used
to quickly find the corresponding feature triangles.

According to the calculated transformation of each point
cloud pair, all the point clouds of one scene are transformed
into the same coordinate system. The complete scenes obtained
by our method are shown in Fig. 5. Different point clouds are
colored by different colors. From the complete scenes, we can
see that there is not obvious gap between the point clouds. Our
registration method can provide a high-quality reconstructed
scene.

D. Reconstruction of the Outdoor Scene

The registration process of one pair of point clouds for each
scene is illustrated in Fig. 6. We can see that the three pairs of the
point clouds have been registered well. The 2-D feature points
are transformed into the same coordinate system, and the 2-D
point clouds are thus registered. For the outdoor point clouds, our

TABLE III
REGISTRATION ACCURACY AND COMPUTATION EFFICIENCY OF THE FOUR

METHODS ON THE OUTDOOR DATASET

method is also effective. In the outdoor scenes, the distribution
of the 2-D feature points is irregular and cluttered. There are
many unreal 2-D feature points that are far away from the 2-D
point clouds. These far 2-D feature points are useful. As long as
the two 2-D lines used for calculating the 2-D feature point exist
in both the source and target point clouds, the unreal 2-D feature
point also exists in both the source and target point clouds. In
addition, the number of the 2-D feature points is also large, which
can increase computation burden. Fortunately, we only use the
small feature triangles to calculate the transformation.

The registration accuracy and computation efficiency of the
four methods are presented in Table III. The two LSD-based
methods still get relatively large rotation error, horizontal error,
and vertical error. This is because the keypoints used by the two
methods are easy to be affected by the noise and variation in point
density. Due to external factors, such as weather and scanning
distance, the perception capability of the LiDAR is constrained
by the outdoor circumstances, which results in the increased
point noise. The variation in point density is also obvious. Hence,
the two LSD-based methods obtain poor registration accuracy.
The line-based method and our method obtain smaller rotation
error, horizontal error and vertical error because they use 2-D
feature lines and 2-D feature points to perform the registration.
Both of the 2-D feature lines and 2-D feature points have high
accuracy, which results in accurate registration. On the “Ci2”
point cloud pair, the two methods get unsuccessful registration.
This is because the point cloud pair has low degree of overlap.
There is no corresponding 2-D lines between the two point
clouds.
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Fig. 6. Registration process of the three pairs of point clouds in the castle, city, and park scenes. In each subfigure, the original point clouds, extracted 2-D point
clouds, aligned 2-D point clouds, and aligned 3-D point clouds are exhibited from left to right. (a) Castle. (b) City. (c) Park.

On the outdoor scenes, our method still achieves the best
computation efficiency. The difference between our method
and the line-based method is more significant. The line-based
method costs much time on finding the corresponding 2-D
feature lines, while our method uses a fast strategy to find the
corresponding feature triangles. The two LSD-based methods
are rather time-consuming on the castle and park scenes. This
is because there are many trees in the scenes. As a result, many
points on the trees are extracted as the keypoints. The descriptors
of so many keypoints cost much time to compute.

All the point clouds of a scene are transformed into the same
coordinate system by using the calculated transformations. The
complete scene point cloud is obtained. Because our method gets
an unsuccessful registration on the city scene, only the complete
scenes of the castle and park are shown in Fig. 7. We can see
that all the point clouds are aligned together. The aligned point
cloud is able to render the real scene.

E. Parameter Analysis

In our method, there are two main parameters, which are
the threshold ε1 of the side lengths and threshold dmin of the
geometric constraints. In order to analyze the influence of the
two parameters, we choose one pair of point clouds from the
indoor dataset and outdoor dataset, respectively. First, the value

Fig. 7. Reconstructed complete scenes of the castle and park. In each subfigure,
the original point clouds are on the left and the complete scene point cloud is on
the right. (a) Castle. (b) Park.
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TABLE IV
REGISTRATION ACCURACY AND COMPUTATION EFFICIENCY UNDER DIFFERENT

VALUES OF ε1

TABLE V
REGISTRATION ACCURACY AND COMPUTATION EFFICIENCY UNDER DIFFERENT

VALUES OF dMIN

of dmin is fixed as 0.2pr, the value of ε1 is increased from
0.5 to 3 for the indoor scene and from 2 to 5 for the outdoor
scene. The obtained registration accuracy and computation time
are listed in Table IV. As we can see, when the value of ε1
increases, the rotation errors and translation errors almost keep
unchanged. The change of the vertical errors is due to the
randomness of the manner to calculate the Z-axis displacement.
Therefore, the registration accuracy is almost not influenced
by the value of ε1. The computation time is increasing as the
value of ε1 increases. This is because more and more feature
triangles are preserved. The computation efficiency is influenced
by the value of ε1. However, we have tested different values of
ε1 to perform the registration on all point cloud pairs before
though the results are not displayed. When the value of ε1 is
too small, the registration will fail. The value of ε1 should be
set to get successful registration and reduce the computation
time.

Then, the value of ε1 is fixed as 1 for indoor scene and 3
for outdoor scene. The value of dmin is increased from 0.05
to 0.3pr. The registration accuracy and computation time are
listed in Table V. When the value of dmin is 0.05pr, on the
“Ca1” point cloud pair, the registration is unsuccessful. As the
value increases from 0.1 to 0.5pr, the rotation and translation
errors are unchanged. Therefore, the value of dmin has less
influence on registration accuracy. The computation time is
increasing as the value increases, but the influence is not very
big.

V. CONCLUSION

A registration method based on the 2-D feature points was
proposed in this article. The 2-D feature lines were first ex-
tracted from the source and target point clouds. Then, the 2-D
feature points were calculated by the intersections of the 2-D
lines. These 2-D feature points were used to construct feature
triangles, which were then matched by the geometric constraints.
The matched feature triangles were applied to calculate the
2-D transformation. Finally, the Z-axis displacement was cal-
culated by the cylinder neighborhoods of the point pairs in the
overlapping area between 2-D source and target point clouds.
The 3-D transformation was achieved by combining the Z-axis
displacement and 2-D transformation.

The experiments had been carried out to demonstrate the
performance of our registration method. Our method got good
performance in aspect of registration accuracy. The 2-D feature
lines were fitted by many points, so they had good accuracy. The
2-D feature points were calculated by the intersections of the 2-D
feature lines, so the 2-D feature points also had good accuracy.
This ensured that the proposed method had high registration
accuracy. In aspect of computation efficiency, our method got ex-
cellent performance. First, our method processed the point cloud
data in 2-D space. The 2-D feature points were extracted as the
registration primitives. Then, the 2-D feature points were used to
construct the feature triangles. Only the small feature triangles
were used to calculate the 2-D transformation. The geometric
constraints were used to quickly match the feature triangles.
A fast strategy was proposed to find the corresponding feature
triangles. Thus, our method had high computation efficiency.
In comparison with our previous method, the proposed method
had better computation efficiency and comparative registration
accuracy.

The limitation of our method is that it is only suitable for the
building point clouds scanned by the terrestrial laser scanner.
In future, we want to design a voxel-based registration method
that is suitable for the building point clouds with arbitrary poses.
Also, the method should have good computation efficiency and
high registration accuracy.

VI. DISCUSSION

This article focuses on the registration of the building point
clouds, which can be used for the reconstruction of the real
scenes. In the field of remote sensing, point cloud registration
has attracted much attention. Therefore, this article is in the
scope of JSTARS.
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