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GeoFormer: An Effective Transformer-Based
Siamese Network for UAV Geolocalization

Qingge Li"Y, Xiaogang Yang ", Jiwei Fan

Abstract—Cross-view geolocalization of unmanned aerial
vehicles (UAVs) is a challenging task due to the positional
discrepancies and uncertainties in scale and distance between UAVs
and satellite views. Existing transformer-based geolocalization
methods mainly use encoders to mine image contextual
information. However, these methods have some limitations when
dealing with scale changes in cross-view images. Therefore, we
present an effective transformer-based Siamese network tailored
for UAV geolocalization, called GeoFormer. First, an efficient
transformer feature extraction network was designed, which
utilizes linear attention to reduce the computational complexity and
improve the computational efficiency of the network. Among them,
we designed an efficient separable perceptron module based on
depthwise separable convolution, which can effectively reduce the
computational cost while improving the feature representation of
the network. Second, we proposed a multiscale feature aggregation
module, which deeply fuses salient features at different scales
through a feedforward neural network to generate global feature
representations with rich semantics, which improves the model’s
ability to capture image details and represent robust features.
Additionally, we designed a semantic-guided region segmentation
module, which utilizes a k-modes clustering algorithm to divide
the feature map into multiple regions with semantic consistency
and performs feature recognition within each semantic region to
improve the accuracy of image matching. Finally, we designed a
hierarchical reinforcement rotation matching strategy to achieve
accurate UAV geolocalization based on the retrieval results of UAV
view query satellite images using SuperPoint keypoints extraction
and LightGlue rotation matching. According to the experimental
results, our method effectively achieves UAV geolocalization.

Index Terms—Cross-view image retrieval, heterologous scene
matching, linear attention, Siamese network, transformer,
unmanned aerial vehicle (UAV) geolocalization.

I. INTRODUCTION

NMANNED aerial vehicles (UAVs) have emerged as ver-
U satile and efficient tools in various application domains,
such as aerial surveillance [1], target tracking [2], [3], and disas-
ter response [4], [5]. A pivotal task within UAV systems is geolo-
calization, which estimates the geographic coordinates of drones
in real time. Geolocalization is achieved by matching UAV
and satellite imagery. Its applications can be broadly divided
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into two categories: UAV target localization (UAV —satellite)
and UAV navigation (satellite—UAV). Accurate geolocalization
is paramount for ensuring the effectiveness of UAV missions.
However, since UAV and satellite views are acquired under
different conditions of light, weather, and seasonal variations,
there are large differences in the visual detail features of the same
scene in the images. In addition, there are positional differences
as well as scale and distance uncertainties between objects in
UAV images and satellite views due to variations in UAV flight
altitude and shooting angles. These increase the difficulty of
accurate geolocalization between UAV and satellite views. To
address this challenge, it is necessary to efficiently extract salient
features in the images, and identify and correct the deviations
through invariant features obtained by multiscale feature fusion
to ensure that UAVs can achieve accurate geolocalization under
various environmental conditions.

The development of deep learning has provided important
data, model, and algorithmic support for remote sensing im-
age analysis and applications [6], [7], [8], [9], [10], [11], and
significant advancements have been achieved regarding cross-
view geolocalization methods. Most deep-learning geolocaliza-
tion methods [12], [13] utilize convolutional neural networks
(CNNSs) to extract image features and subsequently estimate the
position of the UAV by matching and comparing the visual
features between drone and satellite images. However, there
are some shortcomings to CNN-based methods. The relatively
weak capacity of CNNs in capturing contextual information
may lead to inadequate modeling of global relationships in
cross-view geolocalization tasks. Simultaneously, operations,
such as pooling and convolution, in the CNN may diminish the
resolution of images and destroy the recognizable fine-grained
information within the images.

Over the past few years, the transformer [14] has been
successfully used for various computer version (CV) tasks. The
remarkable contextual modeling capability of the transformer
compensates for the limitations of CNNs. At present,
transformer-based cross-view geolocalization technology
mainly utilizes transformer encoders as the backbone of
feature extraction, improving the ability of contextual feature
extraction [15], [16], [17], [18]. Some methods use ViT [19] as
the backbone for extracting context-sensitive information [20],
[21] to better adapt to image data. Although these methods
have strong geolocalization performance, ViT divides images
into fixed-size blocks and then treats the relationships of all
image blocks equally on a global scale, without distinguishing
whether these image blocks are from adjacent regions. Swin
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transformer [22], [23] effectively reduces both information
loss and optimizes computational complexity by introducing
variable windows and cross-window connection mechanisms.

Inspired by the Swin transformer, we proposed an effective

transformer-based Siamese network for UAV geolocalization,
named GeoFormer. We proposed an efficient transformer fea-
ture extraction network, where our designed efficient separable
perceptron (ESP) module reduces network computational com-
plexity while ensuring effective extraction of image features.
In addition, we designed a multiscale feature aggregation mod-
ule (MFAM), which improves the network’s representation of
global features by deeply fusing salient features from different
scales and different receptive fields. In addition, we design a
semantic-guided region segmentation module (SRSM), which
clusters the feature map by k-modes algorithm to obtain multiple
nonoverlapping semantic consistent regions, and then performs
feature recognition within the regions separately. Finally, we
design the hierarchical structure enhanced heterogeneous image
rotation matching strategy. Based on the results of UAV image
query satellite images, SuperPoint is used to extract keypoints
and then combined with LightGlue rotation matching to achieve
accurate UAV geolocalization.

To summarize, this article makes the following primary

contributions.

1) We construct an effective transformer-based Siamese net-
work for UAV geolocalization called GeoFormer. We
design the ESP module to replace the multilayer percep-
tron (MLP) in the original feature extraction network to
capture the spatial relevance and contextual information
of the image with lower computational complexity. In
addition, we utilize linear attention to replace the original
dot-product attention to improve the context awareness
and computational efficiency of the feature representation.

2) We propose an MFAM module for the deep fusion of
salient features at different scales and different receptive
fields to generate a global feature representation with rich
semantic information. The module is simple and effective
and improves the model’s ability to capture image details
and robust feature representation.

3) We construct an SRSM module that utilizes the k-modes
clustering algorithm to segment the feature map into mul-
tiple nonoverlapping semantic consistent regions and then
recognize them separately within each subregion, making
full use of the semantic features of the image to improve
the accuracy of feature matching.

4) We designed a hierarchical reinforcement heterogeneous
image rotation matching strategy, which utilizes the Su-
perPoint keypoints extraction algorithm combined with
LightGlue secondary rotation matching to improve the
rotation matching localization accuracy between hetero-
geneous images. We also construct a cognition dataset.
The experimental results on University-1652 and cogni-
tion datasets showed that GeoFormer effectively achieved
UAV geolocalization.

The rest of this article is organized as follows. We introduce

some related work in Section II. We provide a detailed intro-
duction to the proposed GeoFormer approach in Section III.
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Section IV gives the experimental results. Finally, Section V
concludes this article.

II. RELATED WORK

This section provides a brief overview of relevant prior article,
including cross-view geolocalization, transformer in CV, and
heterologous scene matching.

A. CNNs in Geolocalization

In recent years, with the development of deep learning, CNN-
based geolocalization techniques have achieved remarkable re-
sults [24], [25], [26], [27], [28], [29], [301, [311, [32], [33], [34],
[35], [36]. These approaches can be classified into two types:
Feature-matching-based and image-retrieval-based methods.

Initially, some feature-matching-based cross-view geolocal-
ization algorithms were developed. The design of the feature
extraction and matching technique is the emphasis of these
methods. The SeLLF [37] method integrates semantic informa-
tion into the L2-Net [38] feature extraction network, encoding
pixel semantics into their feature mappings to obtain better
key points and descriptors, thereby improving the robustness
of local feature matching. This approach effectively enhanced
the localization accuracy on some popular benchmarks [39],
[40]. DSM-Net [41] utilizes dynamic similarity to align image
directions within a limited field of view. In another article [42],
the robustness was further enhanced by considering the local and
global properties of aerial images based on DSM-Net. Similarly,
the coarse positioning performance was significantly improved
by considering the geometric correspondence of feature points
based on DSM-Net [43]. However, this approach can only
process one image in each view at a time and is unable to
simultaneously learn features of multiple images at the same
position.

Another type of research is based on the concept of image
retrieval [44], [45]. First, views from the same geographical
location are considered as a class and, then, based on the image
features, the category of images with unknown geographical
locations is retrieved within the class set. The generative ad-
versarial networks were utilized to perform cross-view image
style conversion to a similar style, followed by image retrieval
[46]. LCM [47] simplifies the retrieval problem into a clas-
sification problem, achieving bidirectional matching between
UAV and satellite images, and attaining satisfactory accuracy on
University-1652 [48]. RK-Net [13] utilizes a unit subtraction at-
tention module to detect representative key points, and achieved
good geolocalization results on typical benchmarks [48], [49],
[50] by comparing salient regions. LPN [51] adopts a square-ring
feature partition approach to learn contextual information by uti-
lizing data from the environment around target buildings. Based
on the LPN module, multiscale block attention [52] effectively
achieves geolocalization by capturing the relationships between
regions, enabling each region to attend to different features.

For cross-view geolocalization tasks, due to the significant
scale differences between images of different views, a part of
the research enhances the image feature representation through
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multiscale feature fusion. Li et al. [53] proposed a new multi-
scale attention encoder aiming at overcoming the challenge of
perspective and appearance differences by transforming from
street-view images to aerial-view images. PaSS-KD [54] self-
enhances the extraction and representation of cross-view image
features by using local and multiscale knowledge as fine-grained
location-dependent supervision, which effectively handles the
large differences in scene context and object scale and signifi-
cantly improves image retrieval performance. For the problem
of significant differences in visual detail features between cross-
view images, part of the research improves feature discrimi-
nation through semantic information. Rodrigues and Tani [55]
solved the problem of scene changes due to temporal differences
in cross-view geolocalization through a semantics-driven data
augmentation technique and a multiscale attention network. Xue
et al. [56] proposed the extraction of global reliable features
by embedding high-level semantics to extract global reliable
features to improve the visual localization task in large-scale
environments, which improves the accuracy of matching by de-
tecting keypoints from reliable regions and reduces the number
of unreliable features.

B. Transformer in Geolocalization

Transformer [14] was first applied to machine translation
tasks in the field of natural language processing, which is
a sequence-to-sequence autoregressive model. The ViT [19]
model utilizes the classic transformer encoder structure to
achieve image classification tasks, marking the beginning of the
transformer’s application in the field of vision and gradually
playing a role in cross-view geolocalization [57]. Following
the architecture of NetVLAD [58], TransVLAD [15] utilizes
a sparse transformer encoder to obtain global descriptors. It
was further combined with DFM [59] to obtain more dense
and accurate matching results. L2LTR [16] employs a trans-
former encoder as a backbone, utilizing self- and cross-attention
mechanisms to emulate global dependency relationships be-
tween adjacent layers, thereby enhancing the quality of the
learned representations. GeoDTR [17] utilizes a transformer
encoder to separate geometric information from the original
features and, through a novel geometric contextual extraction
module, it can learn the spatial correlations between visual
features in satellite and ground images. TransGeo [18] fully
leverages the advantages of transformer encoder global infor-
mation modeling and explicit positional encoding, reducing
computational costs and enhancing performance. TransLocator
[20] can simultaneously complete tasks of geographic graphic
localization and scene recognition using a Siamese network
with a ViT backbone. The FSRA [21] employs ViT to extract
features from input images. Subsequently, the feature maps un-
dergo spatial segmentation and alignment, demonstrating strong
performance in UAV target localization and UAV navigation
tasks.

However, since ViT mainly divides the input image into
fixed-size blocks and then applies the self-attention mechanism
for feature extraction by considering these blocks as elements in
a sequence. This approach uniformly considers the relationship
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between all blocks in each attention layer, but it does not distin-
guish whether these blocks come from neighboring regions of
theimage. As aresult, ViT’s processing is globally homogeneous
in space. In contrast, Swin transformer [22] introduces a hierar-
chical structure and a shift window mechanism, which enhances
the model’s ability to capture spatial relationships between
neighboring regions through window sliding and offsetting. As
a result, Swin transformer is able to capture local features in
an image more effectively, while ensuring the integration of
global information through cross-window connections [60]. In
addition, Swin transformer improves computational efficiency
by performing self-attention computation independently within
each window, enabling the model to process windows in parallel.

C. Heterologous Scene Matching

Finding the matching relationship between two heteroge-
neous images is the foundation of UAV geolocalization. The
matching methods in UAV localization are mainly divided into
three categories: region-based, feature-point-based, and dense
matching methods. The region-based matching method first
divides the image into different region blocks, and matches
and locates them by comparing the similarity [61], [62],
[63]. Although this method has a simple principle, it requires
preconstruction of reference images with known geographic
information locations. The dense matching method without
detectors matches by directly comparing the features of pixels or
image blocks. The COTR [64], LoFTR [65], and ASpanFormer
[66] algorithms achieve dense matching of local features based
on the self-attention and cross-attention mechanisms. The DFM
[59] algorithm adopts a matching strategy from coarse to fine,
utilizing geometric transformations and twisted secondary
matching to optimize the initial matching results, thereby
achieving higher matching accuracy (MA). The dense matching
method can better adapt to images without obvious features or
targets. However, such methods are sensitive to image noise
and difficult to match under complex texture and rotation
conditions. Moreover, it requires a large amount of computation
and has a slow matching speed, making it unsuitable for UAV
localization.

The feature-point-based matching and localization method
extracts keypoints in images and compares the similarity for
matching and localization. It usually includes steps, such as
keypoints detection, feature description, and matching. The
matching methods based on feature points are mainly divided
into traditional methods and deep-learning-based methods.
Traditional methods rely on manually designed local invariant
features and descriptors [67], [68], and typical algorithms in-
clude SIFT [69], SURF [70], ORB [71]. The manually designed
feature points and descriptors are affected by factors, such as im-
age quality, scale changes, and perspective changes, and are not
robust enough for complex scenes and large-scale data. In recent
years, with the use of convolution instead of SIFT feature extrac-
tion in LIFT [72], deep-learning-based feature point matching
methods have become mainstream [73], [74], [75], [76], [77].
The most successful one among them is SuperPoint [78], which
uses CNNs to detect keypoints in images with good accuracy and
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Fig. 1. Architecture of the GeoFormer framework.

robustness and generates corresponding descriptors. On this ba-
sis, SuperGlue [79] takes the detected features and descriptors as
inputs, uses graph neural networks to identify the cross-attention
and self-attention between features, and then uses the Sinkhorn
algorithm for optimal matching. SuperGlue can achieve effective
and robust matching by learning prior knowledge of scene geom-
etry, but it also inherits the limitations of transformer training,
and its computational complexity increases twice with the
number of feature points. To address this issue, LightGlue [80]
designed a confidence classifier to adaptively adjust the depth
and width of the network, thereby reducing the computational
complexity of the model and improving its matching speed. The
combination of SuperPoint and LightGlue can achieve good
matching results, but there is still significant room for improve-
ment in the rotation matching task of heterogeneous scenes.

III. METHOD

This section provides a detailed description of the proposed
transformer-based Siamese network for UAV geolocalization.
Fig. 1 depicts the architecture of GeoFormer, which is divided
into four sections: The efficient transformer feature extraction
network, the MFAM, the SRSM, and the rotation matching
positioning module. GeoFormer is composed of two branches:
a UAV-view branch and a satellite-view branch. These two
branches concurrently process two input data streams while
sharing network weights. The input of GeoFormer is 224 x
224-pixel paired images. Each image is divided into four patches
and input into a feature extraction network. The feature extrac-
tion network consists of four effective transformer layers, and
through the designed ESP module, contextual information can be

extracted with low computational complexity. We subsequently
constructed the MFAM module to integrate multiscale details
and global information from different levels of feature maps
to improve the robust feature representation capability. Then,
we designed the SRSM module to divide the feature map into
multiple semantic consistency regions and then match them sep-
arately, improving the accuracy of feature matching. In addition,
based on the retrieval results of satellite images by drones, a
two-stage heterogeneous image rotation matching module was
constructed, and precise UAV geolocalization was achieved
using homography transformation. Finally, we established loss
functions that can effectively train GeoFormer.

A. Efficient Transformer Feature Extraction

We designed an efficient transformer feature extraction net-
work as backbone in order to better extract the spatial correlation
and contextual information of images, as shown in Fig. 2. The
feature extraction network has four layers, each with [2], [2], [6],
[2] E-Swin transformer blocks. The hierarchical structure of the
network can better capture information at different granularity
levels, that is, lower level layers focus on local details and
fine-grained features, while higher level layers capture more
global and abstract representations. The visualization feature
maps output by each layer of the feature extraction network are
shown in Fig. 3. It can be seen that the lower levels primarily
attend to the fine-textured features, while the upper layers place
greater emphasis on the deeper semantic features of the image,
ultimately leading to the segmentation of buildings, roadways,
and vegetation within the heatmap. Due to the distinct semantic
information present in the feature maps output by each level,
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Fig.3. Visualization of the feature maps: (a) shows input images; (b)—(e) show
the feature maps from layers 1, 2, 3, and 4, respectively.

utilizing MFAM (detailed in Section III-B) and SRSM (detailed
in Section III-C) to establish connections and integrate infor-
mation between different levels can successfully enhance the
feature expression ability and matching performance.

We created the E-Swin transformer block to capture the
contextual data and the dependencies between elements with
low computational burden, as shown in Fig. 2. The funda-
mental architecture of the E-Swin transformer block consists
of feedforward networks and multihead self-attention (MHSA)
mechanisms. The crucial components are window-based MHS A
(W-MHSA) and shifted window-based MHSA (SW-MHSA).
W-MHSA segments the feature map into a series of windows and
then independently carries out MHS A computations within each
window. This window design enables the model to process the
windows in parallel, significantly enhancing the computational
efficiency. Building upon W-MHSA, SW-MHSA introduces a
mechanism for shifted windows, enhancing the ability to capture
spatial relationships between adjacent regions. This enables the
model to effectively capture the global context and dependencies
between distant regions. Specifically, W-MHSA and SW-MHSA
not only possess the inductive bias characteristic of CNNs,
but can also capture long-range dependencies and spatial re-
lationships. Hence, they exhibit significant advantages when
processing image data. In addition, we replaced the original
dot-product attention with linear attention, as shown in Fig. 4.

In dot-product attention, using dot-product operations to cal-
culate attention weights can lead to weight decay or explosion is-
sues, especially when dealing with long-distance dependencies.

K 7 K

Linear Attention

~

0

Dot-Product Attention

0

Fig. 4. Attention layer in the feature extraction network.

Linear attention reduces this problem by using linear transfor-
mations to calculate attention weights, making it more suitable
for handling tasks with long-distance dependencies. Moreover,
compared to dot-product operations, linear transformations have
lower computational complexity and are more efficient in com-
putation. The following details the computation of the E-Swin
transformer blocks:

i = W — MHSA (Norm(z' 1)) 4 2!~! (1)
z! = ESP(Norm(z!)) + &' (2)
#*1 = SW — MHSA (Norm(z!)) + ! 3)
2 = ESP(Norm(&!*1)) 4 21+1 (€))

where ' and 2! denote the output features of layer ! and
Norm(x*) denotes layer normalization. W — MHSA (x) and
SW — MHSA(x) represent the W-MHSA and SW-MHSA,
respectively.

We designed the ESP as an important component of the
E-Swin transformer block to extract contextual information with
lower computational complexity. The ESP structure is shown
in Fig. 2. Due to the high computational cost of W-MSA and
SW-MSA, as well as the need for self-attention calculation of
the entire input feature map in the E-Swin transformer block, it
may occupy a large amount of memory when processing large-
sized images. In order to mitigate the memory consumption and
computational complexity of the E-Swin transformer block, we
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devised ESP. It replaces the standard convolution operation with
depthwise separable convolution, including depthwise convolu-
tion and pointwise convolutions. This separation significantly
decreases the computational complexity while still capturing
essential feature interactions. By introducing depthwise separa-
ble convolutions, the E-Swin transformer block achieves higher
efficiency without sacrificing performance. The ESP layer effec-
tively captures spatial and interchannel dependencies in a more
efficient manner, enabling the network to process large-scale
data with fewer computational resources. The ESP is formulated
as follows:

Zow = FC(GELU(DWConv(z;,))) (5)

where zj, is the feature from the layer normalization, xqy iS
the output feature of ESP, FC means fully connected layer,
DWConv means depthwise separable convolution, and GELU
is the Gaussian error linear unit activation function.

B. Multiscale Feature Aggregation

We proposed the MFAM, which aims to fully utilize the salient
features and semantic information of the feature maps extracted
by backbone at different scales and different receptive fields
to enhance the global feature representation of the network.
MFAM is a simple and effective feedforward neural network,
which is a lightweight decoder mainly composed of MLP, as
shown in Fig. 5. Initially, MFAM extracts the output feature
maps of each layer of the Geoformer backbone, and unifies
the channel dimensions of multilevel features F; through the
MLP layer to ensure that the features have the same dimensions
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before fusion, so as to improve the efficiency and effectiveness
of feature fusion. Different scale features represent different
receptive fields and semantic information. Subsequently, after
the ReLU nonlinear activation and upsampling operations, the
features become a quarter of the original and concatenated
together. This process increases the model’s full utilization of
salient features at different scales and in different receptive
fields, thus enriching the semantic information captured. Then,
utilizing another MLP layer for feature deep fusion, the global
feature F' is obtained. This design allows the model to better
integrate information from different levels to generate global
feature representations with rich semantics, which is critical
for improving model performance in cross-view geolocalization
tasks. Finally, the model is able to utilize more comprehensive
and integrated information for the final prediction of global
features F', which improves the accuracy of the prediction. The
computational process of MFAM is as follows:

F; = ReLU|[Linear(C;, C)(F;)] Vi (6)
F, = Upsample (T x Z) (F,) Vi (7
F = Linear(4C, C) (Concat(ﬁi)) Vi ®)
M = Linear(C, Ng)(F) 9)

where Linear(Ci,, Coy)(*) represents a linear transformation
layer, Cy, and Cy,, represent the input and output vector dimen-
sions, respectively, ReLU( ) represents the ReLU nonlinear
activation function, N5 indicates the total amount of categories,
and M denotes the final predicted feature vector.

MFAM enhances the feature representation capability by
fusing the details and global features of feature maps extracted
by the backbone at different scales. By fusing multilevel features
into a single vector before classification, as opposed to sepa-
rately classifying the outputs at each level, the computational
complexity of the model is reduced. Moreover, MFAM exhibits
a certain degree of flexibility, allowing for the independent
adjustment of feature extraction levels and scales according
to the requirements of a given task. MFAM can fully harness
semantic information from different scales and levels, thus en-
hancing its perceptual and expressive capabilities for targets of
various scales. Compared with Swin transformer, although Swin
transformer is able to generate feature maps at different scales
through its hierarchical design, which represents different image
details and high-level semantic information, the interaction and
fusion between features at different scales are not sufficient. Our
MFAM ensures that salient features with different semantics can
be combined more effectively by fusing these multiscale features
more explicitly, thus improving the model’s ability to capture
image details and represent robust features.

C. Semantic-Guided Region Segmentation

Inspired by the heatmap segmentation module (HSM) in
FSRA [21], we designed SRSM to segment feature maps into
multiple regions based on semantic information, and then per-
form feature matching within each semantic region to improve



9476

Feature extraction

ooos
BEEs

Layer4

& Sort [@ clustering [B
| ] 2
] m

Feature/

Fig. 6.

Structure of SRSM.

Semantic region

(a) (b) © (d)

Fig. 7. Semantic region segmentation results of SRSM.

the accuracy of feature matching. The main steps of SRSM
are mainly divided into feature sorting, region segmentation,
region feature averaging, and feature reordering, as shown in
Fig. 6. The input of SRSM is the output of the last layer of the
feature extraction network. First, the average value of each slice
in the feature vector is computed and then arranged in decreasing
order to obtain an ordered sequence of features. We believe that
slices with similar feature values often reflect similar semantic
information. Therefore, we further cluster the ordered feature
sequence using the k-modes algorithm, and the ordered feature
sequence can speed up the clustering. In this way, we classify
the feature sequences into several classes, and the number of
slices in each class may be the same or different. Then, based on
the classification results, the feature sequence is partitioned into
several different region feature sequences, and the slices within
each region feature sequence represent a set of visually and
semantically similar and related feature information. Therefore,
we consider that each region feature sequence corresponds to
a class of semantic information. Then, the average value of
each region feature sequence is computed and used to replace
the feature value of the corresponding region feature sequence.
Finally, each feature value of three semantic regions is mapped
back to the original feature map in the initial order to obtain the
segmentation result, as shown in Fig. 7.

SRSM improves the perception of local targets or details and
enhances matching performance by partitioning feature maps

— |——» ) —>»0 —>
Average @ k-modes Partition
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into multiple semantic regions. SRSM performs local feature
matching within the semantic regions corresponding to two
images, which can obtain more accurate matching results. Com-
pare with the HSM in FSRA [21], which arranges the feature
sequences in decreasing order and then divide them directly into
multiple subsequences of the same length, and then calculate the
average of each subsequence as a representative. This method
directly divides the sequences into equal lengths based on the
order of the sequences, which is a uniform division based on
the position, and the lengths of the obtained subsequences are
fixed. Our proposed SRSM performs clustering using k-modes
algorithm after arranging the feature sequences in decreasing
order and divides the sequences into several classes based on the
similarity of feature values. This method classifies the features
adaptively based on the similarity between feature values instead
of enforcing equal division, and the number of slices of each
region feature sequence is unknown. The SRSM clusters the
features by the k-modes algorithm, which makes each cluster
better reflect the similar feature information, thus improving the
semantic sensitivity and accuracy of feature matching. Com-
pared with the uniform segmentation of HSM, SRSM allows
different region feature sequences to have different lengths,
and this flexibility allows the model to fit the actual semantic
distribution better. Ordering the feature sequences firstin SRSM
can speed up the clustering of the k-modes algorithm because
ordered feature sequences reduce the number of iterations of
the algorithm in the initial stage, making the clustering process
more efficient.

SRSM independently classifies the feature vectors of each
region through a classifier, obtaining classification results for
each semantic region. The classifier first performs a linear trans-
formation on the input data. Next, normalization is introduced
to accelerate the convergence speed of model training while
improving the robustness and generalization ability of the model.
Finally, Dropout is utilized to randomly deactivate some neurons
during the training process to solve the overfitting problem.
In addition, SRSM can flexibly adjust the number of region
segmentation according to the image type and task requirements,
endowing SRSM with flexibility and adaptability to different
scenarios and objectives.

D. Rotation Matching Positioning

After obtaining satellite images retrieved according to the
UAV query image, keypoint matching is utilized to obtain
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accurate UAV geolocalization results. The UAV images are
viewed directly downwards, the center point of the UAV image
represents the position of the UAV, and the position of the UAV
center point in the satellite view needs to be found based on the
keypoint matching relationship. A hierarchical reinforcement
matching and localization method were designed to address the
issue of low MA caused by the prevalent angular differences
between UAVs and satellite images. The specific process is
shown in Fig. 8.

First, SuperPoint is utilized to detect the keypoints in the
satellite and UAV images. Then LightGlue is utilized for primary
matching to obtain the homography transformation matrix Hj.
After that, the UAV view image is rotated to eliminate the
angular difference with the satellite view according to H . Then,
LightGlue secondary matching is performed and the keypoint
matching result is rotated to the original image by H;', and
the corresponding homography transformation matrix Hy is
calculated. Finally, the position of the UAV is obtained in the
satellite view based on the keypoint transform matrix Hs.

E. Image Sequence Consistency Voting Strategy

When the top retrieved target is a false image, the keypoint
matching localization fails to achieve UAV geolocalization di-
rectly. To address this challenge, we adopt an image sequence
consistency voting strategy to optimize the algorithm and im-
prove its robustness. We use a sequence of UAV aerial images
rather than a single image to predict the location of the UAV.
To reduce the computational burden, we select at least three
UAV aerial image sequences for retrieval and keypoint matching.
When the keypoint matching result reaches the threshold crite-
rion, it is considered as a successful match. When the number of
successful matches is not less than 2, we predict the location of
the UAV based on the consistent matching results. Otherwise,
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it is recognized that the UAV localization fails. At this time,
another set of UAV aerial image sequences is taken to relocate the
UAV based on the image sequence consistency voting strategy
to ensure that accurate UAV geolocalization is achieved. The
specific process is shown in Fig. 9.

F. Loss Function

For the classification loss, the cross-entropy loss function
is used. The optimization process aims to ensure that feature
vectors from the same geographical location are closer together.
The following is the classification loss formula:

¢}
Las == yilog(p:) (10)
i=1
where C' is the total number of categories, p represents the
prediction result, and y; represents the ground-truth label using
one-hot encoding. If the ith category is the correct category, then
y; = 1, otherwise y; = 0. Therefore, only items of the correct
category will be calculated in the total loss.

In addition, we compute the Kullback-Leibler (KL) loss
based on the KL divergence to evaluate the disparity between
the ground-truth and the predicted results, using the following
formula:

N i
. i p
KLDiv(p; || p2) = Y p} log =+ (11)
i=1 P2
Ly = KLDiv(p1 || p2) + KLDiv(p2 || p1) (12)

where p; and ps represent the predicted results for the drone and
satellite views, respectively.

Additionally, we utilize the triplet loss [81], [82] to minimize
the distance between samples from different geographical loca-
tions. The triplet loss algorithm leverages the distance relation-
ships among anchor, positive, and negative samples for training
purposes. Here, the anchor and the positive samples belong to the
same category, while the negative sample belongs to a different
category. The formula for the triplet loss is as follows:

LTriplet = max [(d(Sl7 82) — d(Sl, 83) + m), 0} (13)

d(s1,2) = ||s1 — ||, (14)

where || * ||, denotes the 2-norm; s, s2, and sz represent the
anchor sample, the positive sample, and the negative sample,
respectively; and m is a predefined hyperparameter.

The total loss is the sum of the classification loss, KL loss,
and triplet loss

Liotar = Lets + Lxr + LTriplet~ (15)

IV. EXPERIMENTAL RESULTS AND DISCUSSION
A. Datasets and Evaluation Metrics

We conducted experiments based on University-1652 and
cognition datasets. In this article, we train GeoFormer using
University-1652 and perform ablation experiments. The Geo-
Former performance is evaluated on the cognition test dataset.
First, the satellite image is retrieved using the real-time image
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of the UAV view to get the approximate location of the UAV.
Then, the precise geographic location of the UAV is obtained
using homography transformation based on the matching results
between the UAV and the satellite images.

University-1652 includes 1652 buildings from 72 global uni-
versities. Each building is associated with an average of 1
satellite view, 54 drone views, and 3.38 ground views. Here,
we focused on satellite and drone views. The data structure of
University-1652 is detailed in Table I. In the training dataset,
there were 701 buildings from 33 universities, and a total of 38
555 images, comprising 37 854 drone views and 701 satellite
views, were available for training purposes. The test dataset
comprised 951 buildings from 39 universities. The training and
test datasets did not overlap. This dataset was used to evaluate
two tasks: UAV target localization (UAV —satellite) and UAV
navigation (satellite—UAV). For the UAV—satellite task, only
one satellite image authentically matched the drone query image.

Localization
result

TABLE I
DATA STRUCTURE OF UNIVERSITY-1652 DATASET

Test
Drone—Satellite|Satellite—Drone
Images Classes | Images Classes
37,854 701 | 51,355 951

951 951 701 701

Training

Views Images Classes

37,854 701
701 701

Drone
Satellite

In addition, we constructed a dataset named cognition, whose
training and test datasets are independent of each other. In
this article, only the cognition test dataset is utilized to test
the effectiveness of the proposed method, and an example of
sample images is shown in Fig. 10. Cognition is a multiview
multisource dataset, and the data structure is shown in Table II.
Cognition dataset includes eight UAV flight scenarios with no
overlapping areas in Xi’an, Shaanxi Province, and Fengyang,
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UAYV view images

Fig. 10.  Sample images of cognition test dataset.
TABLE II
DATA STRUCTURE OF COGNITION DATASET
Views Training Test
Images  Classes Scene |Images Classes Scene
Drone 4095 25 5 2484 15 Sc3
Satellite 25 25 5 15 15 3

Anhui Province, suburban areas, and five navigation landmarks
are selected in each scenario. The cognition training dataset has
a total of 25 navigation landmarks, each with an average of 1
satellite view and 163.8 UAV view images. Among them, the
UAV view images for each navigation landmarks contain 108.2
visible and 55.6 infrared images on average.

The cognition test dataset used in this article includes 15
navigation landmarks under three scenarios, each navigation
landmarks has 1 satellite view and 165.6 UAV view images
on average, where the geographic information location of the
satellite view images is known, and the UAV view images are
the real-time image sequences captured by the UAVs during their
flights according to the predetermined routes.

We employed recall@K (R@K) [49], [50], [83] and average
precision (AP) [84], [85] as evaluation metrics. R@K focuses
on the ability of the model to find the correct location in the
top K retrieval results. The value of K in R@K depends on the
requirements in practical applications, with smaller values of
K corresponding to more stringent evaluation criteria. Given a
query image, if the correctly matched image appears in ¢ the
top K images in the sorted list of retrieval results, this query
is considered successful and the value of R@K is set to 1.
Otherwise, R@K is set to 0, as shown in the following equation:

1, if orderyg,e < K

Recall 0 = {0, otherwise a (16)
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Satellite view images

where ordery,. is the sequence number of the first correctly
matched image in the ranked list.

AP evaluates the performance of the model over the entire
retrieval list, in particular for the sorting accuracy of the correct
matches. AP calculates the area under the precision—recall curve.
Specifically, whenever a correct match is retrieved, the current
precision is computed and the average of these precision values
is subsequently computed as the AP. Thus, the AP is able to
synthesize the accuracy and completeness of the model during
the retrieval process. The computation of the AP is as follows:

AP = f: P(k) x Ar(k) (17)
k=1
Ar(k) = R(k) — R(k — 1) (18)

where P(k) and R(k) represent the accuracy and recall of the
top-K matching results, and R(0) = 0.

In order to quantitatively analyze the results of the matching
experiments, the matching algorithm is evaluated using correct
matching points (CMPs), MA, and matching error (ME). CMPs
are pairs of matching points that satisfy the following equation:

CMP(z,y) : \/(acZ — xi’)z + (yi — yi/)2 <e

where (x;,y;) is the position of the matched feature point and
(z;',y;") is the position of the true corresponding feature point.
If the distance between them is less than the accuracy threshold
¢, the feature point is the CMP.

MA is the percentage of feature points correctly matched to
all feature points, calculated as follows:

(19)

Newmp
Nall

where Ny is the number of all feature point pairs matched and
Ncwp is the number of feature point pairs correctly matched.

MA =

(20)
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ME refers to the accuracy of feature point matching, calcu-
lated as follows:

1
ME = CMP XZ: \/(Hz(%,yi) —('sy))° @D

where Hy represents the true transformation model between the
two images obtained after rotation matching. ME reflects the
positional offset error at the pixel level of the matching point. Av-
erage matching error (AME) is the average of the ME obtained
from each matching when performing multiple image matching
operations. AME can be regarded as a quantitative measure of
the average performance of an image matching algorithm, which
effectively reflects the comprehensive performance and stability
of the algorithms in different situations.

B. Implementation Details

We utilized image augmentation techniques to alleviate the
issue of imbalanced samples. As there was only one satellite im-
age for each category, k images were generated through random
drifting, filling, cropping, coloring, and other enhancement tech-
niques, where k represents the sampling rate. Simultaneously,
k images were randomly selected from different perspectives,
corresponding to the respective satellite view category. The
ablation experiment provides a detailed study of the sampling
rate k, and the experimental results indicated that GeoFormer
performs best when k = 2.

In the training period, the input image was adjusted from 512
x 512 pixels to 224 x 224 pixels. The backbone was Kaiming-
initialized [86] based on the pretrained weights for ImageNet1K.
We employed the SGD optimizer with Nesterov momentum,
with a weight decay of 5 x 10~* and a momentum value of 0.9.
The model was trained for 200 epochs, and the batch size was
set to 8. The learning rate was reduced to one-tenth of its initial
value when the training steps reached 70 or 110 epochs. Fig. 11
shows the loss function used during training. The training and
testing processes are conducted using the PyTorch [87] platform
and an Nvidia 3060 GPU.
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C. Comparison to SOTA Methods

We compared GeoFormer with SOTA methods, including
those employing different loss functions (soft-margin triplet loss
[50], University-1652 [48], instance loss [13], [88], [§9], LCM
[47], LPN [51], SGM [60], and FSRA [21]). The comparative
results are reported in Table III. SGM [60] and FSRA [21] are
transformer-based approaches. Our proposed method achieved
89.08% R@1 and 90.83% AP for UAV —satellite, and 92.30%
R@1 and 88.54% AP for satellite—UAV. Furthermore, as the
number of GeoFormer parameters increased, the performance
continuously improved.

GeoFormer outperforms existing state-of-the-art methods in
R@1 and AP metrics while reducing computational costs. For in-
stance, compared to the FSRA, GeoFormer improved by 1.71%
R@1 and 1.57% AP in the UAV —satellite mission, while reduc-
ing parameter count by 26.55M. In the satellite—UAV mission,
an increase of 0.85% R@1 and 2.1% AP were achieved, and
the model accuracy was improved while significantly reducing
the number of parameters. Compared with SGM, GeoFormer
improved by 5.07% R@1 and 4.38% AP in the UAV —satellite
mission, while reducing parameter count by 6.32M. In the
satellite—UAV mission, an increase of 2.42% R@1 and 5.23%
AP were achieved, significantly improving the accuracy of the
model while reducing the number of parameters.

D. Ablation Study

1) Model Structure Ablation: The experimental results for
GeoFormer-T, GeoFormer-S, GeoFormer-B, and GeoFormer-L
on University-1652 are shown in Table IV. The test results
of the trained GeoFormer-T, GeoFormer-S, GeoFormer-B, and
GeoFormer-L on the cognition test dataset are shown in Table V.
The backbone of GeoFormer-T, GeoFormer-S, GeoFormer-B,
and GeoFormer-L are E-Swin-T, E-Swin-S, E-Swin-B, and E-
Swin-L, respectively. During the experiment, the triplet loss
(M = 0.3) and KL loss were added, with a sampling rate of
k = 2 and a region number of n = 3. The input image sizes are
all 224 x 224. The experimental results demonstrated that, as
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TABLE IIT
COMPARISON WITH SOTA METHODS ON UNIVERSITY-1652
Drone—UAV Satellite—~UAV
Meth Back Resoluti P FLOP
ethod ackbone esolution arams OPs R@1 (%) AP (%) R@I1(%) AP (%)
Soft-margin triplet | oo 16 256256 138M 16G 5321 58.03 6562 5447
Loss[50]
University-1652[48] ResNet50 256 x 256 26M 3.5G 58.49 63.13 71.18 58.74
Instance loss [88] ResNet50 256 x 256 26M 3.5G 58.23 62.91 74.47 59.45
Instance loss +
GeM pooling[89] ResNet50 256 x 256 26M 3.5G 65.32 69.61 79.03 65.35
Instance loss
T USAM[13] ResNet50 256 x 256 48M 24G 65.63 69.68 78.32 64.87
LCM[47] ResNet50 256 x 256 26M 3.5G 66.65 70.82 79.89 65.38
LPN[51] ResNet50 256 x 256 26M 3.5G 74.16 77.39 85.16 73.68
SGM[60] Swin-T 256 x 256 28M 5.9G 82.14 84.72 88.16 81.81
FSRA[21] Vit-S 256 x 256 48.23M 18.84G 85.50 87.53 89.73 84.94
E-Swin-T 224 x 224 21.68M 6.69G 87.21 89.10 90.58 87.04
Ours E-Swin-S 224 x 224 34.90M 11.72G 88.09 89.88 91.44 87.71
(k=2,n=3) E-Swin-B 224 x 224 61.01M 19.46G 88.16 90.03 91.87 87.92
E-Swin-L 224 x 224 157M 37.7G 89.08 90.83 92.30 88.54
TABLE IV
BACKBONE COMPARISON ON UNIVERSITY-1652
Drone— satellite Satellite— drone
Method Backbone
R@1 (%) R@S (%) R@10 (%) AP (%) | R@1 (%) R@S5 (%) R@10 (%) AP (%)
GeoFormer-T E-Swin-T 87.21 95.48 96.91 89.10 90.58 93.72 95.15 87.04
GeoFormer-S E-Swin-S 88.09 95.90 97.14 89.88 91.44 94.72 95.58 87.71
GeoFormer-B E-Swin-B 88.16 96.46 97.90 90.03 91.87 95.15 96.01 87.92
GeoFormer-L E-Swin-L 89.08 96.83 98.09 90.83 92.30 95.29 96.29 88.54
TABLE V

BACKBONE COMPARISON ON COGNITION DATASET

Method Drone— satellite Satellite— drone
R@1 (%) AP (%) |[R@1 (%) AP (%)
GeoFormer-T | 65.45 71.49 73.33 60.71
GeoFormer-S | 68.11 72.09 86.67 67.23
GeoFormer-B| 68.77 73.31 86.67 65.19
GeoFormer-L | 76.08 79.76 93.33 73.83

the model parameter quantity increased, the values of the metrics
also increased.

On University-1652, GeoFormer-L. compared to the small-
est GeoFormer-T, GeoFormer-L. demonstrated improvements
in the R@1 value (from 87.21% to 89.08%), the R@5 value
(from 95.48% to 96.83%), the R@10 value (from 96.91% to
98.96%), and the AP value (from 89.10% to 90.83%) in the
drone—satellite task. In the satellite—drone task, the R@1 value
was improved from 90.58% t0 92.30%, the R@5 value improved
from 93.72% 10 95.29%, the R @ 10 value improved from 95.15%
t0 96.29%, and the AP value improved from 87.04% to 88.54%,
demonstrating overall improved performance with this model.

2) Key Components Ablation: To explore the effectiveness
of ESP, MHSA, MFAM, and SRSM, we performed ablation
experiments of key components on GeoFormer-T. The input
image size in the experiment was 224 x 224. Triplet loss
(M = 0.3) and KL loss are added during the experiments, with
the sampling rate k set to 2 and the number of regions n = 3.
We kept the original design of the GeoFormer-T unchanged as a
baseline, and the results of the experiments are shown in Group
5 in Table VI.

For the ESP module, by comparing the experiments in Group
1 and Group 5, we find that after utilizing the ESP module instead
of the original MLP in the backbone, the number of parameters
is reduced from 29.07M to 21.68M, the computation amount
is decreased from 9.36G to 6.69G, and the FPS is improved
from 48.89 to 53.00. This indicates that the ESP module can
effectively reduce the computational complexity of the model
and the computational cost, thus improving computational effi-
ciency. Meanwhile, the retrieval performance of the model is sig-
nificantly improved on the satellite—UAV and UAV —satellite
tasks. This shows that the ESP module can effectively improve
the computational efficiency and retrieval accuracy of the model.

For the linear attention-based MHSA module, by comparing
the experiments in Groups 2 and 5, it can be found that compared
with the dot-product attention-based MHSA, the linear attention
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TABLE VI
KEY COMPONENTS ABLATION STUDY ON UNIVERSITY-1652

MHSA Drone— satellite Satellite—~ drone
Group ESP (linear) MFAM SRSM Params FLOPs FPS R@1 (%) AP (%) R@I (%) AP (%)
1 — \ V V 29.07M 936G 48.89 82.27 84.82 88.87 82.34
2 v — N N 21.68M  7.61G  47.94 86.62 89.75 90.79 88.43
3 \ \ — V 20.61M  6.07G  53.48 86.17 88.21 90.44 85.39
4 N \ \/ —  21.68M  6.69G  58.52 85.45 87.49 89.02 84.06
5 \ \ \ \ 21.68M  6.69G  53.00 87.21 89.10 90.58 87.04
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Fig. 12.

we adopt does not change the number of model parameters, but
the computation amount of the model is reduced from 7.61G
to 6.69G, and the FPS of the model is improved from 47.94 to
53.00. The computational amount of the model is reduced and
computational efficiency is improved. Meanwhile, the R@1 on
the UAV —satellite task is improved with the adoption of linear
attention in MHSA, which is crucial for the practical task of
retrieving satellite images based on UAV aerial images.

After adding MFAM, the R@1 and AP increased by 1.04%
and 0.89%, respectively, on the UAV —satellite task, and by
1.65% and 0.14%, respectively, on the satellite—UAV task. The
MFAM enhances the efficiency of the model in utilizing multi-
scale features, thereby improving the accuracy and robustness
of geolocalization.

Since the SRSM does not contain a neural network, the
number of parameters and computational complexity calculated
in the Table VI are for the neural network, so the number of
parameters and computational complexity after removing the
SRSM are the same as in the baseline, but the FPS is increased
due to the reduction in computation of the entire code. In
addition, the geolocalization performance can be effectively
improved by adding the SRSM.

3) Semantic Region Quantity Ablation: The number of se-
mantic region segmentations is an important metric for Geo-
Former. Experiments were performed to determine whether the
number of semantic regions affected R@ 1 and AP, and the results
are shown in Fig. 12. We perform experiments on GeoFormer-T
based on the triplet loss (M = 0.3), with a sampling rate of k =

number of regions n

Variation curve of the number of semantic regions n in the drone—satellite and satellite—drone tasks.

1 and input images size of 224 x 224. The green line represents
UAV target localization tasks (drone—satellite), while the red
line represents UAV navigation tasks (satellite—drone). The
optimal performance for R@1 and AP was observed when the
number of regions was three. Furthermore, it was found that
the performance of R@1 and AP was optimal when n is a
multiple of 3. To decrease the parameters of the network and
computational complexity, we thus used n = 3 as the default
setting in subsequent experiments.

4) Sampling Rate Ablation: For every satellite image in
University-1652, there are 54 UAV-view images. This significant
disparity in sample quantities may lead to the model assigning a
higher weight to the more numerous classes during prediction,
thereby affecting its performance. We employed a synthetic
sampling method to address the problem of unbalanced dataset
samples.

The sampling rate, k, can be considered as a hyperparam-
eter. Under the conditions of the triplet loss (M = 0.3) and
n = 3, we conducted sampling rate ablation experiments using
GeoFormer-T, as depicted in Fig. 13. It was observed that the AP
and R@1 indicators exhibited a trend of increasing followed by
decreasing, reaching an overall optimum at k = 2. Furthermore,
we trained the model by adding the KL divergence loss. The AP
and R@1 indicators similarly displayed a pattern of increase
followed by decrease, reaching their best levels at k = 2. The
value of k influenced the training time but had no effect on infer-
ence. Additionally, under the conditions of adding the KL loss,
triplet loss (M = 0.3), and n = 3, we compared k across different
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TABLE VII
COMPARISON OF SAMPLING RATES FOR DIFFERENT MODEL STRUCTURES
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TABLE VIII
COMPARISON OF KL LOss UNDER DIFFERENT MODEL STRUCTURES

Drone—satellite  Satellite—~drone UAV—satellite  Satellite—~UAV
Method K Method Kl loss

R@1 (%) AP (%) R@1 (%) AP (%) — R@1 (%) AP (%) R@1 (%) AP (%)

GeoFormer-T 1 87.05 88.97 91.30 86.79 GeoFormer-T — 85.99 87.99 90.87 85.46
2 87.21 89.10 90.58 87.04 v 87.05 88.97 91.30 86.79

GeoFormer-S 1 87.19 89.08 90.87 86.47 GeoFormer-S = 86.09 88.19 91.44 86.00
2 88.09 89.88 91.44 87.71 v 87.19 89.08 90.87 86.47

GeoFormer-B 1 87.21 89.20 91.73 86.58 GeoFormer-B — 87.30 89.26 91.30 86.89
2 88.16 90.03 91.87 87.92 v 87.21 89.20 91.73 86.58

GeoFormer-L 1 88.39 90.34 91.87 87.03 GeoFormer-L — 87.63 89.54 91.30 86.69
2 89.08 90.83 92.30 88.54 88.39 90.34 91.87 87.03

TABLE IX

model structures, as presented in Table VII. We observed that
the performance in terms of R@1 and AP was optimal when
k = 2. For instance, in the drone—satellite task, GeoFormer-L
achieved 89.08% R@1 and 90.83% AP at k = 2, representing an
improvement of 0.69% in R@1 and 0.49% in AP compared to k
= 1. In the satellite—drone task, GeoFormer-L attained 92.30%
R@1 and 88.54% AP at k = 2, marking a 0.43% increase in
R@1 and 1.51% increase in AP compared to k = 1, thus yielding
higher precision.

5) Loss Function Ablation: To examine how the loss function
affects the various model architectures, we first compared the
presence and absence of the KL loss under the conditions of
k =1, triplet loss (M = 0.3), and n = 3, as shown in Table VIII.

It was observed that the performance in terms of R@1 and
AP was optimal when the KL loss was added. For instance, in
the UAV —satellite task, GeoFormer-L achieved 88.39% R@1
and 90.34% AP with the addition of the KL loss, leading to an
improvement of 0.79% in R@1 and 0.80% in AP compared to
when the KL loss was not used. Similarly, in the satellite—UAV
task, GeoFormer-L attained 91.87% R@1 and 87.03% AP with
the addition of the KL loss, an improvement of 0.57% in R@1
and 0.34% in AP compared to when the KL loss was not added,
thus achieving higher accuracy. We employed three strategies

EXPERIMENTAL RESULTS OF LOSS FUNCTION ABLATION UNDER DIFFERENT
SAMPLING RATES

Loss function UAV—satellite Satellite—UAV
CE KL Triplet R@1 (%) AP (%) R@1 (%) AP (%)
v — — 8192 84.53 86.45  80.84
. Voo — 8585 87.97 91.73 85.32
v — A 85.99 87.99 90.87 85.46
R 87.05 88.97 91.30 86.79
v —  — 7997 82.79 86.02  79.87
5 Voo — 8399 86.33 87.73 82.71
v = A 86.69 88.64 90.44 86.36
NN A 87.21 89.10 90.58 87.04

to improve the UAV and satellite-view picture matching task
performance: The KL loss, the triplet loss (M = 0.3), and
multisampling when n = 3. Table IX displays the results of
the ablation experiment.

In the UAV —satellite task, when k = 1, using only the KL
loss increased R@1 by 3.93% and AP by 3.44%, while using
only the triplet loss increased R@1 by 4.07% and AP by 3.46%.
When both the KL loss and triplet loss were used simultaneously,
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Baseline

Comparing and analyzing the data in the Table X, it can
be observed that under five different scenarios, our proposed
method matches the highest number of feature points among
all the compared algorithms, with an MA of 81.67%. This
reflects that it is not only able to recognize a large number of
feature points, but also able to match these points efficiently and
accurately. Although the matching time is not the fastest among
all the algorithms, it is a comprehensive performance algorithm
that ensures the accuracy of the matching while maintaining a
fast-matching speed. Therefore, it is very suitable for practical
applications that need to consider both speed and accuracy. In
addition, the proposed method has a high MA with an AME
of 4.02 pixel, which is especially important for the subsequent

Fig. 14.  Comparison of baseline and proposed method for visualization of heat maps. (a) Scenario 1. (b) Scenario 2.
TABLE X
PERFORMANCE COMPARISON OF MATCHING METHODS ON COGNITION
DATASET
Methods Ny Newe MA/% AME/pixel Time/s
SIFT [69] 201.4 15.8 7.67 12.45 0.14
SURF [70] 191.8 13 7.19 9.36 0.17
ORB [71] 347  14.2 3.95 13.22 0.14
LoFTR [65] 572 320 37.79 11.22 0.21
COTR [64] 934 63.8 66.26 13.26 47.15
SuperGlue [79] 181 162.2  88.01 6.35 0.18
LightGlue [80] 258 211 55.68 8.83 0.07
Ours 382 315.8 81.67 4.02 0.14

there was a 5.13% increase in R@1 and 4.44% increase in AP.
In the satellite—UAV task, when k = 2, using only the KL
loss increased R@1 by 1.71% and AP by 2.84, while using
only the triplet loss led to a 4.42% increase in R@1 and 6.49%
increase in AP. When both the KL loss and triplet loss were
used simultaneously, there was an 4.56% increase in R@1 and
7.17% increase in AP. Therefore, the KL loss and triplet loss
were concurrently incorporated into GeoFormer.

E. Matching Methods Comparison

In order to evaluate the matching performance of the proposed
matching algorithm, it is compared with several popular fea-
ture point matching methods and transformer-based matching
algorithms on the cognition dataset, including SIFT [69], SURF
[70], ORB [71], LoFTR [65], COTR [64], SuperGlue [79], and
LightGlue [80]. In particular, the SuperGlue, LightGlue, and the
proposed method are further matched on the basis of SuperPoint
feature point extraction. The CMP, MA, AME, and matching
time of each matching algorithm are counted, where the accuracy
threshold ¢ of CMP is taken as 30 pixels, and the AME is the
average of the ME obtained from 10 experiments conducted in
each scenario (5 scenarios in total), and the results are shown in
Table X.

UAV precise localization tasks.

V. DISCUSSION

To further substantiate the reliability of the proposed method,
we visualized the heat maps of both GeoFormer and the baseline
method, as depicted in Fig. 14. By comparing the heat maps
generated by the baseline and GeoFormer models for drone
and satellite views, it was observed that our method exhibited
a higher focus on critical areas, particularly those pertaining
to geographically referenced target structures. Simultaneously,
GeoFormer activates the regions where geographic targets are
situated, as well as their adjacent areas, thus emphasizing global
information. GeoFormer aligns more closely with the perceptual
processes of the human visual system; for the image to be rec-
ognized, preliminary discrimination is made by paying attention
to the salient features, following which contextual information
is used for further perception.

The visualization of the experimental result of GeoFormer
on the University-1652 dataset is depicted in Fig. 15. A proper
matching image is indicated by a green box, while a wrong one
is shown by a red box. For the drone— satellite task, three drone
images were chosen at random from the test dataset. After that,
comparable satellite photos were selected from the satellite
gallery dataset and ordered according to their similarity. We
took the five most similar drone images out of the retrieval
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Fig. 15.  Visualization of top-five results of image retrieval on University-1652 dataset. (a) Drone—satellite task. (b) Satellite—drone task. (m correctly retrieved

images, . misretrieved images.

results for each one. As each drone image category corresponds
to only one satellite image, the localization result was entirely
accurate, as demonstrated in Fig. 15(a). For the satellite—drone
task, we selected three satellite-view images at random from the
test dataset. We collected similar drone-view images from the
drone gallery dataset for each satellite-view image and ranked
them based on their similarity. We then selected the top-five
retrieval results for each satellite-view image, as illustrated
in Fig. 15(b). The proposed GeoFormer still yielded entirely
accurate results. The experimental results demonstrate that
this method exhibits high top-five accuracy in UAV target

localization and UAV navigation tasks, thus confirming the
reliability of the proposed approach.

We perform UAV—satellite and satellite—UAV image re-
trieval on the cognition dataset, and the results are shown in
Fig. 16. For the UAV—satellite task, the center point of the
UAV-view image represents the position of the UAV, since
the UAV-view image is obtained from a front down view. For
each UAV-view image, there is only one corresponding satellite
image. We retrieve the top-five satellite images in terms of sim-
ilarity and get exactly the right localization results. We observe
that the localization ability of the model is affected when the
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Fig. 16.  Visualization of top-five results of image retrieval on cognition dataset. (a) Drone— satellite task. (b) Satellite—drone task. | correctly retrieved images,
: misretrieved images.
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Fig. 17.  Difficult and incorrect examples on cognition dataset. . correctly retrieved images, . misretrieved images.
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Fig. 19.  Visualization of positioning results.
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navigation landmarks are shown in only a small part of the image
or when large areas are occluded. The failure cases are shown in
Fig. 17. In real-world scenarios, target buildings may often be
occluded by foreground objects, such as trees or other buildings,
resulting in the loss of key feature information. Differences in
capturing angles and distances may also cause key features of the
target to be only partially displayed in the image. When the key
features are incomplete due to occlusion or image capture angle,
it does not provide enough information for feature extraction
and recognition. In addition, there are a large number of similar
buildings and structures in urban environments, and these similar
navigation landmarks may have similar visual features to the
target building, increasing the difficulty of matching. Therefore,
the methods may have limitations in distinguishing highly sim-
ilar objects and may not be able to effectively distinguish subtle
differences, especially when the feature extraction algorithms
are unable to capture sufficiently rich feature information.

Based on the retrieval results, the approximate location of the
UAV can be obtained, and then the feature point matching algo-
rithm can be used to precisely locate the UAV. The comparison
results of the matching algorithms are shown in Fig. 18, which
shows that the proposed matching algorithm has the least number
of mismatches and the densest number of CMPs. According to
the matching results, the homography transformation matrix can
be obtained to determine the corresponding position of the center
point of the UAV view in the satellite view, and obtain the precise
positioning result of the UAV, as shown in Fig. 19. It can be seen
that the localization results of the matching method proposed
are closest to the ground truth, proving the effectiveness of our
method.

During the imaging process of UAV aerial and satellite im-
agery, the data are inevitably affected by various variabilities,
such as illumination changes, imaging angles, atmospheric per-
turbations, sensor noise, and spatial and temporal variations in
the features themselves [90]. These variabilities will undoubt-
edly have a negative impact on the accuracy of UAV cross-view
geolocalization tasks. To address these variabilities, GeoFormer
effectively fuses features at different scales through an MFAM,
which helps the model capture semantic feature information
from detail to global, enhancing the ability to capture image de-
tails and represent robust features. The designed SRSM helps to
improve the accuracy of feature matching when the imaging con-
ditions and observation angles change, and reduces the possibil-
ity of mismatching by matching features within nonoverlapping
semantic regions. In addition, the designed hierarchical rein-
forcement rotation matching method can effectively improve the
matching localization accuracy in the case of large differences
in imaging angles. Future article can further explore adaptive
strategies for various variabilities to enhance the performance
of the model in more widely used scenarios.

VI. CONCLUSION

We proposed an effective transformer-based Siamese net-
work, called GeoFormer, specifically designed for UAV cross-
view geolocalization. We designed the ESP module in the
efficient transformer feature extraction network to reduce the
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computational complexity while effectively extracting global
features and contextual information using linear attention. Fur-
thermore, our proposed MFAM can effectively fuse multiscale
features and improve the robust feature representation ability.
Additionally, our designed SRSM improves the accuracy of
feature matching by dividing the feature map into nonoverlap-
ping semantic regions and performing feature matching within
each semantic region. By designing loss functions and multiple
sampling strategies, GeoFormer was adjusted to a better state.
Experiments on the University-1652 dataset indicated that Ge-
oFormer exhibits state-of-the-art performance. Experiments on
the cognition dataset validate the effectiveness of the proposed
UAV geolocalization method. While the proposed GeoFormer
demonstrated a high retrieval accuracy and strong robustness,
there is still room for further improvement; for example, the
feature extraction network of GeoFormer could be further sim-
plified to reduce computation time. Although the proposed Geo-
Former has high retrieval accuracy and strong robustness, there
is still room for further improvement. In the future, more efficient
and lightweight model structures will be the focus of research in
order to better adapt to the needs of edge computing and mobile
devices. Future article needs to focus more on model inference
speed and energy efficiency while maintaining model accuracy.
This includes exploring new hardware acceleration techniques,
optimizing algorithms to reduce unnecessary computations, and
investigating energy efficiency optimization strategies. Algo-
rithm optimization includes further simplifying the feature ex-
traction network, exploring new model compression techniques
and knowledge distillation methods to maintain high accuracy
while significantly reducing model parameters and inference
time.
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