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Abstract—Climate data (e.g., air temperature and precipitation)
are used in a variety of environmental sectors, such as determining
which crops to cultivate for farmlands, and optimizing the place-
ment of products in retail stores. Currently, access to climate data
is popularly managed by sophisticated database management sys-
tems, which are efficient for data processing but have limited data
exchangeability across systems. By contrast, many semantic studies
focus on the use of RDF knowledge graphs (KGs) for climate data
access, which is semantically interoperable such that data can be
easily shared between different RDF KGs based on predefined do-
main ontologies. However, climate data is often consumed in a cer-
tain geographical context to understand its relationships with other
environmental sectors. For example, the geographical context of
farmyards is needed to determine which climate stations nearby are
used. The interoperability proposed for the geographical context of
climate data access is under-explored by relevant semantic studies,
resulting in additional resource waste in integrating heterogeneous
geospatial information for climate data access. In this article, we
propose LinkedGeoClimate, which is an interoperable RDF KGs
platform for climate data access within an enriched geographical
context. LinkedGeoClimate provides the necessary geographical
and geospatial information for climate data access and further
advances interoperable climate data access when mutual spatial
relationships with other environmental sectors are concerned.

Index Terms—Climate data, GeoSPARQL, geographical data,
knowledge graphs (KGs), RDF.

I. INTRODUCTION

TODAY’S climate data accessibility has been substan-
tially facilitated by successful application of database

management system (DBMS) techniques during the retrieval,
processing, and distribution of climate data. Especially, rela-
tional DBMS (RDBMS) such as MySQL and PostgreSQL,
is now widely used by various climate data distributors (e.g.,
GHCND [1], UKMO [2]). However, RDBMS systems present
fragmentary climate data on the Web since the relational models
are not designed for reuse purposes. A typical downside can be
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seen from today’s climate data integration: data exposed from
RDBMS (e.g., using RESTful APIs) needs significant efforts
(e.g., defining a new relational model) to collate the data hetero-
geneity in terms of naming conventions, data formatting, and
other protocols, resulting in increased data complexity and non-
interoperable databases, where data cannot be shared with each
other [3]. For instance, consider the KNMI Climate Explorer,1 a
valuable online tool designed for the analysis and visualization
of climate data. While it offers access to an extensive array
of climate datasets, each of these datasets is independently
published and exhibits distinct data structures and formats. To
tackle the issue of data heterogeneity, KNMI has undertaken a
proactive initiative, maintaining a project repository [4]. This
project involves the utilization of customized scripts to procure
various datasets from the Web. Subsequently, these datasets are
subjected to a unification process within the platform, involving
the imposition of a new data schema for structured organization.
This approach enables the consolidation of data from diverse
sources, rendering it accessible via a single platform. However,
from the perspective of data consumers, query protocols directed
toward various platforms can exhibit substantial disparities. This
divergence underscores the overarching challenge of data het-
erogeneity, significantly complicating the process of accessing
and utilizing climate data for scientific analysis and informed
decision-making. Furthermore, climate data can often be an-
alyzed together with data sources from other domains [5], for
example, to understand the implications of climate change, espe-
cially for a reciprocal relationship with systems concerned with
geographical features, such as land, soil, and agriculture. Using
DBMSs for climate data distribution cannot provide consistent
accessibility where climate data is needed for external data and
vice versa.

The use of RDF knowledge graphs (KGs) to uplift heteroge-
neous climate data is a current trend in research [6], [7] to achieve
interoperability. In contrast to RDBMS, RDF [8], [9] is used as
the data model standardized with the World Wide Web Consor-
tium (W3C) for data interchange. A key advantage of using RDF
to build KGs is that it allows multiple schemas to be applied,
interconnected, queried as one and modified without altering the
data instances in a KG [10]. The schema applied in a KG is also
known as the “Ontology” and can be defined independently of
the KG databases; in other words, the ontologies are reusable
rather than specific to the databases. Taking into account the
modeling of observational climate data (e.g., temperature) in

1[Online]. Available: http://climexp.knmi.nl
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KGs, different data sources can adopt the same “SOSA” ontol-
ogy [11] (https://www.w3.org/TR/vocab-ssn/) to
build the taxonomy of observational data. By reusing the on-
tologies, the climate data in disparate KGs are exchangeable
according to the ontological expressivity without the database
isolation that occurs in the RDBMS. However, climate data in
relevant RDF KGs are more likely to be uplifted primarily by
W3C recommended ontologies (e.g., SOSA/SSN ontology) that
are generic and have a limited variety to cover the semantics
for more analytical data usage [12], [13], [14] from aspects of
environmental sectors.

In reality, environmental measurements can be associated
with a geospatial extent, including air temperature observations
made by stations, farming productions of farmyards, and soil
types of land regions, where the stations, farmyards, and land
regions imply the geographical contexts for these measurements.
When using data-driven analytical methods to understand the
mutual relationships between climate and other environmental
sectors, climatic measurements (e.g., air temperature) are often
linked to these systems according to some spatial constraints
applied to geographical contexts. For example, the nearest
weather station of a farmyard can be used to approximate the
local weather of the farmyard. Land cover may be attached
to weather stations to improve weather forecast quality [15],
[16] or air temperature estimation based on remote sensing
images [17]. This research underscores the necessity of incor-
porating a geographical context into climate data for effective
climate–environment analytics. Notably, our investigation re-
veals that the incorporation of such geographical context remains
relatively under-explored within existing RDF KGs. In response,
our study introduces LinkedGeoClimate, an RDF KG platform
meticulously crafted to address this gap. The primary aim of
LinkedGeoClimate is to establish a seamlessly interoperable ge-
ographical context for accessing climate data. By achieving this
objective, our platform facilitates the cohesive integration and
consumption of climate data in conjunction with geographical
data, all within the ambit of spatial conditions.

A. Contributions

The contributions of our work are listed as follows.
1) We extend the climate analysis (CA) ontology [18] for

semantic annotations on the geographical metadata of
climate data sources to improve geo-contextual access to
climate data.

2) We create RDF KGs of geographical vector data from
OpenStreetMap (OSM) [19], CORINE [20] land cover
map, and EPA soil map [21]. These endpoints are open
for enriching the geographical information of climate
datasets.

3) We propose using a triple store to manage the data in-
tegration and access based on geospatial relationships.
In particular, we use correlated queries to provide ef-
ficient processing of complex geospatial constraints for
climate data access when other environmental sectors are
involved. For example, finding the closest climate/weather
stations of OSM farmyards.

4) We present an initial scalability assessment (Section III-D)
conducted on LinkedGeoClimate, focusing on the evalu-
ation of its performance in handling correlated queries
for the consumption of geo-contextual climate data. The
findings substantiate the expedited execution of spatial
queries through the utilization of PostGIS databases em-
powered with spatial indexing. It is pertinent to regard
these outcomes as a foundational reference point to in-
form forthcoming refinements aimed at enhancing the
efficiency of LinkedGeoClimate.

5) We released LinkedGeoClimate on Github2 for future
iterations of development.

B. Structure of the Article

The rest of this article is organized as follows: Section II dis-
cusses related studies on addressing climate data accessibility.
We will emphasize the lessons learned and the aspects in which
we advance the state-of-the-art. In Section III, we illustrate
the details of the proposed ontological modeling approach. In
Section IV, we discuss the value of this approach, as well as
the limitations that challenge the studies in this area. Finally,
Section V concludes this article.

II. RELATED WORK

We discuss two main kinds of approaches during the story-
line of addressing the multisource climate data accessibility:
1) RDBMS-based approaches and 2) KG-based approaches.
Although RDBMS has an obvious database isolation problem,
it is still currently the most popular technique used in practice to
build climate data integration platforms. There are many lessons
that can be learned from existing RDBMS-based platforms. For
example, the efforts made to justify and collate the necessary
metadata of different climate data sources. For KG-based ap-
proaches, there have been many previous ontological modeling
studies, but they have been limited to the general representation
of observational data. These approaches have limited concern for
the geographical context while providing climate data access.

A. RDBMS-Based Approaches

In these approaches, the relational models are not reusable as
mentioned in the Section I. To integrate heterogeneous climate
data from RDBMS systems, data warehousing frameworks are
now popularly studied to achieve uniform access to multisource
climate data. Due to the fact that the data warehousing frame-
work is technique heavy, including approaches relating to more
than data accessibility, such as parallel processing, here we only
characterize how these frameworks address the data exchange
of multiple data sources.

One kind of data warehousing framework is implemented
through a central data service (e.g. cloud platform) in which
data are migrated from various data sources through the extract-
transform-load [22] approach. A local schema is often defined
as per the application to ensure that datasets are connected

2In the spirit of reproducible research, all the source code is available at
https://github.com/futaoo/LinkedGeoClimate.
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as a whole for querying. The European Climate Assessment
& Dataset [23] (ECA&D) is a well-known Web database of
multisource climate data that has been successfully made avail-
able for use. ECA&D has negotiated with 82 participants (e.g.,
GHCNd [1], UKMO [2]) to build their own MySQL RDBMS
of daily climate station data from 65 countries. ECA&D has
a structured metadata template formulated based on the 82
climate data sources gathered, including geographical location,
land use, surface coverage, etc. However, these metadata have
not been sufficiently exploited for more technical applications.
Especially, for queries that involve geospatial calculations, such
as “I want maximum temperature series available in the weather
station nearest to Dublin Phoenix Park.”, and “I want all pre-
cipitation data from stations within 10 kilometers of Dublin
Airport.”, ECA&D is incapable of giving direct access to data
under certain geospatial constraints.

Data warehousing can also be performed virtually through a
middleware capable of distributing requests of a client query to
the actual data sources. Grid is an important proposal by Foster
et al.[24] for collaborative data integration. DBMSs (including
relational ones) of different organizations can be bundled as a
virtual organization in the Grid. The data flow between DBMSs
and clients is managed by a middleware, the Open Grid Services
Architecture (OGSA [25]), which defines the Grid standards that
should be observed for creating virtual organizations. OGSA
heavily focuses on the metadata of each data source to pro-
vide so-called “metadata-driven” [26] data access. In particular,
OGSA-DAI [27] and OGSA-DQP [28] (more advanced in dis-
tributed query planning) are essential components in the Grid to
exploit the metadata of each DBMS to provide consistent data
access. The proposal of OGSA successfully enables consistent
data transport between clients and multiple groups in the Grid,
but it still needs further interoperability for handling the data
sharing between different groups that use diverse policies, pro-
tocols, resource descriptions, etc., in their DBMSs.

B. KG-Based Approaches

Today, the RDF KG is an increasingly popular integration
framework for improving the accessibility of climate data [29].
Compared to conventional RDBMSs, data (including metadata)
in a KG can be exchanged with other KGs due to the exclusive
usage of the RDF data model [30]. The schema of a KG is
often called “Ontology,” which represents data in terms of
their relationships corresponding to human knowledge. In the
climate domain, ontological modeling is one of the key research
directions to address the data accessibility problem.

In previous work, the authors of this article [18] published
the ontology “CA,” providing a semantic backbone for the
construction of general climate KGs. Quoc et al. used the W3C-
recommended ontologies (e.g., SSN ontology [31]) to model and
publish the global GHCND dataset as linked data. The key idea
of these studies is to model domain data using the interoperable
RDF model to share the underlying information of the data. This
can significantly contribute to easy access to heterogeneous data
sources even across domains. For example, data schemas (i.e.,
ontologies) can be reused by various data sources, allowing the

same semantic query to get data from multiple sources. However,
the design of ontological access to climate data should consider
not only the quantity of data sources, but also what domain
knowledge is necessary for applications, especially in today’s
cross-domain climate data analytics environment. We find that
most of the KGs [32], [33], [34], [35] developed for climate data
access are heavily based on the standardized (per W3C recom-
mendations) SOSA/SSN [11] ontology, which can help improve
general climate data accessibility, but few provide the geographi-
cal context of multisource climate data for cross-domain climatic
studies such as learning the impacts of climate change on other
environmental sectors. The geographical context of climate data
access is the main focus of this study, which differs from other
studies that examine more general aspects.

C. Relevant Platforms

In this section, we present a list of contemporary platforms
proposed to facilitate access to climate data, highlighting their
distinguishing features. ECA&D [23] and GHCNd [1] emerge
as notable RDBMS-based solutions for the management of
climate data. The efficacy of data utilization on such platforms is
intricately linked to the functionality of their exposed RESTful
APIs. However, it is important to acknowledge that the scope of
spatial operations is confined to administrative regions. In addi-
tion, the extendability of these platforms to encompass diverse
databases, including geographic cartography (e.g., OSM), to
facilitate advanced queries spanning multifarious environmental
domains is rather limited.

In the domain of KG-based platforms, the graph of things
(GoT) [36] has been conceptualized as an integrative mechanism
for an array of data sources encompassing NOAA, Camera,
Flight, Ship, Twitter, among others. An innovative approach is
pursued by converting all data into tailored triplestores, effec-
tively indexed through Elasticsearch (https://www.elastic.co/)
and OpenTSDB (http://opentsdb.net/) to accommodate spatio-
temporal inquiries. It is pertinent to acknowledge that the
geospatial queries within GoT are realized through bespoke
functions that deviate from the contemporary GeoSPARQL
standards, potentially constraining interoperability. Moreover,
it is noteworthy that GoT’s visualization lacks integration with a
cartographic service, thereby precluding the interactive align-
ment of data with maps to offer users more intuitive spatial
manipulations.

Recent research endeavors have prominently embraced the
SOSA/SSN ontology for representing observational data within
KGs, coupled with the utilization of GeoSPARQL-enabled
triplestores for KG storage. For instance, OceanGraph [37] aptly
employs the SOSA/SSN ontology to delineate the process of
aggregating information from stationary oceanographic stations,
further leveraging GraphDBTM(https://graphdb.ontotext.com/)
for triple storage, endowed with inherent GeoSPARQL func-
tionality. WeKG-MF [35] materializes as a triplestore-centric
KG tailored to meteorological observations furnished by Météo-
France (https://meteofrance.com/). It exhibits an extension of
the SOSA/SSN ontology to encapsulate specific meteorological
attributes, embracing GeoSPARQL vocabularies to encapsulate

https://www.elastic.co/
http://opentsdb.net/
https://graphdb.ontotext.com/
https://meteofrance.com/
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TABLE I
COMPARISON BETWEEN LINKEDGEOCLIMATE AND RELEVANT PLATFORMS

the geospatial attributes of stations. KnowWhereGraph [38]
constitutes a pivotal environmental KG platform that probes
the tenability of environmental events (e.g., extreme weather),
delving into facets such as spatial characteristics, historical con-
text, and comparative analyses of specific regions. To this effect,
KnowWhereGraph introduces the utilization of a discrete global
grid [39], colloquially termed the “S2 Grid System,” to index
geospatial entities through a collection of S2 cells. This indexing
technique employs a tradeoff strategy, balancing data precision
against access speed at scale. Notably, KnowWhereGraph inte-
grates a user-friendly interface to facilitate data exploration and
furnishes APIs primed for assimilation into geographic informa-
tion system (GIS) analytical platforms, such as ArcGIS, thereby
enhancing the accessibility of GIS queries for nonexperts.

By contrast, the essence of LinkedGeoClimate underscores
the enrichment of geospatial constraints pivotal for the com-
prehensive assimilation of geo-contextual climate data. Fur-
thermore, LinkedGeoClimate embarks on an exploration of
SPARQL federation mechanisms to establish connections be-
tween climate data and geospatial data sources, encompassing
elements like points of interest, land cover, and soil type. This
diverges from conventional platforms where geospatial relation-
ships are primarily ascertainable within the integrated datasets
confined within a KG. Consequently, the distinctiveness of
LinkedGeoClimate lies in its extended reach, fostering climate
data interoperability with diverse geospatial data sources while
concurrently investigating the efficacy of federated querying
mechanisms across multifarious KGs from heterogeneous ori-
gins.

For comparison, we define a matrix consisting of criteria that
are particularly focused on in this work, namely interoperability,
geographical context, and visualization. The interoperability
here is defined as the ability to share data across databases/KGs.

The geographical context represents how many sources of geo-
graphical data can be used for contextual access to climate. For
visualization, we focus on the ability to display geographical
data, the allowance of interactive geospatial operations, and the
compatibility with the GeoSPARQL standards. Details of the
results are given in Table I.

III. METHODOLOGY

In this section, we illustrate the construction of the Linked-
GeoClimate platform to improve the accessibility of climate data
in a geographical context. A bottom-up overview of the platform
architecture is given in Fig. 1. The construction process follows
a general order of ontological modeling, and then the creation
of RDF KGs. In particular, the geographical context (dashed
area in Fig. 1) can be used to enrich climate metadata or impose
geospatial constraints to climate data access. The enriched geo-
graphical metadata can be used to define the local environment
of the climate data. Geospatial constraints are typically useful
when climate data is consumed for researching the reciprocal
relationship between climate and other environmental sectors.
In terms of the technology stack, the proposed platform uses
virtual knowledge graphs for data storage and a triple store for
data enrichment and access management. The detailed proposal
of this work is given in the following sections.

A. Ontological Modeling of Climate Metadata

We first examine the metadata structure template used in
the ECA&D project (see Section II-A) to design the onto-
logical model for the representation of climate metadata. We
use ECA&D because the metadata template has been validated
throughout 82 different climate sources, making it a suitable
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Fig. 1. Overview of the RDF KG platform.

Fig. 2. Ontological representation of observation metadata.

reference for the creation of our ontological model. An ex-
ample of the metadata encoded for “Dublin Phoenix Park”
in the ECA&D project is given in Listing 1. The parameters
collected for the station include name, country, geographical
coordinates, land use, soil type, surface coverage, and history,
which are particularly related to geographical environments. In
Fig. 2, our ontological model categorizes these parameters as
ca:PlatformMeta to describe the metadata of the platform
that generates the climate measurements. For brevity, Fig. 2 lists

Fig. 3. Daily maximum temperature compiled in a code.

only a subset of ontological representations of these parame-
ters, namely, ca:LandUse, ca:SurfaceCoverage, and
ca:SoilType.

Listing 1. Metadata of weather station – Dublin Phoenix Park.

Measurements also have metadata including the observable
property (e.g., temperature), aggregation function (e.g., maxi-
mum), and sampling intervals (e.g., daily). We categorize these
parameters as ca:MeasurementMeta in Fig. 2. These meta-
data are summarized from the files available on the ECA&D
website but will be presented in our ontological model with a
clearer hierarchical structure. For example, in Fig. 3, we com-
piled ca:Temperature, ca:maximum, and ca:daily
into a ca:MeasurementCode code ca:TMAX-d to com-
pactly denote these parameters. A ca:MeasurementCode
can be attached to a climatic measurement in a way similar to
using the W3C standardized sosa:ObservableProperty
but contains more information, i.e., aggregation function,
and sampling interval, for general analytical purposes. De-
pending on the scope of the CA ontology application,
ca:MeasurementCode can be expanded with subclasses to
differentiate between instantaneous measurements and aggre-
gated measurements. This study focuses primarily on aggregated
measurements that are more specific to climate analysis, such
as climate change. Currently, the minimum sampling interval
is currently up to daily, which is ideal for climate change
analysis based on the 27 core indices [42] proposed by the
CCl/CLIVAR/JCOMM Expert Panel on Climate Change De-
tection and Indices [43].

The proposed ontological modeling of metadata for climate
datasets demonstrates to data consumers the configuration of
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domain parameters. Data consumers can obtain more domain-
specific knowledge (e.g., aggregation methods and platform en-
vironment) from the implemented RDF KGs using the standard
query language—SPARQL [44]. However, the availability of
domain parameters can pose a big problem, as not all climate
sources have all of the parameters that our ontological model
specifies. Thanks to the powerful underlying RDF triple stores
of KGs, SPARQL naturally supports federated queries across
multiple RDF KGs. This affords us the ideal opportunity to
incorporate external datasets to enrich the parameter sets for
climate analytics. We investigate the data sources presented
in the ECA&D platform and find that most data sources have
clearly indicated the measurement metadata on the aggregation
methods, observed properties, and sampling intervals, but the
platform metadata is often incomplete. Because most of the
platform data focus on geographical information, which is a
key to be used as geographical constraints for climate data
acquisition and climate analytics, we further propose using the
OGC GeoSPARQL standards [45] to model the geographical pa-
rameters of platforms and taking advantage of the Semantic Web
to enrich the geographical metadata modeling for platforms.
More details on the modeling and enrichment of geographical
metadata are presented in Sections III-B and III-C, respectively.

B. Geospatial Representation Based on GeoSPARQL

The OGC GeoSPARQL standard extends the SPARQL query
language to process geospatial data. It specifies a set of vocabu-
lary for the representation of geospatial data in RDF. The seman-
tic meanings of the ontological terms in the GeoSPARQL vo-
cabulary can be implemented in a triple store so that qualitative
geospatial reasoning and quantitative geospatial computations
can be done using SPARQL queries. Moreover, recapping the
OGSA-DAI services in Section II-A, one of the essential princi-
ples in the design of the OGSA Grid is Avoid unnecessary data
movement: wherever possible move the computation to the data.
Using GeoSPARQL queries is naturally in favor of this principle
in that the computing resources for geospatial reasoning and
computations in a KG come from the host triple store. This
can reduce the effort of data consumers to do the calculations
themselves, such as their redirecting of geographical coordinate
data into programmable pipelines.

The geographical coordinates of a platform determine the
geometry of the platform, such as a point, or polygon. Fig. 4
presents the geographical part of the ontological modeling of
the “Dublin Phoenix Park” weather station. To link a platform
with its geometry, we add a term ca:hasPointGeometry
in the CA ontology. ca:hasPointGeometry is often
used when the geometry of platforms does not have to be
distinguished for climate analytics. This has been adopted
by most climate data sources. The terms belonging to OGC
GeoSPARQL start with the prefix geo: and are in red in the
figure. We adopt the Well Known Text (WKT) as one of the
GeoSPARQL-validated serializations for geometric values.
The point geometry of the station in Fig. 4 is then encoded as
“Point(-6.34972 52.36361)"’eos:wktLiteral.
After being encoded as WKT strings, the topological

Fig. 4. Ontological representation of geographical features for platforms based
on GeoSPARQL standards.

relationships between spatial objects can be queried in a
KG using SPARQL queries. Furthermore, notice that we
are also enabled to query other datasets over the powerful
interoperable Semantic Web consisting of diverse RDF
KGs. By running GeoSPARQL queries across multiple
KGs, we will demonstrate how RDF KGs can be used to
increase the completeness of the geographical metadata of the
climate data in Section III-C.

C. Geographical Metadata Enrichment for Stations in RDF

In this section, we demonstrate the detailed proposal for
enriching geographical metadata using RDF KGs. We create
RDF KGs based on the following datasets (previews are given
in Fig. 5): a) 2018 CORINE land cover map, b) 2014 EPA soil
map, and c) Met Éireann [46] climate data. In particular, these
datasets are up to date and capable of reflecting the full spatial
extent of Ireland.

1) Choice Between RDF Virtualization and Triple Stores:
We discuss two approaches that can be adopted to implement
RDF KGs for climate and geographical datasets: RDF vir-
tualization (a.k.a. virtual RDF KGs), and triple stores. The
proposal of RDF virtualization over RDBMS takes advantage
of RDBMS in the fast tabular data processing and mean-
while provides interoperable ontological access to data. Due to
the nature of RDBMS, virtual RDF KGs inherently enable direct
ingestion of homogeneous tables, making them suitable for RDF
virtualization of frequently updated data streams or massive data
dumps. The major limit of RDF virtualization is the inability to
ingest schema-less RDF data, since the underlying data keep
the relational schemas, i.e., data join from other RDF KGs
via SPARQL is inefficient. For triple stores, semantic RDF
annotations of large data dumps request a significant amount
of storage and I/O bandwidth. The power of triple stores lies in
their ability to perform schema-less RDF data join from external
RDF KGs via SPARQL federated queries.

In the context of climate data integration, we propose the use
of RDF virtualization for climate data, including stations, mea-
surements, and third-party geographical datasets. Distinguished
from other studies, we still maintain a triple store for a copy of
materialized RDF data of stations from the virtual RDF KGs,
as well as any possible external RDF data joined with stations.
This architectural framework offers distinct advantages beyond
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Fig. 5. Previews of datasets; (a) and (b) are available as vector data in .shp format that contain the multipolygons of the land features while (c) contains stations
and their observations in .csv format. (a) 2018 CORINE land cover map [47]. (b) 2014 EPA soil map [48]. (c) Met Éireann climatic stations [49].

Fig. 6. ERD of the proposed PostgreSQL database.

the exclusive utilization of a triplestore, RDF virtualization, or
RDBMS. Its primary advantage, in contrast to the sole reliance
on RDBMS or RDF virtualization, lies in its capacity to facilitate
novel knowledge discovery within the context of the Semantic
Web [49] (e.g., SPARQL federation for geo data illustrated in
Section III-C4), encompassing diverse Linked Data endpoints.
Furthermore, compared to the exclusive deployment of a triple-
store, it demonstrates heightened efficiency in terms of tabular
data storage and processing, owing to its underlying RDBMS
infrastructure.

2) Virtual RDF KGs Construction: We upload a data dump
of the CORINE land cover map, the EPA soil map, and Met
Éireann climate data into a PostgreSQL database. The Entity
Relationship Diagram of the database is given in Fig. 6. Differ-
ent data sources are in different independent table groups. We
then use the popular Protégé [50] and Ontop [51] bundle for

ontological modeling and RDF virtualization, respectively. We
connect Ontop with the PostgresSQL database and expose the
relational tables as RDF KGs. In Ontop, SPARQL queries are
transformed into SQL queries, to be executed in the PostgreSQL
database, according to a set of predefined declarative mapping
rules. An example of SPARQL-to-SQL mapping for the stations’
geometries is given in Listing 2, where target is the RDF
statements template, and source is the source relations to be
retrieved.

Listing 2. SPARQL-to-SQL mapping of station geometry.

3) Triple Store Construction: We store an RDF data copy of
stations in a triple store to make the climate datasets extendable
to any external RDF KGs. The initialization of the RDF state-
ments of the stations in the triple store can be consistently gen-
erated using Ontop materialization according to the predefined
mapping rules (Listing 2) or simply by using SPARQL federated
queries executed upon virtual RDF KGs. We choose the Fuseki
triple store due to it being based on the open-source Apache Jena
(https://jena.apache.org) stack and being extensible by adding
additional features. We configure the vanilla Fuseki to support
geospatial queries based on OGC GeoSPARQL standards, and
correlated subquery [52], i.e., the outer query is evaluated be-
fore the inner queries for nested queries. Importantly, we see
that the correlated subquery is a key enhancement to SPARQL
federated query for geographical data enrichment in our work.

https://jena.apache.org
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Fig. 7. Visualization of land cover and soil type of station “Phoenix Park”
in Sextant; multipolygons of land cover, soil type, and point of the station are
presented in red, purple, and yellow, respectively.

We will demonstrate this in more detail in Sections III-C4
and III-C6. To the best of our knowledge, this research is the
first to explore the correlated subquery in SPARQL in enrich-
ing climate data integration. For graph management, we use
named graphs to store data enriched from different sources for
different purposes. For example, we store the copy of stations
in a named graph <http://example.org/station>,
enriched metadata from remote RDF KGs in a named graph
<http://example.org/station/more-meta>. The
named graphs can be further classified to keep the provenance of
the enriched data. For query convenience, the union of all named
graphs is used as the default graph for the SPARQL query.

4) Enriching Land Cover and Soil Type as Metadata for
Stations: Land cover, soil type, and station data are managed
in a SQL database (see Section III-C2), land cover and soil
type enrichment for stations can be performed with RDBMS
operations by creating related tables/views to be virtualized as
part of the geographical RDF KG. However, the use of a DBMS
will result in a portion of the enriched data (i.e., land cover and
soil type) being maintained separately by the DBMS. In contrast,
the triple store has access to both local and external RDF KGs.
Hence, we always choose SPARQL federated queries from our
triple store for data enrichment, such that the supplemented data
is managed consistently by the triple store.

In this work, the land cover and soil type of a station is
asserted by the CORINE land cover and the EPA soil data of
which the multipolygons spatially contain the point location
of the station. A graphical example created by the Sextant
visualization technique [53] is shown in Fig. 7. We will explain
more about the role of Sextant in this work in Section III-E.
Listing 3 is a SPARQL federated query that links to our virtual
RDF KGs to implement an assertion for the station “Phoenix
Park (encoded in car:station_ie_175)”. Because geo-
graphical coordinates are modeled in GeoSPARQL standards,
spatial relationships between station points and land cover and
soil type multipolygons can be examined with the GeoSPARQL

Fig. 8. Enriched metadata of land cover and soil type for station “Phoenix
Park” after performing Listing 3.

function geof:sfWithin in Fuseki to determine if a sta-
tion is spatially contained in an area labeled with CORINE
land cover or EPA soil type. In addition, the asserted land
cover and soil type of the stations are managed in the named
graph http://example.org/station/more-meta to
be distinguished from the default station metadata. The enriched
metadata of land cover and soil type for station “Phoenix Park”
is shown in Fig. 8.

Listing 3. SPARQL federated query to assert land cover and soil type for
station “Pheonix Park”.

Notably, Listing 3 breaks the SPARQL 1.1 standards
in that the variable ?pWKT is not in the graph pattern
within the inner query to the remote SPARQL endpoint
http://example.vkg.org/sparql. In other words,
running Listing 3 in a regular triple store setting complying with
SPARQL 1.1 standards, can fail. Thanks to Fuseki’s additional
extension for the correlated subquery, the URI of SERVICE can
be prefixed with a keyword loop: to enforce the subquery to
be evaluated after the main query. Therefore, the bindings of
?pWKT in the triple store are resolved first in the outer query
and then used in the inner query to find solutions. The decision
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to use a correlated subquery should necessarily be based on
the expected solutions to graph patterns of local and remote
RDF KG. Under the condition that both local and remote RDF
KGs (our virtual RDF KGs layering on the PostgreSQL) have
spatial indexing enabled. In Listing 3, a standard SPARQL 1.1
federating query first resolves all solutions from the remote RDF
KG before passing them into the main query. Nevertheless, this
is much less efficient since the remote RDF KG contains more
than 2 million multipolygon geometries for land cover and each
of them will be examined with each station. The correlated
subquery here makes judicious use of much fewer stations for
geospatial function examination in the subquery.

5) Enhanced Geo-Contextual Climate Data Access With
LinkedGeoData: The availability of places of interest
(e.g., OpenStreetMap data) can be useful to improve the
accessibility of climate data according to geospatial constraints,
especially when the local climate is concerned about its
impacts on other environmental sectors. For example, in some
agricultural studies, researchers may demand local weather
data to understand the impacts of climate on agricultural
productivity [54], [55]. In this scenario, we assume that the
nearest weather stations of all farmyards on the island of
Ireland are needed. To further improve the local accessibility
of climate data, we develop a LinkedGeoData [56] SPARQL
endpoint of OpenStreetMap within the spatial extent of the
island of Ireland. LinkedGeoData uses Ontop to virtualize
OSM data in the RDF model, which is consistent with
the method described in Section III-C2. LinkedGeoData in
our work (LinkeGeoData@Ireland thereafter) is initialized
and synchronized with the OSM data of the island of
Ireland from GeoFabrick (https://www.geofabrik.de/).
LinkedGeoData@Ireland makes places of interest (e.g., a
restaurant, a park, or a university) available for SPARQL
queries. Therefore, data consumers can use the SPARQL
federated query to get the OSM data and link them with the
climatic stations in our triple store (see Section III-C3). To find
the nearest weather stations of farmyards in the island of Ireland,
the following example of SPARQL query (Listing 4) can be
made in the Fuseki triple store. In particular, the use of loop:
here plays a key role in achieving the “loop” mechanism
(the implementation of the correlated query in Fuseki) to
find the “nearest” for each binding of the graph pattern
(SERVICE <http://linkedgeodata.org/sparql
> ...) in the outer query. This type of query cannot be achieved
simply with other triple stores due to the “Top-K” problem in
the SPARQL [57] query language. By posting this SPARQL
query onto the Sextant, the results can be visualized as shown
in Fig. 9.

D. Scalability Analysis on Spatial Queries

The spatial queries in LinkedGeoClimate platform primarily
benefit from Apache Jena Fuseki’s loop mechanism. We propose
two spatial queries above, i.e., 1) the determination of land cover
and soil type attributed to climate stations, and 2) the identifi-
cation of the nearest weather station to farmyards. The former
query relies on spatial processing according to Simple Features

Fig. 9. Nearest stations found for farmyards in LinkedGeoData@Ireland (after
zooming in the map).

Listing 4. SPARQL federated query to find the nearest stations of OSM
farmyards in Ireland where the bindings for ?farm, ?sta, and ?dst denote
OSM farmyards, the nearest corresponding stations and calculated distances
between them, respectively; The explanations of other SPARQL keywords can
be found in SPARQL 1.1 (https://www.w3.org/TR/sparql11-query/).

standards.3 These standards are meticulously crafted to address
topological relationships, such as the intersection of geometries
used for discerning the land cover and soil type pertinent to
climate stations in this article. The latter is an example of a
nontopological query to determine the rankings of distances
between geometries. When the loop mechanism coalesces with
spatial queries, it becomes imperative to gauge the scalability of
such spatial queries, particularly when executed across diverse
KGs within the platform. This, in turn, stands as a quintessential
benchmark for the query experience afforded to clients.

To evaluate the scalability of spatial queries, we adapt the
aforementioned queries (Listings 3 and 4) by varying the size

3[Online]. Available: https://www.ogc.org/standard/sfo/

https://www.geofabrik.de/
https://www.w3.org/TR/sparql11-query/
https://www.ogc.org/standard/sfo/
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Fig. 10. Scalability measurements against the varying number of queried stations for topological intersection; The line plot representing the database without
a spatial index is excluded from figure (b) due to its values being off the chart. (a) Scalability comparison between databases with and without spatial index. (b)
Scalability measurement continues with an increasing number of stations.

of the queried entities in the queries and the total size of entities
in the KGs. Since the virtual KGs are built upon PostgreSQL
databases, we also evaluate the performance difference between
databases with spatial indexes or not. In the context of this
scalability evaluation, climate stations, CORINE land covers and
EPA soil types, OpenStreetMap entities are assumed to be points,
multipolygons, and points or linestrings (in alignment with the
OpenStreetMap data model), respectively, within the domain of
Simple Features. Currently, the queries are dedicated to only
climate stations and their interconnections with other geograph-
ical features. Consequently, the present scalability assessment is
applicable solely to relationships involving points and 1) multi-
polygons, and 2) points or linestrings. The topological intersec-
tion of stations and CORRINE land covers will guide the first re-
lationship evaluation. The nontopological distance (i.e., the near-
est) rankings of stations to farmyards will guide the second rela-
tionship evaluation. In our future research, more types of data en-
richment will be researched on the LinkedGeoClimate platform.
This will render an expanded array of relationships amenable to
scalability assessment. The evaluation experiment settings are as
follows.

1) Hardware: Intel Xeon W-1290P (10 cores @3.7 GHz),
64 GB of RAM, and 1 TB M.2 PCle SSD.

2) Software:
� OS: Ubuntu 18.04 LTS
� Java: 11.0.13
� SQL database: PostgreSQL 14.4 with GiST (Generalized

Search Trees) spatial index enabled
� VKG implementation: Ontop 4.2.1
� Triplestore: Apache Jena Fuseki 4.4.0 with 4 GB Memory

of JVM
3) Launch type: Hot start, i.e., evalutations are conducted

when the processes of VKGs and triplestores are already
running in the background.

4) Cost measurement: arithmetic mean of the execution time;
each query is run 20 times to get the mean value.

5) Datasets and equivalent geometry size:
� 2018 CORINE land cover (2375406 multi-polygons)
� Met Éireann climate stations (2083 points)

� LinkedGeoData@Ireland entities (varying number of
linestrings in queries)

6) Queries used per scenario:
� Topological intersection between climate stations and

CORRINE land cover
� Non-topological distance rankings from climate stations to

LinkedGeoData@Ireland entities (e.g., OSM buildings)
1) Spatial Query on Topological Intersection: In this section,

we undertake an assessment of the platform’s scalability in
relation to the processing of spatial SPARQL “loop” questions.
These queries pertain to the identification of topological inter-
sections between climate stations and CORINE land covers. The
quantity of stations in the query will be augmented to 50 in
order to assess the fluctuations in time expenditure, measured
in seconds. The findings are shown in Fig. 10(a). The figure
demonstrates that the use of the GiST geographic index signifi-
cantly improves the response time of LinkedGeoClimate while
processing linear loop queries, as compared to the scenario when
no spatial index is employed. The use of the spatial index in
the PostgreSQL database presents a significant improvement
in performance. In order to assess the scalability of processing
geographic queries on LinkedGeoClimate with spatial index
capabilities, the study presents Fig. 10(b), which illustrates the
time cost as it relates to the increasing number of stations up to
2000. In the experimental setup, the LinkedGeoClimate system
was able to successfully check the intersection between 2000
points and 2375406 multipolygons in a time of 99.8 s. This is a
significant improvement in efficiency, as it is about two orders
of magnitude quicker compared to doing the same task without
the use of a spatial index.

2) Spatial Query on Nontopological Distance Rankings:
Nontopological distance queries are also essential in the pro-
posed LinkedGeoClimate platform as they provide necessary
calculations to identify climate stations located within a certain
proximity of a designated point of interest on a map (e.g., Open-
StreetMap). To the extent of our current understanding, there
exists no topological resolution akin to that provided by spatial
indexing in Postgres’s PostGIS for ascertaining nearest neigh-
bors within triplestores. In light of this, we make concessions
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Fig. 11. Scalability measurements against the varying number of OSM build-
ings; the measurement is driven by determining the nearest station of OSM
buildings (linestrings in geometry), and performance is also measured in the
different total numbers of stations in a KG .

by using the existing nontopological distance function along
with correlated queries to sort the distances in order to find the
nearest neighbor across a number of KGs. The scalability results
of processing nontopological distance rankings are shown in
Fig. 11. We compare the time cost of the spatial query in two
different total numbers of climate stations in a KG. According to
Fig. 11, the size of buildings for a loop has a more pronounced
detrimental impact on the time cost compared to the total number
of stations in a KG for distance rankings. Even with four times
the stations, time cost varies slightly in rate, i.e., the number of
points for distance sorting is better than linear loop performance
in scalability.

E. Visualization Aid for Spatial Operations of Climate Data

Access to climatic data is often contingent on the geographical
location of stations and other possible places of interest (see
Section III-C6). Visual assistance is necessary to see the distribu-
tion of the stations on a map. For instance, a data consumer may
need to know the distribution of accessible climate data stations
within a particular region on a map before consuming data from
stations. Theoretically, this can be accomplished simply by uti-
lizing a bounding box or a radius distance to identify the region of
interest in GeoSPARQL queries. Yet, data consumers often lack
precise coordinates to formulate an appropriate GeoSPARQL
query to get the data. A useful way to help users determine
the area of their interest is to allow them to sketch a spatial
extent directly on a map. This has motivated us to enable a
visual interface for the exploration of our RDF KGs from a
geographical angle.

We incorporate Sextant [53] into the platform stack of
LinkedGeoClimate. Sextant is a state-of-the-art linked geospa-
tial data visualization tool. Importantly, it is compatible
with GeoSPARQL standards and is able to recognize the
geos:Geometry entities and display them on various online
map APIs such as Bing Map [58] and OpenStreetMap [19]. We
now present a scenario of how data consumers can combine
Sextant with our RDF KGs to better access climate data. We

assume data consumers are interested in the southside Dublin
(divided by River Liffey) climate. The basic usage of RDBMS-
based climate data access, such as ECA&D and Met Éireann,
cannot precisely determine the southside of Dublin. ECA&D
and Met Éireann only provide data at the county level which
corresponds to Dublin in this scenario. They might have to find
an additional map API to solve it manually or in programming,
which is expensive in time. On the contrary, the use of Sextant in
Fig. 12 quickly selects stations in southside Dublin by sketching
a bounding box beneath River Liffey and adding this spatial
constraint to the SPARQL query. Due to the limitation of the
rectangular shape of the bounding box, it is presently not easy
to precisely exclude all of River Liffey’s northern stations.
In the case, where a precise exclusion is needed, additional
northern stations need to be identified from the map manually
and then filtered by updating the SPARQL query. Until now,
this approach still significantly reduces the work required by the
former approach based on ECA&D or Met Éireann, since all
geospatial operations are completed consistently with only the
SPARQL query.

IV. DISCUSSION

In this section, we discuss our work from the perspectives of
the rationale of choosing the proposed approach, as well as some
limitations that need to be dealt with in future potential research.

A. Rationale of Using LinkedGeoClimate

1) Interoperability in Data Integration and Access: Linked-
GeoClimate integrates heterogeneous climate data and geo-
graphical data over the virtualized ontological layer (i.e., VKG)
and exposes data in RDF on-the-fly. This keeps a natural way
of ingesting tabular data into PostgreSQL, saving the extra cost
(e.g., I/O, bandwidth) needed for semantic annotations required
by triple stores. However, VKGs cannot easily be used for
RDF data enrichment due to the schema-fixed nature of the
underlying RDBMS. To improve the adaptability of the climate
data with updates from external RDF KGs, we use a triple store
that naturally supports SPARQL federation querying. Thus, data
integration and access between LinkedGeoClimate and external
RDF KGs is interoperable.

2) Interoperability in the Geographical Context of Climate
Data: LinkedGeoClimate uses the open source Fuseki triple
store for the extension of RDF data to climate stations, en-
abling us to achieve the enrichment of geographical metadata
and the connections between climate data and the Semantic
Web. The correlated query based on the “loop” mechanism of
Fuseki can distribute computations on the filter conditions to
the high-efficiency end, which breaks through the SPARQL 1.1
limits. For example, when geographical metadata enrichment is
concerned, the literal geometries of stations are used in iteration
to find the associated geometries in the underlying indexed
PostGIS database of the VKG. The “loop” mechanism also
provides LinkedGeoClimate with the power to achieve climate
data access according to complex geospatial conditions (e.g., the
“nearest”) while still completely adhering to OGC GeoSPARQL
standards.
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Fig. 12. Demonstration of drawing spatial extent in Sextant for selective stations located in southside Dublin. (a) Stations located in Dublin. (b) Spatial filter for
southside Dublin. (c) Station located in southside Dublin.

3) New Knowledge Discovery for Environmental Sciences:
The LinkedGeoClimate data is constructed using the semantic
web technology stack, featuring triplestores, and virtual KGs.
One of the primary advantages of using the semantic web
technology stack is its ability to facilitate the creation of inter-
connected KGs. The discovery of new knowledge is significantly
facilitated by the use of interoperable semantic models, namely
ontologies, which are designed for KGs specializing in various
areas. In this study, we illustrated the process of integrating data
from various sources by using SPARQL queries after transform-
ing them into RDF KGs. These examples are created to enhance
the acquisition of additional geo-contextual knowledge for cli-
mate data. This includes enriching the data with information on
land cover and soil type, as well as including comprehensive ge-
ographical context sourced from OpenStreetMap. Nevertheless,
it is plausible to uncover further novel information using the
existing KGs. As an example, it is feasible for users to ascertain
that certain soil types exhibit a higher occurrence in regions
characterized by specific land cover types, or that changes in
land cover and soil types align with climatic data. By incorpo-
rating more pertinent data into the platform, individuals may use
semantic inference techniques in KGs to derive novel insights
from the linked geospatial data. As an instance, individuals
may use predefined rules to ascertain the congruence between
a certain crop and the soil type, temperature, and land cover
characteristics of a given place. The process of uncovering novel
insights can be facilitated by the use of SPARQL queries on KGs
spanning several disciplines. This approach is further enhanced
by the semantic interoperability offered by the platform.

4) Geographical Data Visualization: LinkedGeoClimate
provides visualization of geographical data via Sextant which
is compatible with the geospatial semantics defined in OGC
GeoSPARQL standards. Significantly, the visualization can also
help users, especially nonexpert users, define the geospatial
constraints and show them with map APIs like OpenStreetMap.
We present some examples in the article on filtering data
within a bounding box and finding the nearest climate stations
to farmyards presented on OpenStreetMap (i.e., LinkedGeo-
Data@Ireland). With the inclusion of LinkedGeoData@Ireland,
the use of Sextant can further boost interactive climate data
access based on OpenStreetMap geographical data.

B. Current Limitations

1) Data Coverage: At the moment, the geographical context
of LinkedGeoClimate is made up of vector datasets, such as the
CORINE land cover, the EPA soil map, and OSM data. We have
examined how vector data can be aligned with GeoSPARQL se-
mantics via the Fuseki triple store in order to be interoperable and
provide geospatial conditions for climate data access. However,
geographical data can also come in gridded data format (i.e.,
raster data). Gridded data is usually produced by satellites, which
can capture a complete coverage of the geographical features of
the Earth. However, presenting gridded data in RDF for access
purposes remains challenging due to the lack of defined stan-
dards for grid operations in RDF. LinkedGeoClimate is proposed
on the basis of vector data as an interoperable geographical
context for climate data access and, therefore, would be short of
gridded satellite image data.

2) Nonexpert Usability: LinkedGeoClimate uses Fuseki as
the administrative triple store for data integration (SPARQL
federation) and access. Currently, all operations are performed
at the expert level in the form of native SPARQL queries. The
use of Sextant can support a certain degree of geospatial data
filtering and visualization, which reduces the learning effort of
formulating technical SPARQL queries. For some queries based
on complex geospatial conditions, such as the “nearest” which
includes another sorting operation of the distance calculations,
Sextant does not support nonexpert input (e.g., the HTML form).
More relevantly, the reuse of query results, i.e., subqueries, is a
common demand during an analytical pipeline. For example,
in Fig. 9, farmyards may be resolved first and then filtered
within a specific area to execute the “finding nearest stations.”
Sextant uses different layers on the map to present associated
query results, but they cannot be combined to create advanced
SPARQL subqueries. Because Fuseki has provided loop and
cache mechanisms, we will explore a potential nonexpert
usability improvement to LinkedGeoClimate by implementing
the subqueries formulation for the purposes of reusing results.
A comprehensive usability evaluation is planned after the next
iteration of visualization tool development has been concluded.
The next iteration tool will overcome some limitations of the
initial Sextant-based tool when it comes to advanced geospatial
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analysis functionality that we envisage is required, such as
the aforementioned subqueries formulation. The assessment of
usability will encompass a hybrid approach, combining quanti-
tative methodologies such as the Post-Study System Usability
Questionnaire (PSSUQ) [59] with qualitative techniques such
as the Think-Aloud protocol [60]. The selection of participants
for this evaluation will be drawn from a user cohort comprising
prospective consumers of climate data, specifically encompass-
ing researchers affiliated with academic institutions and climate-
focused communities.

V. CONCLUSION AND FUTURE WORK

Geographical data is important to be used in climate studies
associated with various environmental sectors. Most sophisti-
cated climate data platforms, such as ECA&D, NOAA, Met Éire-
ann, encode geographical context in plain metadata which has
limited geographical coverage, and implement few geospatial
constraints (mainly based on administrative regions) for climate
data access. This article proposes LinkedGeoClimate which is
an interoperable RDF KGs platform providing climate access
within a geographical context. The metadata of climate datasets
is modeled with the extended CA ontology and is enriched
with the CORINE land cover and the EPA soil using SPARQL
federation. In addition, the CORINE land cover, the EPA soil
map, and OpenStreetMap data are provided as the interoperable
geographical context for climate data. The use of Fuseki pro-
vides the necessary semantics (e.g., GeoSPARQL) to manage
data integration and access in RDF KGs. Distinguishing from
other studies, we explore the correlated queries in Fuseki for
SPARQL federation and data access when geospatial constraints
are defined. Using correlated queries, users can better exploit
geospatial constraints, including complex ones such as “near-
est,” for interoperable climate data access. We also provide the
scalability measurements of correlated spatial SPARQL queries,
which demonstrate the efficacy improvement as a result of the
spatial index in PostGIS. These measures serve as a baseline for
informing the future architectural design of LinkedGeoClimate.
Finally, we illustrate the use of Sextant as the visualization
window of LinkedGeoClimate, which provides an interactive
way to navigate the geographical data in RDF KGs and add
spatial filters (bounding boxes) freely on the map.

In the future, we intend to address the current limitations
on data coverage and nonexpert usability. For data coverage,
we will explore an ideal solution to include gridded satellite
imagery for querying. In terms of nonexpert usability, we plan
to conduct additional research on relevant analytical pipelines
that consume climate data in order to identify the commonly
requested database operations. The results will be used to fi-
nalize the design and implement a dashboard to assist in the
formulation of complex geospatial operations for climate access.
In addition, upon the introduction of the new iteration, we shall
expand our performance assessments beyond mere scalability
considerations, encompassing a comprehensive evaluation of its
processing efficiency tailored to the climate domain audience,
including knowledge reasoning speed. In addition to implement-
ing a dashboard to enhance usability for nonexperts, there is a

current trend towards leveraging generative AI for translating
natural language queries into technical queries, such as SQL.
It is foreseeable that a solution will soon emerge to further
simplify the formulation of SPARQL queries by utilizing prompt
engineering, requiring only natural language input.
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