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Fuzzy EfficientDet: An Approach for Precise
Detection of Larch Infestation Severity in UAV

Imagery Under Dynamic Environmental Conditions
Shuo Yang , Jingbin Li , Yang Li , Jing Nie , Yujie Qiao , and Sezai Ercisli

Abstract—In this article, a novel deep learning framework, fuzzy
EfficientDet, is proposed to address the challenge of accurately de-
tecting larch infested by Coleophora laricella pests in UAV imagery,
where the key innovation is the incorporation of the fuzzy spatial
attention mechanism (FSAM), which can effectively deal with the
problem of model uncertainty due to the complexity of environmen-
tal transformations and image features. First, this study designs and
implements a global–local squeeze-and-excitation module, which
profoundly integrates global and local feature information, realizes
the dynamic adaptation of the importance of feature channels in
the EfficientNet, and thus improves the overall feature expression
efficiency of the network. Second, this study constructed a dense Bi-
FPN architecture, which adds a dense connection structure to the
original Bi-FPN to enhance the modeling accuracy for small targets
and long-range spatial dependencies. Finally, this study develops
the FSAM, which can effectively mitigate the unstable performance
of the EfficientDet in the face of image feature fluctuations triggered
by changes in lighting conditions and seasonal effects. Experiments
demonstrate that the proposed fuzzy EfficientDet model shows
superior performance compared to the traditional SSD, Faster R-
CNN, YOLO V5, and the unimproved EfficientDet target detection
method on the Swedish Forest Agency (2021) dataset, with its mAP
as high as 94.29%. This result demonstrates that fuzzy EfficientDet
provides an efficient and reliable solution when dealing with the
task of target detection in UAV images, especially in dealing with
environmental uncertainty and complex feature extraction.

Index Terms—Attention mechanism, efficientdet, fuzzy theory,
pest inspection, UAV image.

I. INTRODUCTION

COLEOPHORA laricella [1] belongs to the Lepidoptera
family, mainly distributed in Europe, America, Asia, the
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northern temperate zone, and the subboreal zone. The main
species of the host tree for the larch is one of the common larch
pests. Larvae feeding on larch leaf flesh, forest trees suffering
from pests can lead to foliage fading, tree weakness, serious
damage will cause a number of forest area large-scale deaths,
a yellow forest stand, seriously affecting the growth of forest
trees and ecological health [2]. Therefore, timely detection and
evaluation of Coleoptera laricella pests and diseases of larch are
of great practical significance.

There are mainly artificial ground surveys, low-altitude UAV
image detection, and remote sensing satellite monitoring meth-
ods for larch infestation detection. The artificial ground survey
requires researchers to go deep into the forest area to contact the
trees directly to observe and record the detailed pest situation at
close range with high accuracy. Still, its detection efficiency is
low, limited by the terrain and landscape, and the monitoring
cost is high for the large forest area. Remote sensing satel-
lite monitoring covers a wide range of areas and can realize
macromonitoring of ultra-large areas. Still, the resolution of
remote sensing satellites is relatively low, with limited ability
to identify the details of pests and diseases in a small range or
at the individual level, and is easily affected by cloud cover.
The acquired data have limitations in terms of timeliness and
continuity. In contrast, low-altitude UAV imagery can provide
rich near-surface microscopic information [3] and is not limited
by terrain complexity, which is one of the increasingly critical
intelligent tools in modern forestry [4].

With the continuous development of deep learning technol-
ogy, deep learning methods show some apparent advantages in
the fields of image detection [5], [6], [7], [8], image semantic
information processing [9], [10], [11], [12], and remote sensing
image processing [13], [14], [15], [16], so the forest pest de-
tection and assessment algorithms based on deep learning are
getting more and more attention from scholars.

Widely used target detection algorithms in computer vision
are mainly categorized into regression-based one-stage methods
and classification-based two-stage methods [17], [18], [19], [20].
The YOLO series [21] and SSD [22] are the most representa-
tive algorithms for one-stage methods. The most representative
algorithms for two-stage methods are the region-CNN series,
such as R-CNN [23], fast R-CNN [24], and faster R-CNN [25].
Compared to two-stage models that need to generate candidate
regions through RPN and subsequently refine classification and
localization, one-stage models can predict categories directly

© 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see
https://creativecommons.org/licenses/by-nc-nd/4.0/

https://orcid.org/0000-0002-3953-2923
https://orcid.org/0000-0003-4264-7024
https://orcid.org/0000-0002-4268-4004
https://orcid.org/0000-0002-3763-9559
https://orcid.org/0009-0001-2104-0621
https://orcid.org/0000-0001-5006-5687
mailto:20202309010@stu.shzu.edu.cn
mailto:lijingbin@shzu.edu.cn
mailto:liyang328@shzu.edu.cn
mailto:niejing19@shzu.edu.cn
mailto:20232009002@stu.shzu.edu.cn
mailto:sercisli@gmail.com


YANG et al.: FUZZY EFFICIENTDET: AN APPROACH FOR PRECISE DETECTION OF LARCH INFESTATION SEVERITY 8811

from images. Eliminates the candidate region generation and
subsequent processing stages, so one-stage algorithms have
faster inference speeds. Their end-to-end training approach is
more concise and efficient, which can reduce the consumption
of computational resources and model deployment complex-
ity [26]. Therefore, researchers usually choose one-stage algo-
rithms to perform the task of forest pest and disease detection.
Chen et al. [27] utilized a random sampling scheme com-
bined with UAV high-resolution images to improve YOLOv5
and enhance pine wilt detection accuracy. Liu et al. [28] pro-
posed a YOLOv7-KCC model for tree species classification
based on UAV RGB remote sensing images, which can effec-
tively classify windbreak forest species. Lv et al. [29] proposed
an improved YOLOv3 model combined with image enhance-
ment techniques to effectively detect crop pests in real agricul-
tural environments. Wu et al. [30] proposed a YOLOv3-based
target detection algorithm for pine wilt disease, realizing early
diagnosis of pine wilt disease in the field. Xue et al. [31]
incorporated self-attention and convolutional integration as well
as the convolutional block attention module into YOLOv5 and
proposed the YOLO-Tea model, which has an improvement
of 0.3% to 15.0% compared to YOLOv5. Yu et al. [32] pro-
posed a shallow weighted feature enhancement network based
on small target extension to detect pine wild diseased trees,
which has significant advantages in detecting pine wild dis-
eased trees, in response to the problem that the shallow feature
layer of existing detection algorithms has insufficient feature
extraction ability for small diseased trees. The above studies
have demonstrated the effectiveness of one-stage algorithms in
forest pest and disease detection, although such methods can
satisfy the need for rapid screening of pests and diseases in
large areas to a certain extent due to their fast response and
real-time performance, however, in the complex and changing
forest environments, these algorithms still need much improve-
ment in terms of detection accuracy, especially the ability to
recognize small targets and the efficiency of using information in
context.

EfficientDet [33], as an innovator of a two-stage detection
framework, combines the advantages of one-stage and two-stage
detection frameworks in its design principle and structural char-
acteristics, providing a new solution to overcome the above lim-
itations. Compared with the traditional YOLO and SSD models,
EfficientDet is favored by many scholars because of its inno-
vative FPN structure and multilevel feature fusion mechanism,
which optimizes the recognition performance of targets with
significant scale differences, and its excellent network structure
balances the speed and accuracy of detection well [10]. Jia et al.
[34] proposed a new marine life object detection model based
on EfficientDet to achieve fast and accurate detection of marine
life in complex marine environments. Li et al. [35] proposed
a multimodal EfficientDet with multiscale CapsNet to improve
the detection performance of the model in real-world scenes
with complex textures and occlusions. Zhu et al. [36] improved
the detection accuracy of olive fruit ripeness in the orchard
environment by reasonably embedding the CBAM module in
EfficientDet. Zhuang et al. [37] proposed an image recogni-
tion method based on the combination of EfficientDet and

generative adversarial network (GAN), which enabled the recog-
nition model to obtain higher recognition speed and recognition
accuracy in military object detection tasks. However, Efficient-
Det also has some limitations in performing the task of detection
and evaluation of Coleoptera laricella pests and diseases in
larch:

1) Due to the use of depthwise convolution in its backbone
network, EfficientNet reduces the number of parameters
in the model and improves the computational efficiency of
the model, but this will reduce a certain amount of feature
representation ability when dealing with UAV images of
larch Coleophora laricella infestation, the model is chal-
lenging to capture the complex texture details in the image,
which makes it difficult for the model to evaluate the
infestation level. In addition, depthwise convolution per-
forms 1-D convolution for each input channel separately
and independently, resulting in the loss of cross-channel
interaction information.

2) Larch UAV image scenes are more complex. Their detec-
tion and evaluation tasks require the target detection model
to have the ability to understand and deal with long-range
spatial dependencies, as well as the ability to understand
contextual information. In contrast, the spatial resolution
of the feature maps decreases as the layers in the Bi-FPN
increase in exchange for richer global contextual informa-
tion [38]. However, the low resolution of high-level feature
maps means that they are less able to capture fine details or
precise positional relationships between distant objects.

3) Larch UAV images in outdoor environments exhibit sig-
nificant visual differences due to factors such as seasonal
changes and diversity of lighting conditions, and these un-
certain feature variations pose a challenge to the detection
robustness of the EfficientDet model [39], which in turn
negatively affects its accuracy on the larch Coleophora
laricella pest detection task, leading to suboptimal model
performance.

The above shortcomings have inspired scholars to explore the
possibilities of utilizing fuzzy theory. Yang et al. [40] designed
a deep convolutional neural network incorporating a fuzzy at-
tention mechanism, effectively improving the medical image
segmentation accuracy. Nan et al. [41] proposed an airway seg-
mentation method, which enhances the continuity of the segmen-
tation utilizing a fuzzy attention neural network and a combined
loss function. Xiao et al. [42], in a real driving scenario, com-
bined fuzzy and attention mechanisms to deep neural networks to
create a fuzzy deep attention network (FDAN), which improves
the model’s performance in an uncertain environment. Chong et
al. [43] proposed a multiscale fuzzy bidomain attention network
by combining fuzzy pattern recognition methods and deep learn-
ing methods, which improved the model’s ability to distinguish
similar objects in urban remote sensing images. In summary,
fuzzy theory shows excellent potential in the field of computer
vision and image processing due to its natural advantages in
dealing with imprecise and ambiguous information as well as
multiscale feature fusion, and the theory can provide a good and
feasible idea for the detection of insect-infested larch under UAV
images.
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Fig. 1. Proposed fuzzy EfficientDet network architecture.

Given this, this study combines fuzzy theory and EfficientDet
to propose a larch Coleophora laricella pest detection and assess-
ment model called fuzzy EfficientDet. The main contributions
of this study are as follows:

1) To improve the feature representation capability of Effi-
cientNet as well as the problem of loss of cross-channel in-
teraction information in depthwise convolution, this study
combines the concept of global-local and proposes a new
squeeze-and excitation module (SE module) [44], called
global-local SE module, and implanted the module into
EfficientNet. The module first applies pooling operations
at different scales to the input feature maps. Then, the
SE module generates the weight coefficients of the global
and local features, which enhance the important features
at specific scales.

2) To improve EfficientDet’s modeling of long-range spatial
dependencies, this study reconfigures the original Bi-FPN
and introduces a densely connected version of the dense
Bi-FPN structure. This improvement allows the model to
more efficiently integrate contextual information and fully
exploit the subtle local features embedded in the highest
resolution layer, thus significantly improving the model’s
effectiveness in understanding and processing complex
spatial layouts.

3) To further improve the detection performance of the model
in the face of dynamic environmental changes such as sea-
sonal changes and light conditions, this study constructed
a fuzzy spatial attention mechanism (FSAM) based on
fuzzy logic and embedded it into the dense Bi-FPN to
build the dense fuzzy Bi-FPN structure. This design helps
the model to maintain higher detection robustness and
accuracy under uncertain environments, thus optimizing
the detection of Coleophora laricella infestation in larch.

II. METHOD

EfficientDet, as an efficient target detection scheme, faced
two main challenges when dealing with the task of detecting

and evaluating larch infestation by Coleophora laricella: first,
the images of larch forests captured by UAVs have highly
complex textural features; second, uncertainties such as seasonal
variations and differences in lighting conditions affect the detec-
tion accuracy. This study developed an improved model, fuzzy
EfficientDet (see Fig. 1), to address the above problems.

This study first innovatively integrates the global–local SE
module into EfficientNet to form the GL-EfficientNet architec-
ture, in order to improve the model’s deep representation of the
input features and recover the lack of cross-channel information
interactions caused by the depthwise convolution. The global–
local SE module aims to improve the detection of key features
through the combined weighting of global and local information.
Furthermore, this study proposes a novel feature fusion structure
called dense fuzzy Bi-FPN, which is initially designed to opti-
mize the detection performance of tiny targets and improve the
model’s adaptability and detection accuracy under diverse and
dynamic environmental conditions (e.g., seasonal shifts and light
variations), especially in the detection and assessment of larch
Coleophora laricella infestation showed significant robustness
and accuracy gains.

In the constructed detection process, the UAV images are
first extracted by multiscale feature extraction through GL-
EfficientNet. Then, the dense fuzzy Bi-FPN structure is used
to aggregate and refine these multiscale features. After that,
the model performs synchronous category classification and
bounding box localization regression operations. Finally, the
NMS algorithm is used to eliminate duplicate detection results
to ensure that only the best detection boxes are retained for each
target category output.

A. Global–Local SE Module

To achieve optimal model performance with limited comput-
ing resources, researchers typically use EfficientNet as the back-
bone network for EfficientDet [45], [46]. However, given the
inherently shallow properties of EfficientNet, the architecture
has limitations in capturing the global contextual information of
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Fig. 2. Structure of the: (a) SE module; (b) global–local SE module.

the feature map. Moreover, since the model employs depthwise
convolution to reduce the number of parameters and improve
computational efficiency, this convolutional operation loses a
certain amount of feature representation. Suppose the input
feature map size is H × W × C, where H and W denote the
height and width, respectively, and C represents the number of
channels. For each channel c, depthwise convolution performs a
convolution operation using a single-channel convolution kernel
Kc of size kw×kh to generate a new feature map Dc:

Dc =

kh−1∑
i=0

kw−1∑
j=0

Kc[i, j] ∗ Ic[i : i+H − 1, j : j +W − 1]

(1)
where Ic is the 2-D matrix of the input feature map at the
c channel, Kc is the corresponding convolution kernel, and ∗
denotes the convolution operation. Because each convolution
kernel focuses on only a single channel during deep convolution,
the information between different channels is not interacted with
during the process. This results in the loss of cross-channel
feature interaction information, reducing the ability of the model
to capture complex texture details within the image.

To improve the EfficientNet feature representation capability
as well as to ameliorate the problem of loss of cross-channel
interaction information in depthwise convolution, this study
adopts the concept of SE module as shown in Fig. 2(b). This
module recovers and optimizes the correlation and importance
allocation among feature channels, thus improving the quality
of feature representation. However, the standard SE module reg-
ulates channel attention mainly based on the statistical informa-
tion of global average pooling, ignoring the feature importance
changes within the local region. To address this limitation, this
study proposes a novel SE module called the global–local SE
module, combining the global–local concept, whose structure is
shown in Fig. 2(b).

The global–local SE module consists of two branches: the
global SE branch and the Local SE branch, which are connected
in parallel. The following describes the implementation details
and computation of the global–local SE module. Suppose the
input feature map isF ∈ RW×H×C , whereW ×H is the spatial
dimension size of the feature map and C is the number of feature
data channels.

Global SE branch: For the global SE branch, the original input
feature map F is directly fed into the standard SE module for
processing. In this process, a global average pooling operation
is first performed to obtain the global statistical information of
each channel, which is calculated as follows:

ZG = GAP(F ) (2)

where ZG denotes the output feature map after global average
pooling.

Then, the learning of channel attention weights is realized by
two fully connected (FC) layers and activation function, which
is calculated as follows:

SG = σ(W12(δ(W11(ZG)))). (3)

In (3), W11 and W12 denote the output feature maps after
two FC layers,δ represent the ReLU function, σ represent the
sigmoid function, and the above functions are used to generate
the normalized channel weight vector SG.

Applying these weights to the input feature map F yields the
output of the global SE branch:

OutputG = F � SG. (4)

Local SE branch: In the Local SE branch, to capture the
local spatial context information, the input feature map F is first
processed using a local average pooling operation, and to ensure
that the correlation between neighboring pixels can be preserved,
the pooling window size is set to 2 × 2 and the step size to 1:

ZL = LocalAvgPool2×2,stride=1(F ). (5)

Next, similar to the global SE branch, the local statistical
features ZL are input into the standard SE module to compute
the channel attention weight vector SL reflecting the local spatial
dependencies:

SL = σ(W22(δ(W21(ZL)))). (6)

Based on the local channel attention weights SL, the input
feature maps are adjusted accordingly

OutputL = F � SL. (7)

Finally, the feature maps adapted by the global and local
attention mechanisms are subjected to an element-by-element
summation operation to integrate attentional information at dif-
ferent spatial scales:

Outputfuse = OutputG + OutputL. (8)

B. GL-EfficientNet

In this study, the previously proposed global–local SE module
is integrated into the back-end of the MBConv module in Effi-
cientNet, and GL-EfficientNet is constructed to strengthen the
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TABLE I
GL-EFFICIENTNET PARAMETERS

Fig. 3. Structure of the GL-EfficientNet.

model’s ability to jointly model and express the spatial global
and local information of the complex visual features. The struc-
ture diagram of the GL-EfficientNet network and the various
layer parameters are shown in Table I and Fig. 3, respectively.

As shown in Table I and Fig. 3, in GL-EfficientNet, P1 to
P5 represent the output feature map layers after five stages
(stage1–stage5) of processing, respectively. A series of MBConv
and global–local SE modules gradually generate these feature
maps from the input images. P6 and P7 are the high-level feature
representations obtained by downsampling P5 successively and
then processing them again by the global–local SE module.

C. Dense Fuzzy Bi-FPN

Given that the UAV image acquisition process is subject to
significant changes in environmental factors such as seasonal
changes and lighting conditions [47], [48], resulting in high vari-
ability of color and morphological features of larch in different
environments, which makes it difficult for the model to identify
and detect larch infected by Coleophora laricella infestation.
To address this problem, this study combines fuzzy logic to
construct a FSAM, the structure of which is shown in Fig. 4.

The following illustrates the computational process of FSAM
using the input feature mapping X ∈ RW×H×K as an example.

Fig. 4. Structure of FSAM.

First, average and maximum pooling are computed for X to
obtain two new feature mappings, Zavg and Zmax, respectively:

Zavg =
1

WH

W∑
i=1

H∑
j=1

Xi,j,k (9)

Zmax = max
i∈[1,W ],j∈[1,H]

Xi,j,k. (10)

Then, Zavg and Zmax are used as input variables to the fuzzy
system, and a Sugeno fuzzy model [49], [50], [51] is applied to
determine their affiliation with predefined fuzzy sets. In FSAM,
four fuzzy sets are set in this study, which are light damage (A_l),
high damage (A_h), healthy (A_hl), and other trees (A_o). For
each pixel location (i, j) on the feature map, its corresponding
average pooling and maximum pooling eigenvalues (x, y) are
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Fig. 5. Structure of dense fuzzy Bi-FPN network.

used as fuzzy inputs, and the triangular membership function
in the Sugeno fuzzy model is applied to compute the degree of
affiliation on each fuzzy set:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

μAl(x, y) =
1

1+(x−cxl )
2+(y−cyl )

2

μAh(x, y) =
1

1+(x−cxh)
2+(y−cyh)

2

μAhl(x, y) =
1

1+(x−cxhl)
2+(y−cyhl)

2

μAo(x, y) =
1

1+(x−cxo)
2+(y−cyo)

2

(11)

where cxl , cyl , cxh, cyh, cxhl, c
y
hl, c

x
o , and cyo are the coordinates of

the center point of each fuzzy set.
Generate spatial attention fuzzy matrix A by combining the

affiliation of each fuzzy set:

Aij =
∑

m∈{l,h,hl,o}
wm · μAm(xi, yj) (12)

where wm denotes the weight factor for category m, reflecting
the relative importance of each category in the final attention
weighting.

Subsequently, a central average deblurring method was used
to convert the fuzzy attention matrix into a precise mapping of
attention weights:

AttMap
ij
=

∑
m∈{l,h,hl,o} wm · μAm

(xi, yj) · cm∑
m∈{l,h,hl,o} wm · μAm

(xi, yj)
(13)

where cm denotes the actual attentional intensity value
corresponding to category m.

Finally, the resulting precise attention weight mapping is
multiplied elementwise with the original feature map X to obtain
the FSAM-processed feature map Xatt :

Xatt = AttMap�X (14)

where Xatt will pay more attention to the features related to
specific pest and disease categories, thus improving the robust-
ness of the model for pest and disease detection under complex
environmental and lighting conditions.

In addition, for the model to fully incorporate contextual
information, this study constructs the dense Bi-FPN, which
aims to fuse multiscale contextual information more efficiently,
its structure is shown in Fig. 5. Different from the traditional
Bi-FPN limited to feature interactions between local layers,
the dense Bi-FPN constructs a global dense connection model,
ensuring that any layer’s output feature maps can deeply fuse
the detailed spatial information from the highest resolution input
feature maps. Specifically, the dense Bi-FPN first propagates the

input feature map with the highest resolution upward layer by
layer and performs the splicing operation with the output feature
maps of each layer, which breaks through the bottleneck of infor-
mation between a single layer and realizes the flow and sharing
of detailed information across layers. By realizing dense inter-
connection and multilevel fusion of feature maps, dense Bi-FPN
significantly improves the model’s detection performance of
multiscale targets, especially the accuracy of recognizing small
targets and the depth of contextual understanding in complex
scenes, thus demonstrating higher accuracy and robustness on
target detection tasks.

III. DATASETS AND EVALUATION METRICS

A. Datasets

The data used in this study were obtained from a public
dataset called “Swedish Forest Agency (2021)” [52]. The dataset
contains 840 high-resolution images collected by drone aerial
photography from five specific study areas in Sweden - Bebe-
hojd, Ekbacka, Jallasvag, Kampe, and Nordkap. Table II details
the quantitative statistics of each category in the dataset.

The Swedish Forest Agency (2021) dataset was carefully
categorized according to tree damage status into four main
categories: Light Damage Larches (labeled as Larch_LD), High
Damage Larches (labeled as Larch_HD), Healthy Larches (la-
beled Larch_other), and Other Trees (labeled Other_other),
and example images of trees in each category are shown in
Fig. 6. To efficiently develop and evaluate the model, the dataset
was partitioned into three subsets according to standard practice:
80% of the data were used for the training set to train the model
parameters, 10% of the data comprised the test set to evaluate
the model’s performance on unseen samples, and the other 10%
constituted the validation set, which was used to tune the model
hyperparameters as well as to monitor the model’s performance
during the training process to avoid overfitting.

B. Evaluation Metrics

To evaluate the experimental results, this study uses five core
evaluation metrics: Recall, Precision, F1-Score, AP, and mAP.
Among them, AP is a comprehensive measure of the detection
model’s localization and classification performance on specific
categories, mAP is used to reflect the average precision (AP)
performance of the model under each recall rate, while F1-Score
integrates precision and recall and effectively measures the
balance between precision and recall of the model. The above
evaluation metrics are calculated as follows:

Recall =
T

P

TP + FN
(15)

Pr ecision =
TP

TP + FP
(16)

F1− Score = 2× Pr ecision× Recall

Pr ecision+Recall
(17)

AP =

∫ 1

0

P (r) dr (18)
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TABLE II
SWEDISH FOREST AGENCY (2021) DATASET LABELING STATISTICS

Fig. 6. Swedish forest agency (2021) dataset example images of each type of data labeling. (a) Light damage larches. (b) High damage larches. (c) Healthy
larches. (d) Other trees.

mAP =
1

|C|
|C|∑
k=1

AP. (19)

In the above evaluation metric system, P(r) denotes the Pre-
cision value when the recall rate is r. TP (True Positives) refers
to the number of target instances successfully identified and
accurately located by the model, that is, the number of target
individuals predicted by the model as a certain category and
the actual situation is indeed in that category. In contrast, FP

(False Positives) measures the number of instances the model
misjudges as a certain category, expressed as the number of
objects that the model judges as a target category but do not
belong to that category. In addition, FN (False Negatives) is
defined as the number of instances missed or not accurately
identified by the model, that is, the number of targets that exist
and should be attributed to a certain category, but the model
fails to identify successfully. In the multicategory scenario, |C|
denotes the number of categories.

IV. EXPERIMENT

A. Experimental Setup

In this study, the convolutional neural network model was
built, trained, and validated on the Windows 10 operating system
platform using the Keras 2.2.5 deep learning framework. The
development environment uses the Python 3.6 programming
language. The experimental hardware configuration includes the
NVIDIA RTX 2080 Ti GPU, which takes full advantage of its
embedded CUDA computing architecture, and the integrated

CuDNN acceleration library to improve the parallel computing
efficiency of the model training phase. At the same time, the
Intel(R) Core(TM) i7-10700 model was selected as the CPU.
In the experimental phase, the sample images to be detected
were uniformly preprocessed to a resolution of 480 pixels× 480
pixels, and the number of training samples per batch was set to 2.
The initial learning rate was set to 0.01, and the cosine annealing
strategy was used to gradually adjust the learning rate. When
designing the network architecture, taking into account the need
to discriminate larch species with different degrees of erosion
and their nonlarch reference categories, in this study, the output
classification number of the network was set to NCLASSES = 4
in order to carefully evaluate the different damage levels of larch
and achieve effective discrimination from nonlarch samples.

To scientifically evaluate the performance of fuzzy Efficient-
Det, this study conducts detailed comparison experiments be-
tween it and the current mainstream methods in the field of
target detection, which include SSD, Faster R-CNN, YOLO
V5, and the original version of EfficientDet. The systematic
performance of multiple methods under the same conditions is
tested and analyzed to quantitatively and qualitatively evaluate
the performance advantages of fuzzy EfficientDet and its scope
of applicability in the target detection task.

B. Performance of Global–Local SE Module

To systematically explore the impact of the global–local SE
module on network performance and its effectiveness, this study
implements a controlled experiment. This experiment compares
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TABLE III
COMPARATIVE ANALYSIS OF THE IMPACT OF DIVERSE ATTENTION MECHANISMS ON THE PERFORMANCE METRICS OF EFFICIENTDET MODELS

the performance of EfficientDet with the global–local SE mod-
ule with that of the original EfficientDet model, which only
includes the basic SE module and the original EfficientDet
model without any SE module enhancement. The results of this
comparison experiment are shown in Table III.

From the analysis of the experimental data in Table III, it
can be seen that EfficientDet incorporating the global–local SE
module shows significant advantages in target detection perfor-
mance. Taking the lightly damaged larch as an example, the per-
formance metrics of the original EfficientDet model, including
mAP, recall, precision, F1 score, and category AP, were recorded
as 88.87%, 88.27%, 88.91%, 88.59%, and 90.03%, respectively,
with the respective values at the low end of the comparison
models. This is mainly attributed to the original EfficientDet
architecture, which utilized a lot of depthwise convolution. Al-
though this structure helps to reduce the model size and computa-
tional burden, it splits the cross-channel information interaction
process into two steps. It lacks the ability to directly integrate
multichannel information in channel-by-channel convolution,
which leads to a partial loss of cross-channel information in the
feature extraction process, limiting the model’s ability to extract
cross-channel information.

In contrast, the corresponding performance metrics of the
variant version of EfficientDet with the addition of the standard
SE module are improved to 89.73% (recall), 89.79% (precision),
89.48% (F1 score), and 90.96% (AP), which are significantly
better than the original model. This is because the SE module
enhances the channel interactions within the model by learn-
ing and adjusting the interchannel weights, thus improving the
overall feature representation.

After further introduction of the global–local SE module, the
experimental results show that its detection performance in the
light damage larches category reaches an optimal state with an
mAP of 91.37%, which is a 1.64% improvement compared to the
variant equipped with the SE module only. This is because the SE

module emphasizes the global significance while ignoring the
locally important features, while the global–local SE module
proposed in this study can better fuse the global and local fea-
tures extracted from the backbone network by introducing local
average pooling, thus improving the ability of the EfficientDet
model to detect insect-infested larch.

C. Performance of the Dense Fuzzy Bi-FPN

To deeply analyze the effectiveness of each innovative com-
ponent in the dense fuzzy Bi-FPN proposed in this study, the
ablation experiments in this study were designed by taking a
step-by-step approach to add the CBAM attention mechanism,
the FSAM attention mechanism, and the dense Bi-FPN struc-
ture to EfficientDet to clarify the specific contribution of each
component to the performance of the model.

The results of the ablation experiments are shown in Table IV.
By comparing the evaluation metrics under different combina-
tions, it is possible to intuitively assess the role of the CBAM,
the FSAM, and the dense Bi-FPN structure in improving the
target detection accuracy as well as the overall effectiveness of
the model.

The data in Table IV show that the detection performance
of the damaged larch model was significantly improved by
introducing the dense connection Bi-FPN structure. Taking the
light damage larches category as an example, after only incorpo-
rating the dense connection structure into the detection network,
the corresponding recall, precision, F1 score, and category AP
increased to 89.53%, 90.76%, 90.14%, and 92. 26%, which is
comparable to that of the original EfficientDet model by 1.26%,
1.85%, 1.55%, and 2.23%, respectively. It confirms that the
construction of dense connections in Bi-FPN can enrich the
model’s ability to capture contextual information and improve
its ability to handle long-range spatial dependencies.
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TABLE IV
EXPERIMENTAL EVALUATION OF ABLATION OF DENSE FUZZY BI-FPN

In addition, in order to systematically evaluate the perfor-
mance advantages of the FSAM proposed in this study on the
object detection task of larch Coleophora laricella insect pests,
the FSAM and the currently widely used comparative bench-
mark attention module (CBAM) were respectively embedded
into the basic EfficientDet model architecture. According to the
analytical data in Table IV, the EfficientDet variant embedded
in CBAM has outperformed the original EfficientDet network.
CBAM adjusts the weight distribution of the feature map by
jointly applying channel attention and spatial attention, strength-
ening the model’s attention to the salient areas of the input
image, which helps to mitigate the impact of visual differences
caused by seasonal changes and diversity of lighting conditions
on object detection accuracy.

Further, when FSAM is introduced, the experimental results
show that its performance is better than that of the EfficientDet
variant using CBAM, with a 2.14% improvement in mAP. Espe-
cially in the detection of light damage larchs, the indicators of
FSAM-EfficientDet exceed those of the CBAM variant. This
shows that the FSAM attention mechanism proposed in this
study makes use of the continuity property of Sugeno-type
fuzzy logic to dynamically allocate spatial attention according
to the continuous change of the image feature space. Compared
with the traditional discrete hard attention mechanism, FSAM
exhibits stronger adaptability and stability when dealing with
image feature perturbations caused by lighting changes and
seasonal changes.

After further discussion, after integrating the dense connec-
tion structure and FSAM in the EfficientDet, the model per-
formance reached the optimal state, and its indicators were
Recall 91.36%, Precision 92.64%, F1-Score 91.99%, and AP
93.23%, which were significantly improved compared with the
initial EfficientDet model. The experimental results verify that
the dense Bi-FPN structure combined with the FSAM attention
mechanism has a significant effect on improving the perfor-
mance of detection of larch tree species Coleophora laricella
pests, thereby enhancing the effectiveness and accuracy of the
entire detection network.

D. Fuzzy EfficientDet Performance

The experiments in this section integrate the global–local SE
module, the FSAM attention mechanism, and the dense Bi-FPN
to construct a target detection model, Fuzzy EfficientDet, for
detecting pests and diseases on larch images captured by UAVs.
Fig. 7 shows the detection examples of fuzzy EfficientDet for
larch with different degrees of damage under different lighting
conditions in practical applications, which fully demonstrate the
detection effect of the model in complex scenes.

Fig. 7(a) shows the detection of healthy larch under strong
direct sunlight, showing that the fuzzy EfficientDet model can
still accurately identify trees in extreme lighting environments.
In conventional lighting scenarios, as shown in Fig. 7(b) and (c),
the fuzzy EfficientDet model also performed well, successfully
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Fig. 7. Example of fuzzy EfficientDet’s detection of larch under diverse light conditions.

achieving accurate classification of all tree species in the picture.
Fig. 7(d) shows the detection ability of the fuzzy EfficientDet
model in the background of poor lighting conditions. It can be
observed that even in the case of low light, the model can still
accurately identify nonlarch “Other trees,” which once again
verifies the robustness and adaptability of the fuzzy EfficientDet
model under various lighting conditions, ensuring its ability to
stably and accurately detect targets in complex environmental
changes.

E. Performance Comparison of Different CNN Methods

To evaluate the performance advantages of the fuzzy Effi-
cientDet proposed in this study in the task of larch Coleophora
laricella pest detection and evaluation, a comparison experiment
was designed in this study, in which mainstream target detection
networks, such as SSD, Faster R-CNN, YOLO V5, and the
original EfficientDet, were selected as control models. The
above models and fuzzy EfficientDet are run under the same
experimental conditions in the comparison experiment. Table V
details all the data of the comparison experiments, including the
evaluation metrics of mAP, Recall, Precision, and F1-Score.

The experimental data in Table V show that compared to SSD,
Faster R-CNN, YOLO V5, and the original EfficientDet, the
proposed fuzzy EfficientDet shows a significant improvement in
all the primary evaluation metrics, especially in recall, precision,
F1 score, and AP. The improvement of fuzzy EfficientDet on
mAP is particularly outstanding, which is 5.37%, 1.76%, 3.82%,
and 4.42% compared to SSD, Faster R-CNN, YOLO V5, and the
original EfficientDet, respectively. This indicates that the fuzzy
EfficientDet proposed in this study can better perform the larch
Coleophora laricella pest detection and evaluation task.

V. DISCUSSION

The outstanding performance of fuzzy EfficientDet, an inno-
vative deep learning framework for the challenges of Coleophora
laricella larch pest detection in UAV images, stems from several

key design improvements. First, the model embeds the FSAM,
specifically designed to mitigate the problem of uncertainty in
image features due to environmental factors, lighting variations,
and seasonal differences, and helps the model capture targets
stably and accurately under complex conditions. Second, fuzzy
EfficientDet introduces the global–local SE module, which is
an advanced feature recalibration component that can adjust
the feature channel weights in the EfficientNet by simultane-
ously considering both global and local feature information,
thus enhancing the network’s ability to key feature recogni-
tion and expression capabilities. Furthermore, the model con-
structs a dense Bi-FPN structure, which improves tiny tar-
gets’ modeling accuracy and spatial dependencies by adding
a dense connection layer on top of the original Bi-FPN. It
solves the deficiencies of the traditional target detection network
in dealing with such problems. Therefore, the algorithm ex-
hibits unique advantages over one-stage and two-stage detection
methods.

For the one-stage detection method, fuzzy EfficientDet
can process complex environmental disturbances and lighting
changes in real time without increasing too much computational
cost, and significantly improve the positioning accuracy of po-
tential targets, especially when dealing with small targets. The
dense connection layer provided by the dense Bi-FPN structure
enhances the sensitivity to target scale changes and the ability
to fuse context information, thus improving the detection accu-
racy while ensuring speed. For two-stage detection methods,
such as Faster R-CNN and EfficientDet, fuzzy EfficientDet
further optimizes the feature extraction and selection process
with the help of the global–local SE module. This module can
dynamically adjust the feature channel weights according to the
global and local features at different levels, enabling the model
to target more accurately in both candidate region generation
and fine position regression phases. In addition, the FSAM
mechanism also plays an important role in the two-stage method,
reducing the impact of feature uncertainty on detection perfor-
mance, especially in the case of severe environmental changes or
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TABLE V
DETECTION OF INSECT-DAMAGED LARCH BY DIFFERENT MODELS

difficult to distinguish target details, improving the robustness
and generalization ability of the model.

In summary, whether it is in the one-stage direct prediction of
the fast response of the target bounding box, or in the complex
process of two-stage first roughly screening the candidate region
and then accurately locating the target, the fuzzy EfficientDet has
shown superior performance improvement through its unique
design, not only significantly surpassing similar algorithms in
key indicators such as mAP, but also achieving comprehensive
growth in multiple evaluation dimensions such as Recall, Preci-
sion, and F1-Score.

VI. CONCLUSION

Real time and accurate detection and assessment of larch pests
(Coleophora laricella) are of critical practical value for main-
taining the health and stability of forest ecosystems. This study
systematically sorted out the advantages and disadvantages of
existing larch pest detection methods. This study focused on
the challenges of larch pest detection using UAV imagery un-
der complex natural environment conditions. To address these
challenges, this study innovatively proposes the fuzzy Efficient-
Det model, which aims to improve the limitations of existing
target detection techniques in dealing with such complex prob-
lems. First, the model incorporates the global–local SE module
into the backbone network, which improves the problem of

cross-channel interaction information loss caused by depthwise
convolution in the backbone and thus significantly improves the
feature expression capability of the backbone network. Second,
this study introduces a dense connection structure in the Bi-FPN,
strengthening the connection between features at different levels
and significantly improving the model’s ability to parse and
model long-range spatial dependencies. Finally, the core innova-
tion of fuzzy EfficientDet lies in designing a FSAM, which has
more robust adaptability and stability in the face of image feature
perturbations caused by light changes and seasonal transitions.

This study explores the application of target detection algo-
rithms in the forestry field by designing and verifying the supe-
rior performance of the fuzzy EfficientDet model in the detection
and assessment of larch infestation. Considering the needs and
broad prospects of future practical applications, we shift our
focus to improving the generalization ability and universality of
the fuzzy EfficientDet model and plan to make the model capable
of more forestry target detection tasks, such as identifying
pests and diseases of different tree species, monitoring forest
health, etc., to broaden its practical value in the field of forestry
protection and management.
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