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A Simple and Reliable Method for Estimating
Building-Scale Height Based on Multisource Datasets
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Abstract—Building height dataset is crucial in urban studies,
holding significant importance in understanding the interactions
of human activities and the built-up environment. However, high-
resolution three-dimensional building datasets covering large areas
are limited. A rapid and accurate method for revealing fine-scale
urban morphology is required. In this study, we developed a
method for estimating building heights at the building scale. First,
we integrated multisource datasets (i.e., synthetic aperture radar,
optical, terrain, social-economic, and vector-based datasets) and
built the machine learning model for building height estimation.
Second, we applied the model to 11 cities in the U.S. and assessed its
performance. Our results were consistent with the reference data,
indicating that the effectiveness of our method is applicable [i.e., the
R’ was 0.82, and the root mean square error (RMSE) was 3.39 m].
The evaluated results in various cities, across different height in-
tervals, and within distinct regions also show the good agreement
with reference heights according to the correlation (R*: 0.51-0.86,
RMSE: 2.57-5.97 m in cities) and similar height distribution.
Moreover, our results also showed the superiority by comparing
with other height datasets at different scales. Finally, we mapped
the building-scale height to characterize the urban morphology.
These results demonstrate our proposed method’s usable accuracy
and the vast application potential in estimating building heights.
Our proposed method’s refined building height information can
significantly help socioeconomic and climatological urban studies.

Index Terms—Building height, high-resolution, multisource
datasets, urban morphology, urbanization.

I. INTRODUCTION

HREE-DIMENSIONAL (3-D) morphology of buildings
T significantly influenced socio-economic indicators during
the process of urbanization. A comprehensive and quantita-
tive understanding of buildings is instrumental in achieving
the United Nations” 2023 Sustainable Development Agenda,
particularly the objectives related to “Sustainable Cities and
Communities.” During the accelerated urbanization in the past
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two centuries, the vertical form of buildings has been rapidly
changed, reshaping the 3-D structure of cities [1], [2], [3], [4],
[5]. These changes are closely linked to issues such as urban
energy usage [6], [7], human activity intensity [8], [9], and
climate change [10], [11]. As the vertical dimension of building
structures, the acquisition of building height data plays a crucial
role in assessing the environmental impact of human activities,
facilitating urban planning and management, and realizing sus-
tainable development goals [12], [13].

Recently, remote sensing and geographic information systems
(GIS) have been widely used in building height estimation
studies. Three distinct types of data are used individually for
high-resolution building height estimation, including:

1) high-resolution optical images;

2) airborne light detection and ranging (LiDAR);

3) interferometric synthetic aperture radar (InSAR).

High-resolution optical imageries provide spatial information
of land surface. Through geometric analysis of the interactions
among the sun, buildings, and shadows in high-resolution im-
agery, we can obtain information related to building heights [13],
[14], [15], [16]. These high-resolution images provide detailed
spatial information, enabling estimation of building heights
at fine scales (i.e., <10 m). However, high-resolution optical
images are limited in estimating building heights in areas with
dense buildings [e.g., central business district (CBD)] where
shadows cover each other [17]. Alternatively, LIDAR shows the
potential to remit this issue. LIDAR can capture 3-D information
of objects through point clouds. By analyzing the points related
to building structures, it is possible to obtain building heights at
individual building scale since the point cloud directly provides
the coordinates of building roofs [18], [19], [20]. Although
this type of data is efficient, it is costly, time-consuming, and
labor-intensive in processing. Thus, the coverage of LiDAR is
still limited, remaining it difficult to estimate the building height
on a big scale. By contrast, InSAR can obtain 3-D information in
urban and rural areas [21], [22], [23]. InSAR measures changes
of the elevation on the ground surface by comparing the phase
of two or more synthetic aperture radar images collected at
different times. [24], [25], [26]. Li et al. [27] proposed an
indicator of backscatter intensity and estimated building height
in seven cities using the Sentinel-1 ground range detected data.
The results showed that the InSAR-recorded backscatter values
are strongly related to building height. However, this InSAR
index performs well in estimating building heights above 500 m,
with a decrease in accuracy at the scale of individual buildings
[28]. In addition, the radiation of InSAR includes all objects
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indiscriminately, resulting in irrelevant information (e.g., trees)
contained in the received data, which brings about a negative
impact on building height estimation. In addition, some stud-
ies combined these datasets together and got better estimated
heights using machine learning algorithm, indicating that the
synthetic use of multisources datasets can be taken into ac-
count to avoid the uncertainty [29], [30], [31], [32]. For exam-
ple, Frantz et al. [33] synthesized Sentinel-1 and multispectral
Sentinel-2 time series and estimated the building height using
random forest algorithm, increasing the accuracy compared to
single-dataset model. Additionally, this method is suitable for
estimating building heights at a finer scale, providing insights
into building-scale height estimation.

However, most of the derived building height datasets are
currently limited in terms of spatial resolution, especially lack-
ing methods for estimating heights of individual buildings at a
regional or national scale. The United States Geological Sur-
vey (USGS) released a national-scale building height map that
was collected using radar [34]. However, the dataset was at
a block scale with category information (ranging from “low”
to “very high”), making it challenging to reveal the upward
structure of buildings in fine-grained urban studies. Li et al.
[27] produced a 1 km building height map in Europe, the
United States (U.S.), and China using SAR (i.e., Sentinal-1) and
other optical remote sensing images (i.e., Landsat and MODIS).
However, the 1 km building height dataset is too coarse for urban
system studies. Similarly, Li et al. [28] estimated the building
height in major U.S. cities at a 500 m scale with the help of
Sentinel-1 Ground Range Detected data. However, these 500-m
grid-scale maps are still too coarse for urban studies due to the
complex landscape within the city. In addition to these global
building height results, some products have been developed to
characterize building heights at a more fine-grained resolution,
although these studies were mostly performed at small-regional
scale (e.g., city scale) [13], [35], [36], [37], [38]. Thus, it is
challenging to acquire data on a national or global scale, owing
to the considerable time required for both pre-processing and
model training. In addition, some studies have used machine
learning techniques to estimate building heights at high resolu-
tion [33], [39], which rely heavily on the detailed vector shape of
buildings.

To fill the research gap mentioned above, we propose a method
for mapping building-scale height based on multisource datasets
and evaluated the accuracy of our model. This study focusses on
the following objects.

1) Propose a simple and reliable building-scale height esti-

mation method based on machine learning and estimate
the building height of 11 cities in the U.S.

2) Integrate multisource features (SAR, optical, socio-
economical, terrain, and vector-based) and incorporate
statistical values of remote-sensing images to enhance
accuracy of building height estimation model.

3) Demonstrate the competitive applicability and effective-
ness of the model to cover large region by validation
in various cities, across different height intervals, within
distinct regions, and intercomparison with other existing
datasets.
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Fig. 1. Locations of 11 U.S. cities (a) and the enlarged view of (b) Seattle,
(c) Boulder, and (d) New York.

II. MATERIALS
A. Study Area

Intotal, 11 cities in the U.S. were selected to apply our model,
including seven big and four small cities. These cities include
some of the most densely populated megacities, such as New
York, Los Angeles, and Houston, as well as cities with small
population size, such as Portland and Newport News. Consider-
ing the heterogeneity of buildings, we chose cities widely located
in all regions of the U.S. (see Fig. 1), enabling us to validate the
feasibility of the height estimation model for the conterminous
U.S. With a diverse morphology (e.g., building height, area, and
the spatial patterns) of big cities (e.g., New York and Seattle)
and small cities, we can comprehensively validate the model’s
robustness and effectiveness under complex urban landscapes.

B. Datasets

1) Multisource Datasets for Model Training: We utilized a
diverse range of data sources to training building height es-
timation model in our study, including SAR, optical, terrain,
social-economical, and vector data.

We extract synthetic aperture radar (SAR) features from
Sentinel-1 and phased array type L-band synthetic aperture
radar (PALSAR) images. Sentinel-1 is equipped with a C-band
SAR, designed to provide high-quality radar imaging data for
monitoring Earth’s surface changes. This satellite provides two
types of images [i.e., ground range detected (GRD) and single
look complex (SLC)] at high resolution (i.e., 10 m) [40]. We used
the backscatter coefficient with dual polarization (V.V. and V.H.)
from GRD images to capture the structural and electromagnetic
properties of urban elements [41]. We also used PALSAR as the
auxiliary SAR features. PARSAR employs radar signals in the
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TABLE I
FEATURES WITH MULTIPLE SOURCES USED IN OUR STUDY
Category Datasets Feature Resolution  Provider Link
name
Sentinel-2 B2.B3 European
(band2. band3. o 10m Uniow/ESA/Coper  https://earth.esa.int/
B4,B8 .
band4. band8) nicus
Optical data Earth Observation
Group, Payne https://payneinstitute.
Nighttime light  light rad 463.83m Institute for Public P> /P2y )
N mines.edu/
Policy. Colorado
School of Mines
. R European
. Sentinel-1 (VV, VV, VH 10m Union/ESA/Coper  https://earth.esa.int/
Synthetic VH) 5
nicus
aperture radar
data PALSAR (HH. N N https://www.eorc.jax
5
HV) HH, HV 25m JAXA EORC ajp/ALOS/
DEM 30m NASA/USGS/JPL-  https://cmr.earthdata.
Caltech nasa.gov/
Terrain data dem, dsm,
ndsm” JAXA Earth htps://: I
DSM 30m Observation a p/SAL‘:)‘;? -eorejax
Research Center P
Population . . 5 - https://www.worldpo
data WorldPop population  92.77m WorldPop poorg/
.:relad .of single Area /
utlding https://wiki.openstree
Vector- . tmap.org/wiki/Micro
derived data Perimeter of Microsoft soft_Building_Footpr
. - Length / .
single building < int_Data

*ndsm is calculated by DSM-DEM

L-band frequency range to capture high-resolution images (i.e.,
25 m) of the Earth’s surface.

Sentinel-2 provides the spectral features as the inputs of the
model. Sentinel-2 is a pivotal Earth observation program under
the ESA’s Copernicus initiative. It equipped with the multi
spectral instrument (MSI), which can capture data across 13
spectral bands, including visible light (e.g., blue, green, and red),
near-infrared, red-edge, and shortwave infrared. We selected
Bands 2, 3, 4, and 8 at 10-m resolution. These bands provide
valuable information related to impervious surface characteris-
tics, as they capture data in the visible and near-infrared spectra
[42].

We utilized the NASA topography mission elevation data
and the advanced land observing satellite digital surface model
(DSM) to enrich our comprehension of terrain elevation and
surface conditions.

In addition to these primary satellite datasets, we incorporated
various auxiliary datasets into our modeling approach, including
WorldPop Global Project Population Data and Visible Infrared
Imaging Radiometer Suite day/night datasets. These social-
economical datasets are associated with building morphology.

We also calculated two key geometric indicators to capture
geometric features that have proven effective in building height
estimation [39]. The area and premiers of buildings were com-
puted as predictor variables.

The utilization of these diverse datasets allowed us to con-
struct a comprehensive model to estimate building heights.
Further details on the features sourced can be found in Table I.

2) Reference Height Data and Building Footprints: We col-
lected the building footprint datasets of 11 cities from Mi-
crosoft Building Footprints. The US Microsoft Building Foot-
print dataset is an open dataset provided by Microsoft in 2018,
aiming to offer geographic information about building outlines
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Fig. 2. Microsoft building height samples in the conterminous U.S.
TABLE II
BUILDING HEIGHT DATA FORM GIS GOVERNMENT PORTAL
City Datasets Link
Boulder Buildings in Boulder, Wyoming
Pasadena Buildings in Pasadena, California
Portland Buildings in Portland, Oregon
Jefferson Buildings in Jefferson County, Jefferson  1ttps:/hub.arcgis.com
Newport T e
News Buildings in Newport News, Virginia
Sauk

Buildings in Sauk, Wisconsin

and spatial locations across the United States [43]. The deep neu-
ral network model and polygonization methods were employed
for extracting building boundaries. The footprints achieved an
accuracy of 98.5% precision and 92.4% recall, providing precise
building boundaries for height estimation.

The reference building height were collected from Microsoft
and GIS government portals of cities. While releasing building
footprints, Microsoft also provided partial building height data
in 44 states (see Fig. 2). However, these height datasets primarily
focus on urban centers with high-rise buildings and do not
encompass entire cities and rural areas. For example, 2% of
buildings in New York State were released with height infor-
mation. To balance the sample representation of smaller cities,
we also collected height dataset from through GIS government
portals in some cities (see Table II).

III. METHODOLOGY

This study proposed a multisource feature fusion method to
estimated building height of 11 US cities at fine-scale (i.e.,
building scale) and assessed the accuracy and applicability of
the model through various validation methods (see Fig. 3). First,
we extracted the statistical features of multi-source remote sens-
ing datasets and calculated the geometry features of buildings.
Second, we trained the model using random forest regression
model. We evaluated the synthetic use of multisource data and
the effectiveness of statistical values in building height model.
Also, we evaluated the model accuracy in in various cities, across
different height intervals, and within distinct regions. Third, we
mapped the building-scale height in 11 cities and compared the
accuracy of our estimated building height with other existing
height products.
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Fig. 3. Overall framework.

A. Feature Preparation and Preprocessing

We used SAR, optical, socio-economical, terrain, and vector-
based features for model training. We filtered the high-quality
images and calculated the statistical values of the images before
training the model.

We constructed a multisource dataset to reflect building
properties. Firstly, we utilized the VV and VH polarization
bands of SAR (i.e., Sentinel-1), as the backscatter coefficient
reflects the reflection and scattering information of buildings
[44]. Second, we integrated visible light bands (blue, green,
red) and near-infrared bands of Sentinel-2 as input features.
Visible light provides information on building boundaries and
textures, while the near-infrared band can reflect the thermal
radiation capability of materials, which is related to building
height [17]. In addition, we utilized terrain features to reflect
surface undulations. Especially, difference of DSM and DEM
can reflect the heights of surface objects [45]. Furthermore, we
included building area and perimeter, as morphological features
of buildings are related to height according to fractal theory
[46]. In addition, we inducted population and nighttime light
data as auxiliary data, as these datasets reflect land use intensity
in relation to buildings [47]. Finally, 93 features were used in
our height estimation model.

To ensure the quality of input features, we filtered out images
in which the percentage of clouds was above 20% and calculated
the mean value of all the images in 2020. All images were
resampled to 10-m resolution for feature extraction.

To fully use the information of images, we calculated the
statistic values (i.e., mean values, mean value, standard devi-
ation, and quantiles (i.e., 5%, 25%, 50%, 75%, and 95%) of
the raster pixels intersecting with building polygon vectors as
the remote-sensing features. Subsequently, we integrated the
statistical values and vector features of each building as the inde-
pendent features to characterize different dimensions of building
attributes, providing a more comprehensive information related
to building heights.

B. Model Training and Validation

We used the random forest regression to develop the building
height estimation model. We used stratified sampling to strategy
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to extract training and testing samples, covering all U.S. states.
Within each state, we conducted stratified sampling at predefined
intervals. The number of training samples at each interval was
adjusted to correspond the height distribution in studies by Esch
et al. [48] and Li et al. [27], ensuring that the sample height
distribution closely resembled the nationwide distribution.

We conducted a sensitivity analysis of input sample sizes for
the model. We employed a ten-fold cross-validation strategy and
selected the most suitable model for height estimation in this
study, considering both the model’s efficiency and accuracy.
We used ordinary least squares regression to evaluate model
performance and quantified the height uncertainty using the
coefficient of determination (R?) (1) and the root mean square
error (RMSE) (2). We also plotted the distribution of height
values to assess the height precision in the comparison across
different height intervals and within different regions (i.e., in
CBDs and low-rise areas)

pro - oV (He = He®
(n—2)37_ 1 (Hei — Hy, )"
n L N2
RMSE = \/ Liz1 (Hn ) : )

C. Building-Scale Height Mapping

We mapped the building height of 11 U.S. cities based on the
height estimation model. We compared our height datasets with
those of other existing datasets. The building-scale height map
was aggregated to different scales (i.e., 1 km, and block scales)
(3) for comparison with Google Earth Pro building height,
building height in Li et al. [27], and building height provided
by USGS, respectively

XA
where H; and A; represent the height and area of individual

buildings, respectively, while > " A; denotes the total area of all
buildings within the statistical area (i.e., 1 km grid and block).

BH 3)

IV. RESULTS
A. Synthetic Use of Multisource Data

A synergistic model with multisource data input, including
radar, optical, terrain, socioeconomic, and vector features, is
better than a single feature-based model for predicting building
height. To quantitatively understand the role of different cate-
gories of remote sensing data in height model, we compared
the accuracy of seven models trained with different categories
of features. The results show that radar-only and optical-only
models can estimate building height at R*> of 0.56 and 0.63,
respectively [see Fig. 4(a) and (b)], indicating that radar and
optical features can reflect considerable vertical information
[33], [48]. Terrain-only model can get good results, with an
R? of 0.62, similar to the results estimated by the model using
optical features only [see Fig. 4(c)]. The nDSM feature (cal-
culated by DSM-DEM) characterizes the height of objects on
the Earth’s surface by calculating the differences between the
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DSM and DEM, providing significant building vertical infor-
mation. However, it is worth noting that synthetic models can
obtain more accurate estimated height results. The synergistic
model using radar and optical datasets is more accurate than
single-dataset models using radar-only or optical-only features
[see Fig. 4(d)]. Furthermore, the model synthetically using radar,
optical, and terrain datasets can estimate height with R? of 0.77
[see Fig. 4(e)]. Socioeconomic datasets, including population
and nighttime-light features, slightly improved the accuracy of
the model [see Fig. 4(f)]. In addition, geometric features can
effectively increase the accuracy of the height estimation model
[see Fig. 4(g)] by providing information related to building
forms.

By further calculating the model’s feature contributions, we
quantified the impacts of different categories of features (see
Fig. 5). We further calculated the Gini index of features to
quantified contributions of different categories of datasets. The
Gini index of each feature represents its ability to ensure the
purity of the divided datasets in classification and regression
trees, which is the base learner in the random forest model [49].
Terrain and radar features contributed significantly (61%) to
the model’s accuracy according to the calculated Gini feature
importance. These two features provide vertical information
about surface objects. In the terrain category, the difference
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between the DSM and DEM distinctly depicted the height of
objects relative to the land surface, contributing the most to
the model, followed by the SAR images. SAR images provide
interferometric stripes containing the topographic information
of target regions, reflecting the height of buildings [50]. The
high resolution of the Sentinel-1 datasets (i.e., 10 m) was also
effective for building scale estimations. Vector-derived features
are also critical variables for estimating building height. Notably,
the two vector-derived features (i.e., area and perimeter) are both
in the top five in the feature importance ranking. The geometric
attributes of buildings tend to maintain specific ratios to ensure
functionality (e.g., to acquire natural light-penetrating buildings)
[51], indicating the relationship between other geometric fea-
tures and building heights. In addition to these categories, optical
and socioeconomic features provide information for estimating
the building height. Optical images contain information re-
garding ground objects, whereas socioeconomic features reflect
the built-up environment and anthropogenic activities that are
crucial for building height estimation.

B. Effectiveness of Statistical Values in Building Height
Models

The difference of RMSE between models with and without
quantiles indicated that using quantiles as input features im-
proved the accuracy of model, especially for high-rise buildings
(see Fig. 6). We respectively calculated the RMSEs for models
using solely the mean values and other statistical values (i.e.,
standard deviation, 5%, 25%, 50%, 75%, and 95% quantiles)
of the raster within building boundaries as the input features.
These calculations of RMSEs were performed on the test dataset
within various height intervals (i.e., <10 m, 10-20 m, 20-30 m,
30-50 m, 50-100 m, >100 m). The results indicate that quantiles
exhibit a relatively minor influence on accuracy enhancement
when estimating low-rise buildings. For instance, when esti-
mating heights less than 10 m, the inclusion of quantiles only
results in an improvement of RMSE by approximately 0.01 m.
However, as estimating higher buildings, the impact of quantiles
on accuracy becomes increasingly significant. The utilization of
quantiles can lead to a reduction in RMSE by approximately
3 m (comparable to the height of a single-story building) when
estimating buildings with height range of 30-50 m. Further-
more, these quantiles enhanced accuracy by approximately 6
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TABLE III
BUILDING HEIGHT VALIDATION ON 10% LEFT SAMPLES

City R? RMSE(m)
New York 0.86 4.13
Philadelphia 0.85 5.97
San Francisco 0.83 3.65
Houston 0.62 4.40
Seattle 0.79 331
Denver 0.77 2.85
Jacksonville 0.51 3.11
Portland 0.62 2.57
Louisville 0.61 3.11
Boulder 0.61 3.16
Newport News 0.56 4.37
All 11 cities 0.88 4.32

and 7 m in estimating buildings with height of 50-100 m and
>100 m, respectively. The comparative results demonstrate the
utility of the quantiles as input features in height estimation
model.

C. Validation of the Estimated Building Height

To evaluate the model’s accuracy and its robustness across
different urban scenarios and spatial contexts, we evaluated
the model accuracy in various cities, across different height
intervals, and within distinct regions (i.e., CBDs and low-rise
building dominated areas). Details of the model spatial transfer-
ability can be found in Section V-B.

1) Performance in Cities: Overall, the model can reasonably
estimate building heights in both big and small cities, demon-
strating the model application in cities with different sizes. The
R? between estimated and referred building heights is 0.88, and
the RMSE is 4.32 m (i.e., around the height of one story of
3 m) (see Table III) in total 11 cities. In big cities, the estimated
heights agree with the reference heights. The R? of big cities is
close to 1 (e.g., 0.83 in San Francisco, 0.85 in New York, and
0.79 in Seattle), with RMSEs of approximately 3 m. However,
although R? in New York reached 0.85, the RMSE was relatively
large (9.97 m), which was caused by the underestimation of
skyscrapers in the Manhattan region (i.e., the central area of New
York City). In small cities, the reference heights were consistent
with the predicted heights. The R? in small cities reached around
0.6, and the height uncertainty (i.e., RMSE) ranged from 2.57
to 4.37 m, which is usually lower than that for one story.

2) Performance on Different Height Intervals: The fre-
quency distributions of the estimated and reference heights
were in good agreement in all height intervals in all 11 cities,
suggesting good model performance in estimating both high-
rise and low-rise buildings (see Fig. 7). The line of the mean
estimated heights in all height classes (with an interval of
1 m) of the reference heights was close to the one-to-one
line [see Fig. 7(a)]. However, for high-rise buildings (above
30 m), the estimated heights fluctuated violently, indicating an
increase in the uncertainty of predicting the height of high-rise
buildings. The line has a small bump at height intervals of
less than 10 m, indicating a slight overestimation of low-rise
buildings.

8307

2 36
Height (m) Height (m)

o1z oos
R
Zoos Zo \ Zous|
§ A H
Zoost T\ | Zoof Forof |\
W & / \ & \ £
g d oo} \ oart [\ ot 1\
’ (@ / Mh’ Houston _[€) New York J (@ dacksonvile
3 d e s o me O w6 w e %0 % ® womo B0 %% uw e
Referenced Height (m) Height (m) Height (m) Height (m)
o o o . o
N : bon iH, =1527 H 5:
o1z H =1828 oosf P H=1723 o1z jrpts o1z 1382
Zo v Zoos n Toos
3 / H i H
A Footl Goos| |} §oos
g3\ | f \
o \ oot [ oot /1 oml
\oremseona| | | \qsunrrnee J I\ wsee N moome
. E R T I ] LI T TR % a 05— -
azs -

2%
Height (m)

i H =700

N \
Toxst [
g |
oot {1
= H

I
aosf 11 nsv/%\
H i) Newport News i
:\ v 000l—L.
e w w u

Height (m)

Frequency

H o)
N

) o

i\ ) Bouider

() Louisville

i

I LI T
Height (m) Height (m) Height (m)

Fig. 7. Height frequency of estimated building heights and reference building
heights. (a) Average estimated heights in reference height intervals (in 1-m
increments). Dash lines are drawn where there is no reference value. (b-1)
Height distributions in cities. The blue lines represent the frequency of reference
heights. The yellow lines represent the estimated heights. H,- is the mean height
of reference buildings. H,, is the mean value of the predicted height.

The distribution of estimated heights and reference heights
were well matched in each big and small cities [see
Fig. 7(b)-(1)], suggesting the applicability in both high-rise
and low-rise dominated cities. As for the big cities with more
high-rise buildings, their mean building height ranged from 13
to 15 m. The mean difference between the two datasets for these
cities was approximately 0.6 m. In particular, the building in
New York City was notably higher than other cities, with a mean
height of 32.14 m. The difference between the estimated and
reference height in New York was 0.01 m, demonstrating that
our model is applicable to such cities dominated by high-rise
buildings. Besides, in small cities with the mean height about
5—-8 m, the mean difference between estimated and the reference
heights was about 1 m (e.g., the difference was only 0.24 m in
Louisville.). The results showed that the model also achieves
relatively accurate results in areas dominated by low-rise
buildings.

3) Model Performance in CBD and Low-Rise Areas: Our
dataset showed the consistency with the reference height in
both CBDs and low-rise areas, confirming that our model can
provided heights in dense high-rise building scenarios and sparse
low-rise building scenarios. We plotted the distribution of build-
ings in these two regions separately, and compared them with
reference height and results in Li et al. [27]. We distinguished
the buildings in the 5 km x 5 km extent centered on the CBDs
[28], and the remaining were regarded as located in the low-rise
building dominated areas. The number of buildings at all height
intervals (i.e., 5 m) of our estimated height datasets was close to
that of the reference height datasets in the CBDs [see Fig. 8(a)].
The mean difference between our estimated heights and the
reference heights was approximately 0.3 m in the CBDs, which
outperforms the results of Li et al. [27] (approximately 8 m). For
buildings in low-rise building-dominated areas, our estimated
height performed better than the results of Li et al. [27] [see
Fig. 8(b)]. The mean difference between our height datasets
and the reference height was approximately 2 m in low-rise
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Fig. 9.

Map of building height in example cities.

building-dominated areas, which is closer to the reference height
datasets.

D. Three-Dimensional Morphology Within the Cities

The underlying urban surface showed a distinct roughness
owing to variations in building heights according to our building-
scale height results (see Fig. 9). The height of buildings in large
cities and small cities show different height patterns. The average
height of buildings in big cities was higher than that of buildings
in small cities. For instance, in big cities, the average building
height usually exceeds 10 m, whereas, in small cities, the average
building height is generally less than 10 m. In addition, the height
of the buildings decreased from the city center to the surround-
ing fringe areas within the cities. Generally, tall buildings are
located in the core areas of cities (e.g., CBDs), whereas low-rise
buildings are dominant on the fringes of cities.

V. DISCUSSION
A. Cross-Validation With Other Existing Height Datasets

1) Validation at the Building Scale: The results for both big
and small cities showed relatively high agreement regarding
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Fig. 10.  Scatter plots between measured height on Google Earth and estimated
heights in (a) seven big cities and individual (b-h) big and (i-1) small cities.

accuracy compared to the manually measured heights from
Google Earth Pro. We measured the height of 50 buildings in
each city with the help of 3D ruler tool in Google Earth Pro.
The total R? was 0.70, and the total RMSE was 17.50 m, with
the test samples randomly selected from the entire city [see
Fig. 10(a)]. The model characterized the building heights in
big cities with an R? of approximately 0.70 [see Fig. 10(b)-
(h)]. The heights of buildings in big cities ranged from low to
high, increasing the uncertainty of the estimated heights. We
found that buildings below 50 m in height could be accurately
estimated. The results may be underestimated or overestimated
when building heights exceed 50 m. The model also accurately
estimated building heights in small cities [see Fig. 10(1)—(1)].
The R? of small cities was approximately 0.85, and the RMSEs
of small cities were approximately 6 m. In small cities, building
heights were mostly concentrated at approximately 10 m (e.g.,
Newport News, Louisville, and Boulder), above which a slight
overestimation was observed. Notably, buildings that could be
measured on Google Earth were located mainly in the city center,
where high-rise buildings with larger height values are domi-
nant; therefore, the RMSEs were relatively larger, especially in
big cities.

2) Validation at 1-km Resolution: The spatial patterns of our
estimated and reference heights demonstrate the spatial consis-
tency of the two datasets at a resolution of 1 km (see Fig. 11).
The reference building height was collected and aggregated from
Microsoft buildings with height in their attributes. The height
result in Li et al. [27] was estimated at 1 km-scale using Earth
observation datasets with random forest algorithm. Compared
with the heights in Li et al. [27], our estimated results are similar
to the reference height in terms of the spatial patterns of building
heights in most representative cities. Our results can accurately
depict high-rise buildings within cities [e.g., Manhattan in New
York, see Fig. 11(a) and the CBD in Houston, see Fig. 11(b)],
where high-rise building-dominated areas are primarily under-
estimated. For low-rise buildings, slight overestimations exist
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in both our results and the height in Li et al. [27], although
it is worth noting that the overestimation is more noticeable
in Li et al. [27]. In addition, our results accurately depict the
height from the CBDs to the surrounding areas in big and small
cities, showing noticeable spatial heterogeneity across cities. For
example, in Seattle, high-rise and low-rise building regions were
similar to those in the reference heights [see Fig. 11(c)].

3) Validation at Block Scale: Our estimated results are con-
sistent with the USGS product [34] for different height cate-
gories, suggesting the high accuracy of our predicted heights.
The USGS building height dataset was acquired from the Na-
tional Aeronautics and Space Administration (NASA) Shuttle
Radar Topography Mission. It provides a qualitative description
of building height within each block in the US, including cate-
gories of “Low (primarily 1—2 story buildings),” “Low-medium
(primarily 2-3 floor buildings),” “Medium (primarily 3—4 story
buildings),” “Medium-high (primarily 3-5 story buildings),”
“High (primarily 4-9 story buildings),” “Very high (buildings
average 10 stories or higher).” We plotted the USGS categories
for all blocks within 11 cities, assuming that the height of each
story is 3 m [52], and compared USGS height to estimated
heights.

Most of our estimated height results were in the corresponding
height ranges identified by the USGS categories, especially in
medium, medium-high, and high (see Fig. 12). However, some
uncertainties existed in the low and very high categories. Our
estimated heights are higher than those of the USGS products in
the Low category. In addition, underestimations existed in the
very high category. Notably, uncertainty was also observed in
the low and very high categories in the comparison between the
reference and USGS heights.

B. Spatial Transferability for National-Scale Mapping

Spatial transferability reflects the ability of models that train
on a certain region and applied to a new region. The method
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proposed in this research has the potential for estimating building
heights in different regions in large scale.

We ensure model transferability by combining synthetic fea-
tures and a stratified sampling approach. First, we enhance
spatial transferability by incorporating diverse feature cate-
gories, such as nDSM (DSM-DEM), building area, and building
perimeter, directly reflecting building structure. These features
significantly contribute to building height estimation (see Fig. 5).
Second, we employ stratified sampling within each state to cover
a wide range of height distributions, including samples from
urban centers to rural areas. Our strategies efficiently capture
spatial patterns and sample diversity, enhancing accuracy in
supervised learning. Our approach offers a robust way to acquire
training and testing data features, ensuring reliable accuracy.

In Section IV, we compared our estimated heights within
different cities, height intervals, and urban scenarios (CBDs
and low-rise areas). Our method’s transferability is evident
according to the results. First, estimated heights across cities of
various sizes and patterns showed the consistency with reference
height (i.e., R*: 0.51-0.86, RMSE: 2.57-5.97 m). For a megacity
like New York with approximately 800 skyscrapers, our method
can also achieve an R? of 0.86. Second, estimated heights within
height intervals closely matched reference data, showcasing our
model’s ability for high and low buildings across the U.S. Third,
our model provided reliable height estimates across diverse
cityscapes. In CBDs with high building density, our method
achieves consistent results with reference data while traditional
shadow-based methods often yield uncertain height estimates. It
also performed well in sparser, low-rise buildings (e.g., buildings
in city edges or rural areas).

To assess the applicability of our method for height estimation
in urban areas with different building density levels, we cal-
culated the model accuracy in different building density zones
within the cities. We chose New York, Houston, and San Fran-
cisco for this experiment because buildings in these developed
cities are more concentrated where shadows and layovers are
more likely to introduce biases in estimation results. First, we
converted building polygons into points and calculated the den-
sity for each building. Second, we categorized building densities
into four levels according to quantiles; for example, building
density in the 0.75-1.00 quantile range represents buildings in
the areas with the highest building density. We calculated the
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TABLE IV
BUILDING HEIGHT VALIDATION ON 10% LEFT SAMPLES IN OTHER FIVE CITIES

City States R? RMSE(m)
Baltimore MD 0.78 3.71
Tempa FL 0.62 4.40
Columbus GA 0.58 2.89
New Orleans LA 0.78 5.30
Syracuse LA 0.79 3.31

R? and relative error (i.e., the proportionate difference between
predicted value and the corresponding actual value) for buildings
within each density quantile range (see Fig. 13). The results
showed that in high-density areas, the R? is relatively low (0.65);
however, the accuracy of the relative error is comparatively
good (0.18). This indicates that although the accuracy in the
high-density area is lower than that in other areas, because
the influence of shade and layover, the overall estimation is
acceptable. This may because that our multisource feature fusion
method can complement and correct errors present in different
data sources. For example, SAR data can compensate for the
missing spectral information in optical data shadows and correct
the errors caused by shadows [53]. At the same time, the night
light data and population data we choose are not affected by
the shadow, and can also mitigate the impact of the shadow and
layover [54].

To further evaluate the transferability and the applicability to
use for continental scale building height mapping, we tested the
accuracy in five other cities in U.S. (see Table IV). Baltimore,
Tempa, and New Orleans are relatively larger, with population of
about 590000, 399700, and 383 000, respectively. And Colum-
bus and Syracuse are relatively small, with population of about
196500 and 142 000. The estimated heights are consistent with
the reference height in these cities. The R? of these cities ranges
from 0.58 to 0.80, with a highest R? reached 0.79 in Syracuse,
Louisiana. And the RMSEs All cities have RMSE below 5.3 m,
which is also relatively small.

VI. CONCLUSION

This study proposes a method for mapping building-scale
heights over continental or regional areas. By incorporating
multisource remote sensing features and calculating statistical
values of features, our model can effectively estimate the heights
of buildings. The model R? achieved 0.82 and an RMSE of
3.39 m when training with multi-source datasets (i.e., SAR,
optical, terrain, social-economical, vector-based datasets). We
also found the effectiveness of statistical values in building

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

height estimating. especially for the higher buildings (i.e., the
RMSE decreases by 3-8 m when estimating buildings that
exceed 30 m). Our estimated heights are consistent with the
reference height showed by the evaluation of model accuracy
in in various cities, across different height intervals, and within
distinct regions (i.e., CBDs and low-rise building dominated
areas). The R? was approximately 0.80 and 0.60 in big and small
cities, respectively.

We mapped the 3-D map of the 11 U.S. cities using our
height estimating model and found a distinct roughness of the
underlying surface. The mapping results also showed the supe-
riority of our dataset comparing to datasets from Google Earth
Pro, height in [27], and USGS height. Our estimated heights
showed consistency (i.e., R > 0.70 in big and small cities) with
the heights manually measured from Google Earth Pro in the
building-scale comparison. Regarding the 1 km scale validation,
the estimated height better depicted the spatial pattern and was
closer to the reference dataset than to the heights predicted by
Li et al. [27]. And most of our estimated height results were
within the corresponding height range identified by the USGS
categories.

Our method can be used to acquire regional or global building
height datasets, improving the fineness and the spatial extent of
the three-dimensional urban morphology estimation. The results
exhibited our method’s satisfactory and accuracy of our method,
indicating that the method based on multisource datasets has
great potentials for building-scale height mapping at large scale.
The method proposed in this study can build a global height
estimation model. Especially, the method is useful for estimating
building heights in nations with limited building-scale height
datasets.

With the help of 3-D building information, we can further
understand the complex interactions among urban form, climate,
and human activities [55], [56], [57]. Using building height
datasets, the upward and outward growth of cities can be de-
picted, providing a deeper understanding of the urbanization
process. We can also analyze the relationship between urban
morphology and local climate by calculating urban canopy
parameters using height datasets [58], [59], [60], [61]. In ad-
dition, we can analyze anthropogenic activities and improve the
accuracy of estimating socioeconomic factors (e.g., population,
carbon emissions, and energy use) with the help of building
height datasets [62], [63], [64], [65], [66].

REFERENCES

[1] J. Gao and B. C. O’Neill, “Mapping global urban land for the
21st century with data-driven simulations and shared socioeconomic
pathways,” Nature Commun., vol. 11, no. 1, pp.2302-2302, 2020,
doi: 10.1038/s41467-020-15788-7.

[2] X. Liu et al., “High-spatiotemporal-resolution mapping of global ur-
ban change from 1985 to 2015, Nature Sustainability, vol. 3, no. 7,
pp. 564-570, 2020, doi: 10.1038/s41893-020-0521-x.

[3] Y. Chen, X. Li, X. Liu, and B. Ai, “Modeling urban land-use dynamics in
a fast developing city using the modified logistic cellular automaton with
a patch-based simulation strategy,” Int. J. Geographical Inf. Sci., vol. 28,
no. 2, pp. 234-255, 2014, doi: 10.1080/13658816.2013.831868.

[4] X. Liu et al., “A future land use simulation model (FLUS) for
simulating multiple land use scenarios by coupling human and nat-
ural effects,” Landscape Urban Plan., vol. 168, pp.94-116, 2017,
doi: 10.1016/j.landurbplan.2017.09.019.


https://dx.doi.org/10.1038/s41467-020-15788-7
https://dx.doi.org/10.1038/s41893-020-0521-x
https://dx.doi.org/10.1080/13658816.2013.831868
https://dx.doi.org/10.1016/j.landurbplan.2017.09.019

CHE et al.: SIMPLE AND RELIABLE METHOD FOR ESTIMATING BUILDING-SCALE HEIGHT BASED ON MULTISOURCE DATASETS

[5]

[6]

[7]

[8]

[9]

[10]

(1]

[12]

[13]

[14]

[15]

[16]

(17]

[18]

[19]

[20]

[21]

[22]

(23]

[24]

G. Chen et al., “Global projections of future urban land expansion under
shared socioeconomic pathways,” Nature Commun., vol. 11, no. 1, 2020,
Art. no. 537, doi: 10.1038/s41467-020-14386-x.

C. Wang, M. Ferrando, F. Causone, X. Jin, X. Zhou, and
X. Shi, “Data acquisition for urban building energy modeling:
A review,” Building Environ., vol. 217, 2022, Art. no. 109056,
doi: 10.1016/j.buildenv.2022.109056.

X. Xu, J. Ou, P. Liu, X. Liu, and H. Zhang, “Investigating the im-
pacts of three-dimensional spatial structures on CO2 emissions at the
urban scale,” Sci. Total Environ., vol. 762, 2020, Art. no. 143096,
doi: 10.1016/j.scitotenv.2020.143096.

X. Zhao, Y. Zhou, W. Chen, X. Li, X. Li, and D. Li, “Mapping hourly pop-
ulation dynamics using remotely sensed and geospatial data: A case study
in Beijing, China,” GIScience Remote Sens., vol. 58, no. 5, pp. 717-732,
2021, doi: 10.1080/15481603.2021.1935128.

S. Shang, S. Du, S. Du, and S. Zhu, “Estimating building-scale population
using multi-source spatial data,” Cities, vol. 111, 2021, Art. no. 103002,
doi: 10.1016/j.cities.2020.103002.

L. Shao, W. Liao, P. Li, M. Luo, X. Xiong, and X. Liu, “Drivers of
global surface urban heat islands: Surface property, climate background,
and 2D/3D urban morphologies,” Building Environ., vol. 242, 2023,
Art. no. 110581, doi: 10.1016/j.buildenv.2023.110581.

Y. Sun, N. Zhang, S. Miao, F. Kong, Y. Zhang, and N. Li, “Urban
morphological parameters of the main cities in China and their application
in the WRF model,” J. Adv. Model. Earth Syst., vol. 13, no. 8, 2021,
Art. no. €2020MS002382, doi: 10.1029/2020MS002382.

Y. Zhou et al., “Satellite mapping of urban built-up heights reveals
extreme infrastructure gaps and inequalities in the Global South,”
Proc. Nat. Acad. Sci., vol. 119, no. 46, 2022, Art. no. €2214813119,
doi: 10.1073/pnas.2214813119.

Y. Cao and X. Huang, “A deep learning method for building height
estimation using high-resolution multi-view imagery over urban areas:
A case study of 42 Chinese cities,” Remote Sens. Environ., vol. 264, 2021,
Art. no. 112590, doi: 10.1016/j.rse.2021.112590.

G. Liasis and S. Stavrou, “Satellite images analysis for shadow detection
and building height estimation,” ISPRS J. Photogrammetry Remote Sens.,
vol. 119, pp. 437-450, 2016, doi: 10.1016/j.isprsjprs.2016.07.006.

X. Zhou and S. W. Myint, “Shadow pattern-enhanced building height
extraction using very-high-resolution image,” IEEE J. Sel. Topics Appl.
Earth Observ. Remote Sens., vol. 16, pp. 180-190, 2023, doi: 10.1109/JS-
TARS.2022.3221146.

Y. Zhou, T. Wei, X. Zhu, and M. Collin, “A parcel-based deep-learning
classification to map local climate zones from Sentinel-2 images,” IEEE
J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 14, pp. 4194-4204,
2021, doi: 10.1109/JSTARS.2021.3071577.

G. Sun et al., “Combinational shadow index for building shadow
extraction in urban areas from Sentinel-2A MSI imagery,” Int.
J. Appl. Earth Observation Geoinf., vol. 78, pp.53-65, 2019,
doi: 10.1016/J.JAG.2019.01.012.

Y. Huang, L. Zhuo, H. Tao, Q. Shi, and K. Liu, “A novel building type clas-
sification scheme based on integrated LiDAR and high-resolution images,”
Remote Sens., vol. 9, no. 7, 2017, Art. no. 679, doi: 10.3390/rs9070679.
J. Lao et al., “Retrieving building height in urban areas using ICESat-2
photon-counting LiDAR data,” Int. J. Appl. Earth Observation Geoinf.,
vol. 104, 2021, Art. no. 102596, doi: 10.1016/j.jag.2021.102596.

S. K. Das, P. P. Joshi, R. S. Kokitkar, U. V. M. Krishna, H. A. Tanti,
and A. C. Phadake, “Detection and validation of cloud top height from
scanning Ka-band radar measurements using digital image processing
technique,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 14,
pp. 1848-1856, 2021, doi: 10.1109/JSTARS.2020.3042868.

M. Chini, R. Pelich, L. Pulvirenti, N. Pierdicca, R. Hostache, and P.
Matgen, “Sentinel-1 InSAR coherence to detect floodwater in urban areas:
Houston and hurricane harvey as a test case,” Remote Sens., vol. 11, no. 2,
2019, Art. no. 107, doi: 10.3390/rs11020107.

Y. Sun, Y. Hua, L. Mou, and X. X. Zhu, “CG-Net: Conditional GIS-aware
network for individual building segmentation in VHR SAR images,”
IEEE Trans. Geosci. Remote Sens., vol. 60, 2022, Art. no. 5201215,
doi: 10.1109/TGRS.2020.3043089.

X.X.Zhuetal., “Deep learning meets SAR: Concepts, models, pitfalls, and
perspectives,” IEEE Geosci. Remote Sens. Mag.,vol.9,no. 4, pp. 143-172,
Dec. 2021.

Y. Morishita, M. Lazecky, T. J. Wright, J. R. Weiss, J. R. Elliott, and A.
Hooper, “LiICSBAS: An open-source InSAR time series analysis package
integrated with the LICSAR automated Sentinel-1 InSAR processor,”
Remote Sens., vol. 12, no. 3, 2020, Art. no. 424, doi: 10.3390/rs12030424.

[25]

[26]

[27]

(28]

[29]

[30]

[31]

[32]

(33]

(34]

(35]

[36]

(37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

8311

F. Sica, F. Calvanese, G. Scarpa, and P. Rizzoli, “A CNN-based
coherence-driven approach for InSAR phase unwrapping,” IEEE
Geosci. Remote Sens. Lett., vol. 19, 2022, Art. no. 4003705,
doi: 10.1109/LGRS.2020.3029565.

B. Zhu, Y. Wang, and H. Yu, “An algorithm measuring urban build-
ing heights by combining the PS-InSAR technique and two-stage pro-
gramming approach framework,” IEEE J. Sel. Topics Appl. Earth Ob-
serv. Remote Sens., vol. 16, pp.7624-7635, 2023, doi: 10.1109/JS-
TARS.2023.3305890.

M. Li, E. Koks, H. Taubenbock, and J. van Vliet, “Continental-scale
mapping and analysis of 3D building structure,” Remote Sens. Environ.,
vol. 245, 2020, Art. no. 111859, doi: 10.1016/j.rse.2020.111859.

X.Li, Y. Zhou, P. Gong, K. C. Seto, and N. Clinton, “Developing a method
to estimate building height from Sentinel-1 data,” Remote Sens. Environ.,
vol. 240, 2020, Art. no. 111705, doi: 10.1016/j.rse.2020.111705.

B. Tu, Q. Ren, J. Li, Z. Cao, Y. Chen, and A. Plaza, “NCGLF2: Net-
work combining global and local features for fusion of multisource
remote sensing data,” Inf. Fusion, vol. 104, 2024, Art. no. 102192,
doi: 10.1016/j.inffus.2023.102192.

C. Yang and S. Zhao, “A building height dataset across China in 2017
estimated by the spatially-informed approach,” Sci. Data, vol. 9, no. 1,
2022, Art. no. 76, doi: 10.1038/s41597-022-01192-x.

X. Ma et al., “Mapping fine-scale building heights in urban agglomer-
ation with spaceborne LiDAR,” Remote Sens. Environ., vol. 285, 2023,
Art. no. 113392, doi: 10.1016/j.rse.2022.113392.

B. Tu, Z. Wang, H. Ouyang, X. Yang, J. Li, and A. Plaza, “Hy-
perspectral anomaly detection using the spectral-spatial graph,” IEEE
Trans. Geosci. Remote Sens., vol. 60, 2022, Art. no. 5542814,
doi: 10.1109/TGRS.2022.3217329.

D. Frantz et al., “National-scale mapping of building height using Sentinel-
1 and Sentinel-2 time series,” Remote Sens. Environ., vol. 252, 2021,
Art. no. 112128, doi: 10.1016/j.rse.2020.112128.

J. A. Falcone, “U.S. national categorical mapping of building heights
by block group From Shuttle Radar Topography Mission Data: U.S.
Geological Survey Data,” 2016, doi: 10.5066/F7W09416.

C.-J. Liu, V. A. Krylov, P. Kane, G. Kavanagh, and R. Dahyot,
“IM2ELEVATION: Building height estimation from single-view aerial
imagery,” Remote Sens., vol. 12, no. 17, 2020, Art. no. 2719,
doi: 10.3390/rs12172719.

C. Ren, M. Cai, X. Li, Y. Shi, and L. See, “Developing a rapid
method for 3-dimensional urban morphology extraction using open-
source data,” Sustain. Cities Soc., vol. 53, 2020, Art. no. 101962,
doi: 10.1016/j.5¢5.2019.101962.

D. Yu, S. Ji, J. Liu, and S. Wei, “Automatic 3D building recon-
struction from multi-view aerial images with deep learning,” IS-
PRS J. Photogrammetry Remote Sens., vol. 171, pp. 155-170, 2021,
doi: 10.1016/j.isprsjprs.2020.11.011.

B. Tu, W. He, Q. Li, Y. Peng, and A. Plaza, “A new context-aware
framework for defending against adversarial attacks in hyperspectral
image classification,” IEEE Trans. Geosci. Remote Sens., vol. 61, 2023,
Art. no. 5505114, doi: 10.1109/TGRS.2023.3250450.

J. Arehart, F. Pomponi, B. D’ Amico, and W. Srubar [ii, “A new estimate
of building floor space in North America,” Environ. Sci. Technol., vol. 55,
pp. 5161-5170, 2021, doi: 10.1021/acs.est.0c05081.

A. F. Sandhini Putri, W. Widyatmanti, and D. A. Umarhadi, “Sentinel-1
and Sentinel-2 data fusion to distinguish building damage level of the 2018
Lombok Earthquake,” Remote Sens. Appl., Soc. Environ., vol. 26, 2022,
Art. no. 100724, doi: 10.1016/j.rsase.2022.100724.

K. Koppel, K. Zalite, K. Voormansik, and T. Jagdhuber, “Sensitivity of
Sentinel-1 backscatter to characteristics of buildings,” Int. J. Remote Sens.,
vol. 38, pp. 6298-6318, 2017, doi: 10.1080/01431161.2017.1353160.

F. Yuan and M. E. Bauer, “Comparison of impervious surface area and
normalized difference vegetation index as indicators of surface urban heat
island effects in Landsat imagery,” Remote Sens. Environ., vol. 106, no. 3,
pp. 375-386, 2007, doi: 10.1016/j.rse.2006.09.003.

Microsoft, “US building footprints,” 2018. [Online]. Available:
https://tiles.arcgis.com/tiles/P3ePLMY s2RV ChkJx/arcgis/rest/services/
Microsoft_Building_Footprints/VectorTileServer

B. Osmanoglu, F. Sunar, S. Wdowinski, and E. Cabral-Cano,
“Time series analysis of InSAR data: Methods and trends,” IS-
PRS J. Photogrammetry Remote Sens., vol. 115, pp.90-102, 2016,
doi: 10.1016/j.isprsjprs.2015.10.003.

H. Huang et al, “Estimating building height in China from
ALOS AW3D30,” ISPRS J. Photogrammetry Remote Sens., vol. 185,
pp. 146-157, 2022, doi: 10.1016/j.isprsjprs.2022.01.022.


https://dx.doi.org/10.1038/s41467-020-14386-x
https://dx.doi.org/10.1016/j.buildenv.2022.109056
https://dx.doi.org/10.1016/j.scitotenv.2020.143096
https://dx.doi.org/10.1080/15481603.2021.1935128
https://dx.doi.org/10.1016/j.cities.2020.103002
https://dx.doi.org/10.1016/j.buildenv.2023.110581
https://dx.doi.org/10.1029/2020MS002382
https://dx.doi.org/10.1073/pnas.2214813119
https://dx.doi.org/10.1016/j.rse.2021.112590
https://dx.doi.org/10.1016/j.isprsjprs.2016.07.006
https://dx.doi.org/10.1109/JSTARS.2022.3221146
https://dx.doi.org/10.1109/JSTARS.2022.3221146
https://dx.doi.org/10.1109/JSTARS.2021.3071577
https://dx.doi.org/10.1016/J.JAG.2019.01.012
https://dx.doi.org/10.3390/rs9070679
https://dx.doi.org/10.1016/j.jag.2021.102596
https://dx.doi.org/10.1109/JSTARS.2020.3042868
https://dx.doi.org/10.3390/rs11020107
https://dx.doi.org/10.1109/TGRS.2020.3043089
https://dx.doi.org/10.3390/rs12030424
https://dx.doi.org/10.1109/LGRS.2020.3029565
https://dx.doi.org/10.1109/JSTARS.2023.3305890
https://dx.doi.org/10.1109/JSTARS.2023.3305890
https://dx.doi.org/10.1016/j.rse.2020.111859
https://dx.doi.org/10.1016/j.rse.2020.111705
https://dx.doi.org/10.1016/j.inffus.2023.102192
https://dx.doi.org/10.1038/s41597-022-01192-x
https://dx.doi.org/10.1016/j.rse.2022.113392
https://dx.doi.org/10.1109/TGRS.2022.3217329
https://dx.doi.org/10.1016/j.rse.2020.112128
https://dx.doi.org/10.5066/F7W09416
https://dx.doi.org/10.3390/rs12172719
https://dx.doi.org/10.1016/j.scs.2019.101962
https://dx.doi.org/10.1016/j.isprsjprs.2020.11.011
https://dx.doi.org/10.1109/TGRS.2023.3250450
https://dx.doi.org/10.1021/acs.est.0c05081
https://dx.doi.org/10.1016/j.rsase.2022.100724
https://dx.doi.org/10.1080/01431161.2017.1353160
https://dx.doi.org/10.1016/j.rse.2006.09.003
https://tiles.arcgis.com/tiles/P3ePLMYs2RVChkJx/arcgis/rest/services/Microsoft_Building_Footprints/VectorTileServer
https://tiles.arcgis.com/tiles/P3ePLMYs2RVChkJx/arcgis/rest/services/Microsoft_Building_Footprints/VectorTileServer
https://dx.doi.org/10.1016/j.isprsjprs.2015.10.003
https://dx.doi.org/10.1016/j.isprsjprs.2022.01.022

8312

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

[57]

[58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

X. Wu, J. Ou, Y. Wen, X. Liu, J. He, and J. Zhang, “Developing a data-
fusing method for mapping fine-scale urban three-dimensional building
structure,” Sustain. Cities Soc., vol. 80, May 2022, Art. no. 103716.

G. Yu, Z. Xie, L. Xuecao, Y. Wang, J. Huang, and X. Yao, “The potential of
3-D building height data to characterize socioeconomic activities: A case
study from 38 cities in China,” Remote Sens., vol. 14,2022, Art. no. 2087..
T. Esch et al., “World settlement footprint 3D-A first three-dimensional
survey of the global building stock,” Remote Sens. Environ., vol. 270,2022,
Art. no. 112877, doi: 10.1016/j.rse.2021.112877.

L. Breiman, J. Friedman, R. Olshen, and C. Stone, Classification and
Regression Trees. London, U.K.: Chapman & Hall, 1984.

R. Guida, A. Iodice, and D. Riccio, “Height retrieval of isolated buildings
from single high-resolution SAR images,” IEEE Trans. Geosci. Remote
Sens., vol. 48, no. 7, pp. 2967-2979, Jul. 2010.

M. Batty, R. Carvalho, A. Hudson-Smith, R. Milton, D. Smith, and
P. Steadman, “Scaling and allometry in the building geometries of
Greater London,” Eur. Phys. J. B, vol. 63, no. 3, pp. 303-314, 2008,
doi: 10.1140/epjb/e2008-00251-5.

T. Leichtle, T. Lakes, X. X. Zhu, and H. Taubenbock, “Has Dongy-
ing developed to a ghost city? - Evidence from multi-temporal pop-
ulation estimation based on VHR remote sensing and census counts,”
Comput., Environ. Urban Syst., vol. 78, 2019, Art. no. 101372,
doi: 10.1016/j.compenvurbsys.2019.101372.

G. Sun, J. Cheng, A. Zhang, X. Jia, Y. Yao, and Z. Jiao, “Hierarchical fusion
of optical and dual-polarized SAR on impervious surface mapping at city
scale,” ISPRS J. Photogrammetry Remote Sens., vol. 184, pp. 264-278,
2022, doi: 10.1016/j.isprsjprs.2021.12.008.

X. Chen, X. Jia, and M. Pickering, “A nighttime lights adjusted imper-
vious surface index (NAISI) with integration of landsat imagery and
nighttime lights data from international space station,” Int. J. Appl.
Earth Observation Geoinformation, vol. 83, 2019, Art. no. 101889,
doi: 10.1016/j.jag.2019.05.022.

J. Gao et al., “Dilution effect of the building area on energy intensity
in urban residential buildings,” Nature Commun., vol. 10, no. 1, 2019,
Art. no. 4944, doi: 10.1038/s41467-019-12852-9.

X. Liu et al., “Global urban expansion offsets climate-driven increases
in terrestrial net primary productivity,” Nature Commun., vol. 10, no. 1,
2019, Art. no. 5558, doi: 10.1038/s41467-019-13462-1.

X.X.Zhu et al., “So2Sat LCZ42: A benchmark data set for the classifica-
tion of global local climate zones [Software and data sets],” IEEE Geosci.
Remote Sens. Mag., vol. 8, no. 3, pp. 76-89, Sep. 2020.

H. Li, F. Yuan, L. Shen, Y. Liu, Z. Zheng, and X. Zhou, “Improving
the WRF/urban modeling system in China by developing a national
urban dataset,” Geosci. Front., vol. 13, no. 4, 2022, Art. no. 101385,
doi: 10.1016/J.GSF.2022.101385.

M. Yu, X. Chen, J. Yang, and S. Miao, “A new perspective
on evaluating high-resolution urban climate simulation with urban
canopy parameters,” Urban Climate, vol. 38, 2021, Art. no. 100919,
doi: 10.1016/j.uclim.2021.100919.

Z. Jandaghian and U. Berardi, “Comparing urban canopy mod-
els for microclimate simulations in weather research and forecast-
ing models,” Sustain. Cities Soc., vol. 55, 2020, Art. no. 102025,
doi: 10.1016/j.s¢s.2020.102025.

J. Zhang, Z. Li, and D. Hu, “Effects of urban morphology on thermal com-
fort at the micro-scale,” Sustain. Cities Soc., vol. 86,2022, Art. no. 104150,
doi: 10.1016/j.s¢s.2022.104150.

M. Ferrando, F. Causone, T. Hong, and Y. Chen, “Urban building energy
modeling (UBEM) tools: A state-of-the-art review of bottom-up physics-
based approaches,” Sustain. Cities Soc., vol. 62, 2020, Art. no. 102408,
doi: 10.1016/j.s¢s.2020.102408.

M. K. Hossain and Q. Meng, “A fine-scale spatial analytics of the
assessment and mapping of buildings and population at different risk
levels of urban flood,” Land Use Policy, vol. 99, 2020, Art. no. 104829,
doi: 10.1016/j.landusepol.2020.104829.

S. Shang, S. Du, S. Du, and S. Zhu, “Estimating building-scale population
using multi-source spatial data,” Cities, vol. 111, 2021, Art. no. 103002,
doi: 10.1016/j.cities.2020.103002.

Y. Zheng, J. Ou, G. Chen, X. Wu, and X. Liu, “Mapping building-based
spatiotemporal distributions of carbon dioxide emission: A case study
in England,” Int. J. Environ. Res. Public Health, vol. 19, no. 10, 2022,
Art. no. 5986, doi: 10.3390/ijerph19105986.

[66] B. Giineralp et al., “Global scenarios of urban density and its impacts on

building energy use through 2050,” Proc. Nat. Acad. Sci., vol. 114, no. 34,
pp. 8945-8950, 2017, doi: 10.1073/pnas.1606035114.

Yangzi Che received the B.S. degree in geographic
information science from Sun Yat-sen University,
Guangzhou, China, in 2021.

Her research interests include remote sensing, ur-
ban spatial analysis, and machine learning, especially
machine learning to estimate building height.

Xuecao Li received the B.Sc. degree in geographic
information science from Sun Yat-sen University,
Guangzhou, China, in 2012, and the Ph.D. degree in
ecology from Tsinghua University, Beijing, China,
2016.

He is currently a Professor with the College of
Land Science and Technology, China Agricultural
University, Beijing. He has authored more than 90 ar-
ticles in international journals. His research interests
include land use/cover change and modeling, global
environmental change, and sustainable development.

Qian Shi (Senior Member, IEEE) received the B.S.
degree in sciences and techniques of remote sens-
ing from Wuhan University, Wuhan, China, in 2010,
and the Ph.D. degree in photogrammetry and remote
sensing from the State Key Laboratory of Informa-
tion Engineering in Surveying, Mapping and Remote
Sensing, Wuhan University, in 2015.

She is an Associate Professor with the School of
Geography and Planning, Sun Yat-sen University,
Guangzhou, China. Her research interests include
remote sensing image classification, including deep

learning, active learning, and transfer learning.

Xiaoping Liu (Member, IEEE) received the B.S.
degree in geography and the Ph.D. degree in remote
sensing and geographical information sciences from
Sun Yat-sen University, Guangzhou, China, in 2002
and 2008, respectively.

He is a Professor with the School of Geography and
Planning, Sun Yat-sen University. He has authored 2
books and more than 100 articles. His research inter-
ests include image processing, artificial intelligence,
and geographical simulation.


https://dx.doi.org/10.1016/j.rse.2021.112877
https://dx.doi.org/10.1140/epjb/e2008-00251-5
https://dx.doi.org/10.1016/j.compenvurbsys.2019.101372
https://dx.doi.org/10.1016/j.isprsjprs.2021.12.008
https://dx.doi.org/10.1016/j.jag.2019.05.022
https://dx.doi.org/10.1038/s41467-019-12852-9
https://dx.doi.org/10.1038/s41467-019-13462-1
https://dx.doi.org/10.1016/J.GSF.2022.101385
https://dx.doi.org/10.1016/j.uclim.2021.100919
https://dx.doi.org/10.1016/j.scs.2020.102025
https://dx.doi.org/10.1016/j.scs.2022.104150
https://dx.doi.org/10.1016/j.scs.2020.102408
https://dx.doi.org/10.1016/j.landusepol.2020.104829
https://dx.doi.org/10.1016/j.cities.2020.103002
https://dx.doi.org/10.3390/ijerph19105986
https://dx.doi.org/10.1073/pnas.1606035114


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


