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Two-Level Feature Fusion Network for Remote
Sensing Image Change Detection

Mingyao Feng ", Ruifan Zhang

Abstract—With the advancement of satellite technology, the ap-
plication space of change detection (CD) in remote sensing images is
continuously expanding. However, the development of satellite re-
mote sensing technology is still ongoing, and limited resolution and
complex ground object information remain significant challenges in
the field of CD. Recent CD networks generally utilize multifeature
fusion to make full use of detailed information at different scales.
However, most networks have limited capabilities in handling
large-scale feature maps, leading to an impact on the effectiveness
in detecting detailed information. In this article, we propose a
two-level feature fusion CD network that enhances the semantic
information contained in large-scale difference feature through a
combination of convolutional neural network and transformer-
based feature fusion structures. Leveraging a simple backbone
network (ResNet-18) to extract dual-temporal feature maps, our
model achieves better performance to mainstream state-of-the-art
networks. On the LEVIR-CD, WHU-CD, and SYSU-CD datasets,
we obtain F1 scores of 92.03%/92.73%/83.25 %, intersection over
union of 85.24%/86.45%/71.31%, and Kappa coefficient (x) of
91.61%/92.45%1/78.26 %, respectively.

Index Terms—Change detection (CD), dilated convolution,
feature fusion, remote sensing image, semantic information.

1. INTRODUCTION

HANGE detection (CD) based on remote sensing technol-
C ogy is the process of utilizing two or more images captured
at different times of the same geographical location to identify
and recognize differences in land features [1]. The development
of remote sensing technology has captured the interest of many
researchers and has been applied in various fields, including
disaster monitoring [2], [3], resource survey [4], [5], [6], urban
planning [7], [8], and more.

For CD tasks, remote sensing images often exhibit complex
backgrounds with features, such as mountains, rivers, forests,
and roads, making the learning of background information chal-
lenging. Simultaneously, due to differences in capture times,
factors such as lighting and climate can lead to differences in
the distribution of images. Considering the focus on building
CD tasks, where the target is buildings that vary in morphology,
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factors such as changes in shadow patterns due to building height
and differences in roof colors may also have a negative impact
on the accuracy of CD result.

In the past few decades, considerable efforts have been in-
vested in developing various CD methods, including traditional
approaches [9], [10] and those based on deep learning [11].
Nowadays, owing to the powerful feature extraction capabilities
of convolutional neural networks (CNNs), CD methods based
on CNNs have become the predominant method in the field
of remote sensing image CD and have demonstrated excellent
performance. Simultaneously, with the success of transform-
ers [12], originally from the field of natural language processing
(NLP), the vision transformer (ViT) [13] introduced its structure
into the field of computer vision (CV), its powerful contextual
modeling ability has effected interest in various CV field. Net-
works structured with the transformer architecture have become
prevalent in the CV domain [14], [15], [16], [17]. Transformer
has also been introduced to the field of remote sensing image
CD and has achieved promising results [18], [19], [20], [21],
[22].

Due to the fact that satellite technology is still in the devel-
opment stage and the high costs of the manual annotation, the
public datasets mainly used in the field of remote sensing image
CD often lead to a negative insufficient in dataset accuracy and
image quantity. These issues result in a more significant impact
of factors, such as lighting and shadows in the image affecting the
model’s judgment of the distribution of pixel features to a greater
extent, ultimately affecting the score effect of the model. Current
CD tasks predominantly involve the use of siamese networks
structured with the U-Net architecture [23]. These networks
employ a shared parameter backbone network and designed
modules to model the feature maps for obtaining semantic
feature maps of dual-temporal images as an encoder structure.
The decoder structure process two semantic feature maps to
derive the temporal change information, and fuse features in
different scales during the upsampling phase. Existing methods
primarily focus on the feature extraction stage of dual-temporal
remote sensing images, aiming to design siamese networks with
the shared weights and strong representational capabilities to
extract high-level semantic features of dual-temporal remote
sensing images [24], [25], [26], [27]. For the decoder stage, most
models use some traditional methods such as concatenation or
making a difference [28] to calculate differential feature maps,
and the final prediction map is obtained through the upsample
operation to the differential feature maps [29], [30], [31], [32].
In this process, the large-scale feature map obtained from the
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middle layer of the network contains fewer semantic features
and can only use to supplement some detailed information of
small receptive fields.

To address the aforementioned issues and enhance the seman-
tic information representation capability of large-scale feature
maps, we propose a two-level feature fusion CD network ar-
chitecture. This architecture aims to strengthen the model’s CD
capability by improving the accuracy of the temporal change
information at different scales while fully integrating semantic
information at various scales. Considering that the main function
of CNN is to learn feature representations of input images
through neural networks, dual temporal remote sensing images
come from different distribution spaces, and the feature infor-
mation of dual temporal feature maps obtained using siamese
networks belongs to different distributions. By subtracting ab-
solute values, the generated feature maps can belong to the
same distribution. To model the large-scale feature maps in
the model and enrich their semantic information representation,
our model use a primary-level feature fusion module (PFFM)
to fuse semantic information from feature maps of different
scales. After obtaining the temporal change information through
subtractions, mixed convolutions (Mixed-conv) is applied to the
large-scale feature maps to significantly increase the receptive
field with lower computational cost and enhance the semantic
information representation. Finally, an advanced feature fusion
transformer (AFF Transformer) is employed to further fuse
large-scale feature maps with the high-level semantic infor-
mation of small-scale feature maps, augmenting the semantic
information of large-scale feature maps and enhancing the seg-
mentation effectiveness of change regions.

The contributions of our work are as follows.

1) We propose a two-level feature fusion model for CD in
remote sensing images. The network employs different
feature fusion approaches during the stages of obtaining
semantic feature maps of dual-temporal images and pro-
cessing the temporal change information of feature maps.
This is done to enable low-level, high-resolution feature
maps to capture more advanced semantic information,
thereby enhance the detection effect of the model on
change regions.

2) To enhance the receptive field of large-scale feature maps
while preserving local dependencies between pixels, we
design a Mixed-conv composed of a combination of
dilated convolution and regular convolution to enhance
the temporal change information. This convolutional ap-
proach allows large-scale feature maps to maintain a
higher receptive field range and capture detailed semantic
information, thereby increasing the semantic information
representation.

3) We propose a feature fusion cross-transformer structure to
handle multiscale feature maps. This structure facilitates
the global modeling of difference features through global
attention, while simultaneously allowing the integration
of advanced-level semantic information from small-scale
feature maps into large-scale feature maps.

The rest of this article is as follows. Section II provides a brief

overview of recent related work. Section III details the proposed
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methodology. Section IV presents a series of experimental re-
sults and analyzes the model. Finally, Section V concludes this
article.

II. RELATED WORK
A. Remote Sensing Image CD Based on Deep Learning

Different from earlier methods primarily utilizing traditional
approaches for CD tasks [33], [34], [35], [36], [37], [38], [39],
contemporary remote sensing image CD predominantly em-
ploys deep learning methods [40]. These models often use U-Net
as the main architecture [29], [30], [31]. In these models, the
backbone network first extracts feature maps from dual-temporal
remote sensing images. The dual-temporal feature maps are then
fused to obtain the temporal change information, and the final
prediction results are obtained through an upsampling structure.
As CD tasks involve processing two input images captured at
different times, the fusion of dual-temporal feature maps can
be categorized into two ways based on Daudt et al.’s [28] work:
image-level and feature-level. Image-level methods, represented
by the FC-EF model [28], directly connect dual-temporal images
as a whole input to the semantic segmentation network by
concatenation or similar operation to obtain the temporal change
information. The network in Peng et al.’s [31] work adopted
the image-level method by feeding dual-temporal images into
the U-Net++ network. Feature-level methods, more popular
than image-level methods, simultaneously feed dual-temporal
images into feature extraction networks with the same structure
and shared weights. Feature-level models, such as FC-Conc and
FC-Diff [28], used concatenation and elementwise subtraction
of dual-temporal feature maps, respectively, to obtain the tempo-
ral change information. The change maps are then reconstructed
through upsampling and convolution modules. Feature-level
methods are more favored as they are computationally efficient
and avoid the cost of learning the differences in dual-temporal
feature maps. Most of the feature-level methods used subtrac-
tion [24], [25], [27], [30] while a few used concatenation [41].
In addition, other features and methods are being explored.
SUACDNet [42] used the sum, difference, and the feature maps
themselves of dual-temporal feature maps. The authors in [43]
and [44] proposed algebraic methods to derive difference maps.

Contemporary models are mostly focused on enhancing
the feature representation capability of the obtained dual-
temporal feature maps primarily through attention mechanisms.
STA [45] used a spatial-temporal attention module to cap-
ture rich global spatial-temporal relationships among pixels
in the entire spatial-temporal space, aiming to acquire more
discriminative features. BIT [18] utilized a transformer encoder—
decoder structure to enhance the interested change content in
dual-temporal feature maps and exclude irrelevant changes. In
addition to enhancing the semantic information of dual-temporal
feature maps, some networks also enhance the temporal change
information through various approaches. In order to improve
the boundary integrity and internal compactness of objects in
the output change map, IFN [46] integrated multilevel deep
features of the original image with difference features through
channel attention and spatial attention modules for change map
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reconstruction. MeGAN [26] utilized a metric-learning-based
GAN framework to obtain change prediction information.

B. Multifeature Fusion

The CNN network extracts semantic features from the input
through layerwise convolution, with each layer having different
receptive fields. Higher layers, due to their larger receptive fields,
yield small-scale high-level feature maps with powerful seman-
tic information representation. However, these feature maps
have lower resolution, losing many spatial details during the
downsampling process, making them suitable for detecting large
target objects. On the other hand, lower layers produce large-
scale low-level feature maps with higher resolution, containing
more spatial details. However, they have smaller receptive fields
and poorer semantic information representation capabilities,
making them suitable for detecting small target objects [47].
The approach of multiscale feature fusion involves combining
features from both high and low layers, absorbing the advantages
of different-scale feature maps, enabling the feature maps to
possess both semantic and spatial information.

Multiscale feature fusion networks, known for their effective-
ness, have found widespread application in the field of remote
sensing. Virtually all existing CD networks have embraced the
concept of multiscale feature fusion in their network design.
Numerous works have focused on enhancing neural network
feature extraction by incorporating multilayer feature fusion
structures [45], [46], [48], [49], [50]. There are two prevalent
methods for multiscale feature fusion. Some kinds of method
using the parallel multibranch network structure, exemplified by
the structure used in HRNet [51], as seen in the pyramid spatial—
temporal attention model used in Chen and Shi’s [45] work. This
kind of approach combines different scales of spatial-temporal
attention contexts to generate multiscale attention features.
Other kinds of method using the serial multibranch structure,
represented by the upsampling process in the U-Net structure.
In this kind of approach, low-level feature maps are fused
with high-level feature maps that have undergone upsampling
through skip connections, which is the primary method used in
the upsampling process. For instance, the neighbor aggregation
module used in Li et al.’s [52] work adopts a structure similar
to HRNet, allowing each dimension of the feature map to fuse
semantic features from adjacent dimensions. Many methods,
including [27], [46], [52], and [53], used skip connections
to fuse features during the upsampling process. In addition,
during the upsampling stage, SEIFNet [54] used an adaptive
context fusion module to guide the recovery of low-level features
by utilizing contextual information from high-level features.
It changes the attention weights of high-level and low-level
features through attention operations in the max pooling and
average pooling layers, achieving the fusion of high-level and
low-level features. It is noteworthy that most of these multi-
feature fusion modules were primarily used in enhancing the
feature representation of deep-layer feature maps or improving
the upsampling effect of deep-layer feature maps, with limited
emphasis on improving information from large-scale feature
maps.
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C. Dilated Convolution

Dilated (atrous) convolution, initially proposed for addressing
image segmentation challenges [55], was designed to extract
multiscale information without altering the resolution of the
feature map by controlling the receptive field. In the early
segmentation approaches, networks typically underwent a se-
ries of downsampling processes to compress images, reducing
computational complexity, followed by a series of upsampling
processes to restore the original image size. However, this addi-
tional upsampling step inevitably led to the loss of a considerable
amount of detailed information. The introduction of dilated
convolution aims to circumvent the downsampling—upsampling
network structure. By introducing gaps between the elements
of the convolutional kernel, dilated convolution achieves an
enlargement of the receptive field without sacrificing detailed
information, thus providing an effective means of multiscale
information extraction with lower computational overhead.

However, dilated convolution, due to its computation resem-
bling a checkerboard pattern, generates convolution results in a
layer that entirely come from independent sets of the previous
layer, lacking mutual dependence and leading to the loss of local
information. In addition, the sparse sampling of input signals by
dilated convolution results in information obtained from distant
convolutions lacking correlation, affecting the learning effec-
tiveness. Thisissue is referred to as the gridding effect [56]. Since
dilated convolution does not utilize all pixel values within its
range, and there are unused elements between nonzero elements,
it inevitably loses the local dependency characteristics inherent
in regular convolution modules. In remote sensing imagery,
where pixels encompass factors, such as lighting and shadows,
avoiding interference from these elements makes the informa-
tion from neighboring pixels particularly crucial. Consequently,
only a few CD models in recent years have incorporated dilated
convolution. Models such as those in [25] and [41] employed
four dilated convolutions of different sizes in a parallel structure,
forming a Mixed-conv inserted into the backbone convolutional
network to extract hierarchical features, increase the depth and
width of the network. In Li et al.’s [52] work, a serial structure
connected dilated convolutions with different dilation rates,
gradually exploring temporal changes in the receptive field from
large to small.

D. Cross Attention Transformer Model

The transformer, a deep learning model proposed by Vaswani
etal. [12], has gained immense popularity, primarily dominating
the field of NLP. Drawing inspiration from the success in NLP,
ViT introduced by Dosovitskiy et al. [13] directly apply the
standard transformer to the CV domain. While transformers lack
certain inductive biases from convolutions, the global recep-
tive field inherent in transformer networks provides powerful
contextual modeling capabilities. With sufficient training, trans-
formers have demonstrated outstanding results that surpass those
achieved by CNNSs. As a result, transformer-based models have
rapidly gained prominence in various CV tasks, including image
classification, semantic segmentation, object detection, image
generation, superresolution, and more. Their effectiveness has
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positioned transformers as a formidable architecture in the CV
domain, expanding their influence beyond their initial success
in NLP.

For wide range remote sensing images representing extensive
ground areas, effectively addressing the long short-term de-
pendencies can significantly enhance the model’s performance.
Many models tackle this issue by employing a global attention
mechanism. The usage of the global self-attention mechanism
in transformer models have quickly become a well-performing
framework in the remote sensing image domain. Numerous
instances of using transformers in CD tasks have emerged. For
instance, the work by BIT [18] pioneered the design of a hybrid
model, which concatenated CNN with transformer components,
exploring the potential of transformers in CD tasks. The con-
cise structure of the transformer-mixed model demonstrated
the effectiveness of transformers. Global semantic relationship
modeling in both temporal and spatial dimensions is advanta-
geous for representing semantic changes. Another example is
SLDDNet [22], which adopted a CNN-transformer architecture,
using a transformer semantic selector to capture global semantic
relationships and strengthens local feature information through
a pyramid structure of feature stacking. In addition, the Change-
Former model proposed by Bandara and Patel [19] introduced
a transformer-based siamese network structure. It combined
hierarchical transformer encoders with MLP decoders to extract
coarse and fine features of dual-temporal image for CD.

The application of transformer models with cross-attention
mechanisms first appeared in Vaswani et al.’s [12] work as part
of the decoder structure, primarily used in NLP for tasks, such
as machine translation, text recognition, and image captioning.
These models can fuse information from multiple sources or
handle cross-modal data, enabling them to better capture depen-
dencies between different types of information. In the CV do-
main, there are also several applications of transformer models
with cross-attention mechanisms. For instance, CrossViT [57]
investigated the effectiveness of incorporating the idea of feature
fusion at different scales into transformers. In the field of CD in
remote sensing images, BIT was among the first to use this cross-
attention mechanism to reintegrate advanced-level semantic in-
formation extracted from the feature maps back into the feature
maps. BIT employ the approach reduces the computational cost
of the transformer module by extracting limited-length high-
level semantic information. Another work, DCAT [58] modeled
the changes in relationships between patches by connecting a
series of hierarchical double-cross-attention blocks to extract
multiscale features.

III. MODEL STRUCTURE
A. Overview

Our two-level feature fusion model’s process is illustrated
in the Fig. 1. Distinguishing itself from existing networks, our
model achieves more accurate semantic feature extraction in the
process of obtaining dual-temporal feature maps. Our model
employs the simplest pretrained residual network structure,
ResNet-18 [59], as the backbone network, using the first four
layers’ outputs as different-scale feature maps. These maps are
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then preliminarily fused through the primary-level feature fusion
model (PFFM). The PFFM’s process is illustrated in the Fig. 2.
Subsequently, similar to most networks, the dual-temporal fea-
ture maps of the same dimension are subtracted and the absolute
value is taken, resulting in the temporal change information
representing different scales.

Due to the simple structure of the backbone and the PFFM,
the network extracts less temporal information for dual-temporal
images. To enhance the change information in large-scale feature
maps, we design a Mixed-conv that runs in parallel with dilated
convolution and ordinary convolution, significantly increasing
the receptive field while preserving local dependencies. Con-
sidering that small-scale feature maps in the network can best
express the distribution information of temporal information,
they represent a valuable form of advanced semantic features.
Consequently, we fuse change maps of different scales with
small-scale feature maps using an AFF Transformer. This allows
the semantic information of large-scale feature maps and the
advanced semantic information of small-scale feature maps to
form a mapping relationship, enabling large-scale feature maps
to incorporate more high-dimensional semantic information at
the global level. This achieves the fusion of advanced multiscale
feature maps. Finally, we adopt a step by step upsampling
approach. After all, different-scale feature maps are fed into
the upsampling module, which generates pixel-level prediction
maps as the overall output of the network through simple con-
catenation and convolution.

B. Primary-Level Feature Fusion Module

Considering that ResNet-18 extracts limited semantic infor-
mation, we preliminarily fuse feature maps of different scales
through PFFM. For remote sensing images, the semantic infor-
mation contained in feature maps of different scales is crucial for
the subsequent CD process. Larger scale feature maps contain
more detailed information, while smaller scale feature maps
possess higher dimensional semantic information. Inspired by
HRNet, we use a parallel network structure to fuse feature maps
of different scales, exchanging information between feature
maps of different scales to learn sufficiently rich features of var-
ious scales. Subsequently, we convert feature maps of each scale
to the same number of channels, reducing redundant information
in smaller scale feature maps to decrease computational costs
during subsequent feature fusion, and enhancing the semantic
information that larger scale feature maps can store.

1) For the feature map F, we pass it through a 3 x 3
convolutional block to further extract semantic features
while adjusting the channel number to Cj. This ensures
that the resolution of the new feature map F” is the same as
F, and that it undergoes the same number of convolutions
as feature maps of other scales.

2) For the large-scale feature map F'; with higher resolution,
we pass it through a 3 x 3 convolutional block to extract
semantic features while adjusting the channel number
to Cp. Subsequently, we perform downsampling using
MaxPooling to obtain a new feature map F”,_ with the same
resolution as F'.
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Fig. 1. Visualization of the overall workflow of our two-level feature fusion model. A shared-weight ResNet-18 is utilized to extract four different-scale feature
integrate deep semantic information from the smallest scale feature map.

a 3 x 3 convolution, obtaining the fused feature Fi.,, at
that scale. Using residual learning, we add F, to the
original-scale feature map F', which has had its channel
number normalized through a 1 x 1 convolution. This
results in the module’s final output Fy, at that scale.
® ‘ Fs Where C) represents the same number of channels to which
various scale feature maps are adjusted in the intermediate
process, and C' represents the same number of channels for
different scale feature maps in the final output. Taking the feature
map F35 as an example, the process of PFFM is as follows:

Fl ’«l Conv 3x3 H maxPooling 4x4
F, i .

Conv 3x3 H maxPooling 2x2

Y
F4‘ —-I UpSample 2x2 H Conv 3x3

Conv 3x3

Conv 1x1

Fig. 2.  Primary-level feature fusion module. F/l = maxPooling(convs.3(F1)) @))
F), = maxPooling(convs.3(F5)) 2)

3) For the small-scale feature map F_ with lower resolution, ;o
we use an interpolation upsampling module to obtain the Fy = convs3(Fy) )
same resolution as F'. Subsequently, we pass it through a 3 F, = convs,3(UpSample(Fy)) 4)

x 3 convolutional block to reduce the loss of information
accuracy caused by the interpolation during the upsam-
pling process, while adjusting the channel number to Cy.  where F4, Fy, F3, and Fy are different scale feature maps,
This yields a new feature map F” with the same resolution = F$" is the output of the feature map F3, maxPooling(-) rep-
as F'. resents downsampling pooling operation by maxpooling oper-
4) Finally, we concatenate the new feature maps with the ation, UpSample(-) represents the upsampling process using
same resolution, adjust the channel number to C' through  bilinear interpolation, and convsy3(-) in this place represents

F" = convy 1 (F3) + convsys(Cat(F), Fy, F5 F)))  (5)
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a3 x 3 convolutional layer with batch normalization and ReLU
activation, and Cat(-) denotes the concatenation operation.

In the above-mentioned process, we adjust the channel num-
ber to the same value C for each scale feature map, ensuring
that different-scale feature maps have the same semantic weight
during concatenation. It is worth noting that, to reduce the
computational cost and improve the learning efficiency of the
subsequent model, the channel number C after multifeature
fusion for each scale feature map is the same. This ensures
that pixels in the large-scale feature map contain more semantic
information and that the semantic information in the small-scale
feature map is more compact.

C. Mixed-conv Blocks

Although multiscale feature fusion can effectively combine
high-level semantic information from small-scale feature maps
with detailed information from large-scale feature maps, the
large-scale feature map passes through fewer layers, containing
lower level details. The semantic information obtained from
the small-scale feature map will introduce errors during the
upsampling process. In addition, the subtraction and absolute
difference operations for derive the temporal change information
from the dual-temporal feature map result in a loss of semantic
information, making it challenging for large-scale feature maps
to contain sufficient semantic information. To supplement the
semantic information of large-scale feature maps and efficiently
increase the receptive field, increasing the receptive field is a
simple and effective method. However, as the scale of the feature
map increases, the loss of semantic information becomes more
severe, requiring a substantial increase in the receptive field,
leading to an exponential growth in computational demands. To
address this, we explore the application of dilated convolutions
in the field of remote sensing imagery. Our goal is to increase
the receptive field of the feature map to a certain extent. Since
our objective is relatively straightforward, the common improve-
ments for dilated convolutions are too complex for our needs.
Therefore, we opt for a simple approach named Mixed-conv
by incorporating a standard convolution in parallel with the
dilated convolution. Different from the Mixed-conv used in the
related works using four different dilation rate, we only use
one 3 x 3 dilated convolution with a dilation rate of 3 and one
standard 3 x 3 convolution. The Mixed-conv reduces the impact
of the gridding effect, simultaneously increasing the receptive
field of the large-scale feature map without sacrificing local
dependencies between pixels.

The formula for each Mixed-conv is as follows:

MixedConv(F) = ReLU(BN(Convs,3(F) + Convi;3 (F)))
(6)
where MixedConv denotes the Mixed-conv, ReLU(+) represents
the ReLLU activation function, BN denotes the batch normal-
ization layer, Convsys(-) in this place is a standard 3 x 3
convolution, Convd;3(-) is a 3 x 3 dilated convolution with
a dilation rate of 3.
For larger scale feature maps requiring a greater increase
in receptive field, our network allows the larger scale feature
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maps to pass through more Mixed-conv blocks. In subsequent
experiments, we demonstrate the effectiveness of this simple
parallel Mixed-conv approach in enhancing the semantic infor-
mation for large-scale feature maps. In addition, for small-scale
feature maps that do not use Mixed-conv modules, due to their
small resolution, dilated convolutions may skip a large amount
of relevant semantic information. As an alternative, we let them
pass through a 3 x 3 convolution block, allowing the pixels in the
feature map to focus only on the semantic information of their
neighboring pixels, thereby reducing the impact of semantic
information loss during the subtraction process of feature maps
to some extent.

D. Advanced-Level Feature Fusion Transformer

A small-scale feature map is the temporal change information
obtained through a complete CNN backbone and a primary-level
FFM. It is a high-level semantic feature that contains rich
high-level semantic information. This semantic feature has a
large receptive field, deep feature information, and also contains
some detail information of large-scale feature maps, which can
well represent the semantic information of differential features.
After enhancing the semantic information of large-scale feature
maps, we use an AFF Transformer structure to further fuse
the advanced semantic features in small-scale feature maps. In
order to achieve the fusion of features at different scales, unlike
the usual transformer structure, our AFF transformer does not
focus on global long and short-term memory. Instead, it utilizes
the transformer structure to adaptively learn the corresponding
relationships between different positions. The input K vectors,
Q vectors, and V vectors required by the transformer are all
modified to the transpose of the original content, focusing on
the correlation information of features at different scales, and
the feature information of each region is weighted based on the
importance of each feature.

To calculate the similarity information of features between
feature maps of different scales, these feature maps need to have
the same number of semantic features, that is, the same number
of regions. We crop different scale feature maps of various
scales into 16 x 16 regions, with each region transformed into a
semantic word vector of length (C' x Py x P,), from R€*H*W
to R(CPrPu)x16x16 where (' is the number of channels in the
original feature map, and P, = %, P, = % are the height and
width of each region, ensuring that each feature map obtains
the same number of semantic features. Due to cropping feature
maps of different scales into the same number of blocks to
obtain semantic features, blocks located at the same position
on the change feature map will represent the same region. In the
process of cross attention, we treat large-scale feature maps as
query vectors and small-scale feature maps as key vectors and
value vectors. By performing dot product operations between
query vectors and key vectors, we calculate the attention weights
between large-scale and small-scale features, and use the soft-
max function to obtain the similarity correlation attention map
between large-scale feature maps and small-scale feature maps.
Then, the obtained attention map use to weight and sum the
small-scale feature map, calculate the region information that
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the large-scale feature map focuses on, and obtain the final AFF
Transformer output. The AFF Transformer cross attention and
each layer of multihead cross attention are defined as follows:

_ (KL
Out(FL, F¥) = (Cat(head,, . . ., head), )W?)T (8)
where head; = CA((FL)TW;% (FS)TW;?v (FS)TW;])
©))

where W1, Wk WY € RPFPuxd WO e RMXPrPuare pa-
rameter matrices obtained from linear mappings, o () denotes
the softmax function operated on the channel dimension of
small-scale feature map, h is the number of attention heads, d is
the spatial dimension of three linear projection layers, F* rep-
resents the transformed large-scale feature map, F'° represents
the transformed small-scale feature map. The output of the AFF
Transformer module will be transformed back to the same scale
of the large-scale feature map.

Similarly, the AFF Transformer structure can also act as self-
attention on minimum scale feature maps, enhancing features
with high correlation and reducing features with low corre-
lation, learning the correlation information between features
through self-attention, and strengthening feature information
that is more suitable for the minimum scale. Considering that
AFF Transformer may cause the feature map to lose some low
correlation feature information, the minimum scale feature map
first performs AFF Transformer with other scale feature maps,
while the minimum scale change feature map that passes through
the transformer structure only participates in the subsequent up-
sampling stage. It is worth noting that due to the limited number
of channels in feature maps of different scales, transformers
using this cross attention structure reduce a significant amount
of computational requirements compared to self-attention trans-
formers.

E. Loss Function

For loss optimization, we utilize a hybrid loss function com-
bining binary cross-entropy loss and dice loss, proposed by
A2-Net [52]. In addition to the overall output of the network,
after each concatenation operation in the upsampling stage at the
network’send, a 1 x 1 convolution module is applied to generate
a pixel-level prediction map at that scale. These prediction map
are then upsampled and compared with the ground truth to
calculate the loss, which are added to the total loss. This process
is employed to further optimize the parameters of the model at
that scale and smaller scales. The specific formula for the loss
function is as follows:

Lce, (piy gt) = pi - log gt + (1 — p;) log (1 — gt) ~ (10)
2-p;-gt
Ldice,; (pzvgt) =1-7——— (11)
llpill + llgtl]
4
L= (Lce,(pis 9t) + Laice, (i 9t))  (12)
=1
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where p; represents the predicted map after upsampling for
the ith dimension, gt is the ground truth, and || - || denotes L1
regularization.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. Experimental Setup

1) Experimental Details: Our experiments are implemented
using PyTorch [60], and all experiments are conducted on a
system equipped with an Intel Xeon Gold 5218 CPU (2.30 GHz)
and a GeForce RTX 3090 GPU (24 GB memory). The experi-
ments are carried out on three commonly used datasets. During
training, we apply standard data augmentation techniques, such
as flipping, cropping, scaling, and Gaussian blur. The model is
optimized using the adaptive moment estimation [61] optimizer,
with a batch size of 8, an initial learning rate of 1.25e-4, mo-
mentum of (0.9, 0.99), and weight decay of 1e-4. The learning
rate decay followed a polynomial decay strategy, as given by the
formula:

cur_epoch

0.9
_— 13
max_epoch + 1) (13)

Itpew = I - (1 —
where Ir represents the initial learning rate, lr,y is the updated
learning rate calculated using the formula, cur_epoch denotes
the current epoch number, and max_epoch is the total number
of epochs for training.

2) Evaluation Indicators: We adopt five commonly used
evaluation metrics, with Fl-score as the primary metric, cal-
culated using precision and recall. In addition, we employed
precision (Pre), recall (Rec), intersection over union (IoU), and

Kappa coefficient () as evaluation metrics, with the following
formulas:

TP

Pre = 14
"= TpyFp (14
Rec = 15
= TP+FEN (5)
2Pre - Rec
Fl = —— ™~ 16
Pre+Rec (16)
U= _ 1P (17)
"~ TP+FN+FP
OA = & (18)
TP+FP+TN+EN
TN+FN) - (TN+FP) + (FP+TP) - (FN+TP
P, = (19)
o (TP+FP+TN+FN)?
OA — P,
"SR <0

where TP, TN, FP, FN represent the quantities of true positive,
true negative, false positive, and false negative, respectively.

B. Datasets

In this experiment, we conduct tests using three datasets, and
the details of each dataset are provided as follows.
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1) Learning, vision, and remote sensing (LEVIR-CD) [45]:
LEVIR-CD is a widely used public large-scale dataset for build-
ing CD. It comprises 637 pairs of CD images, each with a size
of 1024 x 1024 and a spatial resolution of 0.5 m. Following the
dataset processing described in the literature, we divide it into
three parts: training, validation, and testing sets. The images are
cropped into nonoverlapping blocks of size 256 x 256, resulting
in 7120 pairs for training, 1024 for validation, and 2048 for
testing. This dataset is among the most extensively utilized for
building CD tasks.

2) WHU building dataset (WHU-CD) [62]: WHU-CD is
a large and accurate open-source dataset of aerial and satel-
lite images provided by Wuhan University. This aerial dataset
contains over 220000 independent buildings in Christchurch,
New Zealand, covering rural, residential, cultural, and industrial
areas. The dataset consists of a pair of aerial images with
dimensions of 32507 x 15354 pixels and a spatial resolution
of 0.075 m. As the authors have not provide a specific dataset
segmentation plan, we crop the images into nonoverlapping
blocks of size 256 x 256. We randomly split the dataset
into three parts, comprising 5205 pairs for training, 743 for
validation, and 1486 for testing, ensuring that the three parts
have a similar distribution. While this dataset has fewer in-
stances compared to the LEVIR-CD dataset, it boasts a higher
resolution.

3) SYSU-CD [63]: The SYSU-CD dataset comprises 20 000
pairs of dual-temporal remote sensing images, each with a
size of 256 x 256 pixels and a spatial resolution of 0.5 m. It
includes various types of complex scene changes, such as road
expansion, new urban construction, vegetation changes, subur-
ban expansion, and preconstruction groundwork. The dataset
has been divided into three parts for training, validation, and
testing, with 12 000, 4000, and 4000 pairs, respectively. Due to
the presence of vegetation changes and other variations in the
dataset, the detection of vegetation changes in the test set may be
significantly affected by factors, such as lighting, shadows, and
seasons. Moreover, the annotation accuracy of this dataset is rel-
atively lower than that of the other two datasets. It contains some
overlapping regions, and the extraction of dual-temporal feature
maps can have a substantial impact on the model’s performance.
In this experiment, the SYSU-CD dataset is primarily use to
evaluate the model’s performance in challenging environments
compared to other models.

C. Comparison With SOTA

We compare our proposed method with several state-of-the-
art approaches, including three convolution-based methods: FC-
EF [28], FC-Siam-Di [28], FC-Siam-Conc [28]; two attention-
based methods: STA [45] and IFN [46]; a transformer-based
method BIT [18]; and three recent methods: A2-Net [52] uti-
lizing a lightweight network, SLDDNet [22] incorporating a
CNN-transformer hybrid encoder and SEIFNet [54] enhancing
the exploration of time differences and the utilization of mul-
tiscale features. We conduct experiments using the parameters
suggested in the respective papers for each of these methods as
follows.
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1) FC-EF [28] proposed an image-level fusion method,
where the concatenated dual-temporal images were fed
into a fully convolutional network (FCN) to extract se-
mantic features.

2) FC-Diff [28] was one of the first siamese extensions of
FCNs. It employed siamese FCNs to extract multilevel
features and fused the temporal information through dif-
ference of features during the step-by-step upsampling
process.

3) FC-Conc [28] was one of the first siamese extensions of
FCNs. It employed siamese FCNs to extract multilevel
features and fused the temporal information through con-
catenation of features during the step-by-step upsampling
process.

4) STA [45] introduced a metric-based siamese FCN-based
method, integrating temporal—spatial attention mecha-
nisms to expand more features.

5) IFN [46] proposed a deep supervision image fusion net-
work. It used attention modules to merge deep features
from the original images and change image features in the
CD network, helping the reconstruction of the the temporal
change information.

6) BIT [18] presented a transformer-based method, incorpo-
rating transformer into the CD task for improved context
modeling of dual-temporal images.

7) A2-Net [52] introduced a new lightweight model (with
only 3.78 M parameters and 6.02 G FLOPs). It used
supervised attention to progressively merge multilevel
features, employing a coarse-to-fine strategy to identify
change information.

8) SLDDNet [22] introduced a novel CNN-transformer hy-
brid encoder for dual-temporal image feature extraction.
By parallelizing pyramid structure feature stacking with
the transformer semantic selector, it addressed the lim-
itation of existing methods only use a single CNN or
transformer architecture for feature extraction.

9) SEIFNet [54] proposed a spatiotemporal enhancement
and interval fusion network. A spatiotemporal difference
enhancement module with a dual branch structure was
designed to obtain the changing features of dual temporal
images, and the interlayer features were integrated through
an adaptive context fusion module to better reconstruct the
detailed information of objects.

We employ publicly available code to invoke the model code
for the aforementioned CD networks. The hyperparameters and
optimizer are set according to the parameters mentioned in the
papers, the default parameters in the publicly available code, and
the priority of parameters used in our model.

1) Quantitative Evaluation: Table I reports the overall per-
formance scores on three datasets and presents the model pa-
rameters (Params) size and floating point operations (FLOPs)
for these methods. Our model’s performance in Pre. and Rec.
metrics on three datasets is not as outstanding as other ad-
vanced models. However, our research focuses on improving
F1 scores because it comprehensively calculates Pre. and Rec.,
It is a more comprehensive evaluation indicator, and by finding
a balance point between two indicators, we can obtain more
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TABLE I
COMPARISON RESULTS FOR THREE CD TESTSETS
Params.  FLOPs. LEVIR-CD WHU-CD SYSU-CD

Methods (M) (G) Pre. Rec. F1 TIoU K Pre. Rec. F1 TIoU K Pre. Rec. F1 TIoU K

FC-EF 1.35 3.57 8523 7683 80.81 67.80 79.84 | 7556 76.03 7580 61.03 74.85 | 7855 71.48 7485 59.81 67.56
FC-diff 1.35 4.72 92.18 84.72 8829 79.04 87.69 | 8434 7932 81.75 69.14 81.07 | 90.54 5729 70.18 54.06 63.51
FC-conc 1.55 5.32 91.54 8547 8840 7921 87.80 | 81.05 7853 7977 6635 7899 | 8570 7293 7880 65.02 7293
STA 33.82 13.16 73.83 9578 8338 71.50 8237 | 82.80 9023 8636 7599 8580 | 8095 7826 79.58 66.09 73.42
IFN 35.73 82.26 90.96 89.61 90.28 8228 89.76 | 91.14 8533 88.14 7879 87.69 | 79.19 8145 8029 67.08 74.10
BIT 3.50 10.61 92.32 8945 90.86 8326 90.38 | 94.16 8822 91.09 83.64 90.75 | 8242 77.87 80.08 66.78 74.16
A2-Net 3.78 3.05 9288 90.14 9149 8432 91.04 | 93.06 9191 9248 86.01 92.19 | 84.74 80.83 82.74 70.56 77.57
SLDDNet | 2.76 522 92.19 90.70 91.44 8423 9098 | 90.32 84.13 87.12 77.17 86.63 | 81.41 8038 80.89 6792 75.05
SEIFNet 8.37 2791 92.02 89.28 90.63 8286 90.13 | 9225 91.64 9194 8509 91.63 | 8292 8271 8282 70.67 77.52
Ours 8.95 25.74 9271 91.37 92.03 8524 91.61 | 93.24 9224 9273 8645 92.45 | 8550 81.12 8325 7131 78.26

The highest score is highlighted in red bold, and the second-highest score is highlighted in blue bold. All scores are represented as percentages (%).

robust and reliable results. Compared with other methods, our
model consistently demonstrates superior performance, with
F1 scores 0.54%/0.25%/043% higher than the second highest
score on the three datasets, IoU higher by 0.92%/0.44%/0.67%,
and « coefficients higher by 0.57%/0.26%/0.69%, indicating
the effectiveness of the proposed model. The A2-Net had a
low number of Params and FLOPs, and achieved the highest
Pre. score in the LEVIR-CD dataset. However, our model has
stronger feature expression ability through the two-level feature
fusion module, resulting in better experimental performance on
other scores in all three datasets. The same phenomenon also
occurs in lightweight networks BIT and SLDDNet that use the
transformer structure. Compared to BIT that does not use a mul-
tifeature fusion structure and SLDDNet that directly uses skip
connections, our model improves its feature expression ability
by increasing the semantic expression ability of feature maps at
different scales at the cost of computational cost. SEIFNet has a
better Rec. score in the challenging SYSU-CD dataset, and has
a similar number of Params and FLOPs as our model. However,
due to the improved feature representation ability of large-scale
feature maps through Mixed-conv and AFF Transformer, our
model as a whole achieved better scores.

2) Qualitative Evaluation: Fig. 3 illustrates the visual com-
parisons of these methods on three datasets. For better visualiza-
tion, we use different colors to represent true positives (white),
false positives (red), true negatives (black), and false negatives
(green). The white regions indicate correctly detected changed
areas, red areas represent unchanged regions incorrectly iden-
tified as changed, green denotes changed regions that were
not recognized, and black regions denote correctly identified
unchanged areas. The results suggest that the proposed method
exhibits superiority in the following aspects.

It can be observed that our model achieves a high recall
score while maintaining a good precision score. Our model
can better learn the distribution information representing the
dataset. As shown in Fig. 3 (12), our model better identifies the
difference between green buildings and background in preim-
age and obtains more accurate detection results. As shown in
Fig. 3 (10) and (11), compare to other models, our model also
better identifies changes in building and vegetation information.
As shown in Fig. 3 (6), our model successfully identifies the
difference between buildings and background roads in
postimage. At the same time, our model can effectively rec-
ognize complex terrain information by improving the feature

representation ability of large-scale feature maps. As shown in
Fig. 3 (3) and (5), our model effectively identifies the difference
between the building and shadow information in the image,
and successfully detects the area of building changes. In Fig. 3
(7), it accurately identifies the shadows between buildings of
different heights. Finally, due to the improvement of feature
representation ability of our model in large-scale feature maps,
our model also has a certain improvement in detecting the edges
of changing regions. Both Fig. 3 (1) and (8) demonstrate better
edge segmentation performance.

D. Ablation Studies

To validate the effectiveness of the proposed modules in our
network, we conduct a comprehensive ablation study on three
datasets.

1) PFFMs: We conduct an ablation study on PFFM by re-
moving it from the model to assess its impact. The goal is to
verify if the dual-temporal feature maps pass through the PFFM
could produce better results for subsequent operations on the
feature maps. In the Table II, we observe a significant decrease
in F1 scores on all three datasets when PFFM is removed. We
attribute this decrease to two potential reasons: first, the use of
PFFM effectively enhances the semantic information contained
in the large-scale feature maps, resulting in better performance
in subsequent modules. Second, relying solely on ResNet-18 as
the backbone may limit the effectiveness of operations on feature
maps due to the limited semantic information it contains. The
experiments demonstrate the effectiveness of using PFFM for
feature map fusion.

2) Mixed-Conv Blocks: To validate the effectiveness of
Mixed-convs, we conduct experiments on the parts of the model
that used Mixed-convs, replacing them with different configura-
tions, including removal of Mixed-convs, using only standard
convolutions, using only dilated convolutions, and using the
Mixed-convs. In the Table II, we observe a significant decrease
in F1 scores on all three datasets when Mixed-convs are re-
moved. Experiments using standard convolutions as a replace-
ment achieve higher scores, indicating that the information loss
during the process of subtracting and taking the absolute value of
dual-temporal feature maps is nonnegligible, and convolutions
bring local dependencies that can alleviate the negative impact
of this information loss to some extent. It is noteworthy that
the model using only dilated convolutions performs poorly on
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Fig. 3. Visualization results of different methods on the LEVIR-CD, WHU-CD, and SYSU-CD datasets. Various colors use to illustrate the visual outcomes,
where white represents true positives, black denotes true negatives, red signifies false positives, and green indicates false negatives. Lines (1) to (12) depict the
prediction results of all compared methods on different samples. (a)Preimages. (b) Postimages. (c) Ground truth. (d) FC-EF. (e) FC-Diff. (f) FC-Conc. (g) STANet.
(h) IFN. (i) BIT. (j) A2-Net. (k) SLDDNet. (1) SEIFNet. (m) Ours.

Y
-

TABLE I
DIFFERENTIAL EXPERIMENTS WERE CONDUCTED ON THREE REMOTE SENSING IMAGE CD DATASETS TO QUANTITATIVELY COMPARE PRE., REC., F1 SCORES,
IoU, AND x UNDER DIFFERENT CONFIGURATIONS

LEVIR-CD WHU-CD SYSU-CD
Methods Pre. Rec. F1 IoU Kappa Pre. Rec. F1 IoU Kappa Pre. Rec. F1 TIoU Kappa
with out PFFM 92.81 89.93 9135 84.08 90.89 | 9406 9046 9222 8557 9193 84.48 80.60 8250 7021  77.26
with out Mixed-conv 92.56  90.55 9155 844l 91.10 | 9290 91.13 92.01 8520 91.70 | 84.19 80.64 8237 70.03 77.09
use standard convolution 9241 9124 91.82 84.88 9138 | 9420 9121 9268 8636 9240 | 84.76 81.29 8299 7092  77.88
use dilated convolution 9274 9041 9156 8443 91.11 93.13  90.89 92.00 85.18 91.69 83.04 84.13 83.58 71.80 7847
no transformer 92.64 90.74 91.68 84.64 91.24 | 9344 9122 9232 8573 92.02 | 8448 8033 8235 70.00 77.08
self-attention transformer 9249 91.06 91.77 8479 91.33 9238 9153 9196 85.11 91.64 87.44 7947 8327 7133 7842
cross-attention transformer | 92.83 90.93 91.87 8496 91.44 9275 92,61 92.68 8636 92.40 86.20 79.84 8290 70.80 77.89
full structure 9271 9137 92.03 8524 91.61 9324 9224 9273 8645 9245 85.5 81.12 8325 7131 78.26

All scores are represented as percentages (%).
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TABLE III
EFFECT OF THE DEPTH OF TRANSFORMER ON THREE DATASETS TO
QUANTITATIVELY COMPARE F1 SCORES, 10U, AND &
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TABLE IV
EFFECT OF THE NUMBER OF MIXED-CONV LAYERS ON THREE DATASETS TO
QUANTITATIVELY COMPARE F1 SCORES, 10U, AND &

LEVIR-CD WHU-CD SYSU-CD LEVIR-CD WHU-CD SYSU-CD
Depth F1 TIoU K Fl1 ToU K Fl1 ToU K Layers Fl ToU K Fl1 ToU K Fl1 ToU K
1 9191 8503 9148 | 9240 8588 92.11 | 83.11 71.09 78.04 [I,I,I,1] | 91.71 8470 91.28 | 92.13 8541 91.83 | 8298 7091 778l
2 92.03 8524 91.61 | 9273 8645 9245 | 8325 7131 7826 [3,2,1,0] | 92.03 8524 91.61 | 9273 86.45 9245 | 8325 7131 7826
4 91.87 8497 9144 | 9247 86.00 92.18 | 82.77 70.61 77.56 All scores are represented as percentages (%).

All scores are represented as percentages (%).

the LEVIR-CD and WHU-CD datasets, with scores similar
to not using any module, indicating the importance of adding
local dependencies to feature maps. However, on the SYSU-CD
dataset with less precise labels, the model achieve higher scores
than the other two datasets, showing that increasing the receptive
field in the presence of less fine-grained labels can effectively
enhance the model’s representational ability. The model using
Mixed-convs demonstrated excellent performance on all three
datasets, proving the effectiveness of the simplicity structure.
The overall experiments indicate that increasing the receptive
field and adding new local dependencies are effective for feature
maps with missing semantic information. Increasing the recep-
tive field of large-scale feature maps can effectively enhance
the quality of the temporal change information contained in
large-scale feature maps, leading to the increase in computation
and parameter costs.

3) AFF Transformer: To validate the effectiveness of the
AFF Transformer module, we conduct experiments by test-
ing the model without the transformer structure, using self-
attention transformer and using cross-attention transformer. In
the Table II, we observe a decrease in F1 scores on all three
datasets when the Transformer module is removed, indicating
the effectiveness of the transformer structure. The model using
self-attention transformer also has better performance, but due
to the high number of channels in large-scale feature maps, the
self-attention transformer model requires a higher amount of
additional computation. It should be noted that the model using
cross attention transformer shows lower score compared to AFF
Transformer on three datasets. We believe that this is because in
the process of fusing advanced semantic features, calculating the
similarity between features at different scales is more suitable for
the model to learn feature fusion compared to spatial similarity.
This also indicates that the AFF Transformer module can achieve
highly effective results with limited computational complexity.

E. Parameter Analysis

1) Depth of Transformer: For a network utilizing the trans-
former model, the number of layers in the transformer is a crucial
hyperparameter that needs to be tested. Having too many layers
in the transformer may increase model complexity, making it
difficult to optimize to the best performance. On the other hand,
too few layers might limit the model’s effectiveness. We test the
impact of different numbers of transformer layers for the feature
maps of various dimensions.

In the Table III, we observe that, for the LEVIR-CD and
SYSU-CD datasets, changing the number of transformer layers
from 1 to 2 does not have a significant impact. However, for
the WHU-CD dataset, having two layers in the transformer

produces noticeably better results. In addition, as the number of
transformer layers further increases, the scores start to decrease.
We believe that a deeper transformer architecture can better
capture information in the feature maps. However, having too
many layers also increases training costs, making it challenging
for the model to reach optimal performance within a limited
training process, resulting in a decrease score. Therefore, we
ultimately chose a model with two layers in the transformer.

2) Number of Mixed-Conv Layers for Different Scale Feature
Maps: We conduct tests on the number of Mixed-conv layers
used for feature maps of various dimensions. The Mixed-conv
layers in the Table I'V indicates the number of Mixed-conv layers
used from the largest to the smallest scale feature maps. Consid-
ering the computational cost of Mixed-conv layers, we test the
effects of using [1,1,1,1] and [3,2,1,0] Mixed-conv layers.

In the Table IV, we observe that a higher number of Mixed-
conv modules result in better scores. Increasing the receptive
field for large-scale feature maps has a positive impact on the
overall model, providing more semantic information for larger
scale feature maps. However, higher number of Mixed-conv
layers also lead to a significant increase in computational and
parameter costs. While increasing the training time of the model,
it inevitably increases the optimization cost of the model.

F. Discussions

While our model exhibits favorable overall performance, there
are still challenging issues to address. Our model has higher
parameter and computational requirements compared to newer
models. This is mainly attributed to the extensive use of con-
volutional modules for different-scale feature maps, especially
large-scale feature maps. Although this effectively enhances the
semantic information contained in large-scale feature maps, it
leads to increased parameter demands. Our primary research
focus going forward is to explore methods to include more
high-quality semantic information in large-scale feature maps
with fewer parameters and computational demands.

V. CONCLUSION

In this work, we propose an effective two-level feature fusion
network for CD in remote sensing images. Our model employs
the structurally simple ResNet-18 as the backbone network.
Through PFFM, it preliminarily integrates semantic information
from different-scale feature maps to generate dual-temporal fea-
ture maps. After subtracting and taking the absolute value of the
dual-temporal feature maps, Mixed-conv are used for large-scale
feature maps to enlarge the receptive field and increase the
included semantic information. Finally, the AFF Transformer
structure is utilized to further integrate semantic features from
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small-scale feature maps into large-scale feature maps, resulting
in large-scale feature maps containing more deep-level semantic
information. Our model successfully achieves improvements in
F1 score, IoU, and « on three datasets (LEVIR-CD, WHU-CD,
SYSU-CD). The results indicate that enhancing the semantic
information contained in large-scale featuree maps can effec-
tively enhance the feature extraction ability of the model, thereby
improving the score.
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