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Validation of Just-Released SWOT L2 KaRIn Beta
Prevalidated Data Based on Restore the Marine

Gravity Field and Its Application
Hengyang Guo , Xiaoyun Wan , and Huaibing Wang

Abstract—A part of the preprocessed beta Ka-band radar in-
terferometer (KaRIn) data (7 September–21 November 2023) for
the surface water and ocean topography (SWOT) mission has been
released. To validate the performance of SWOT L2 KaRIn beta
prevalidated data (beta data), this study conducted various ex-
periments, including inverting the ocean gravity field and seafloor
topography from these data, validating the accuracy of the deflec-
tions of the vertical (DOV) by DOV products of Scripps Institution
of Oceanography (SIO). The root mean square of differences be-
tween north–south and east–west components is about 1.83 urad
and 2.71 urad, respectively. The precision of gravity anomaly
(SWOT_GA) is about 5.07 mGal compared with shipborne gravity.
The results derived from one-cycle data are comparable with those
obtained from a substantial dataset accumulated by traditional
nadir altimeters. The accuracy of seafloor topography inverted
from SWOT_GA is about 68 m validated by shipborne depth,
which is almost the same as the topography obtained from SIO_GA
and SDUST2021GRA. The results of multiple experiments have
demonstrated that beta data can be used to compute high-precision
ocean gravity fields and seafloor topography products. This proves
the success of the first operational run of KaRIn and the capability
of SWOT to support studies related to ocean science. The current
evaluation results are based on beta data. The prevalidated data will
be more accurate after further calibration, which will lead to higher
accuracy of the inverted gravitational field products in the future.

Index Terms—Gravity anomalies (GA) and bathymetry, perfor-
mance of SWOT L2 Ka-band radar interferometer (KaRIn) beta
prevalidated data, radar interferometry, surface water and ocean
topography (SWOT) mission.

I. INTRODUCTION

THE surface water and ocean topography (SWOT) satellite,
jointly developed by the National Aeronautics and Space

Administration and Centre National d’Études Spatiales (CNES),
was successfully launched in December 2022. The development,
launch, and operation of the SWOT satellite have attracted
international attention across various fields [1], [2]. The Ka-band
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radar interferometer (KaRIn) carried by SWOT can provide 2-D
sea surface height (SSH) data, enabling the acquisition of a
higher spatial resolution (< 2 km) ocean gravity field, which
cannot be achieved by traditional nadir altimeters. Currently,
the L2 KaRIn beta prevalidated data (beta data) are released
by the SWOT team (7 September–21 November 2023) (Note
that the quality of the beta prevalidated product is not final and
will be affected by some evolutions, as some deficiencies were
well-identified by the SWOT project) [3]. All beta data are being
reprocessed by optimal algorithms and calibration to generate
prevalidated science data, which is planned for release soon.
Despite the incompleteness of the beta data, the conditions for
inversion of the ocean gravity field based on one cycle are already
in place.

Before the real measured data are published, many scholars
have done a lot of research based on the simulated data, which
provides experiences for inverting the ocean gravity field. Jin
et al. [4] simulated various errors associated with the SWOT
satellite using power spectral density (PSD) data provided by
Esteban-Fernandez et al. [5] in the budget of SWOT errors. In
the South China Sea and part of the Indian Ocean, significant
improvements are observed in the accuracy of the east–west
component of the deflections of the vertical (DOV). The au-
thors in [4] and [6] have analyzed the instrumental errors of
interferometric radar altimeters and their impact on DOV. Wan
et al. [7] investigated the influence of environmental errors
on the recovery of DOV and gravity anomalies (GA) based
on wide-swath observations. Yu et al. [8] simulated the ob-
servations of SWOT and recovered the GA using the inverse
Vening-Meinesz (IVM) formula and the inverse Stokes integral
method (ISM). Experiments demonstrated that the IVM exhibits
more robustness in handling both random and systematic errors
within the SWOT dataset compared with ISM. Ma et al. [9]
performed cross calibration within one cycle using simulated
data and then conducted a collinear adjustment over multiple
cycles. Compared with one cycle, this strategy improved the
accuracy of GA by approximately 45%.

As estimated by Sandwell et al. [10] in 2006, creating a global
unified bathymetric map using only multibeam measurements
requires hundreds of years and billions of dollars. According to
statistics from the National Oceanography Center in the United
Kingdom, approximately 24.9% of the above jobs have been
completed as of 2023. It is estimated that, if relying solely
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Fig. 1. Bay of Bengal and its surrounding areas.

on shipborne data, completing this project would still require
another 120 years. Satellite altimetry has become the most
crucial technology for inverting ocean gravity fields and seafloor
topography due to its advantages, such as shorter data acquisition
cycles and wider measuring ranges [11], [12]. Based on the
altimetry data, the high-precision and high-resolution models
of DOV and GA are inverted [4], [13], [14].

The gravity field products provided by satellite altimetry
constitute an important data source for inverting seafloor topog-
raphy, particularly the GA data [15]. Liu et al. [16] conducted
seafloor topography models for the Emperor Seamount chain by
combining shipborne depth data with GA models. They found
that higher resolution GA models resulted in higher inversion
accuracy. Annan and Wan [17] utilized an improved gravity
geology method, combining airborne air-free GA and shipborne
depth data, to construct a depth model for the Gulf of Guinea.
Wan et al. [18] used the GA data restored from the HY-2A/GM
data to compute the bathymetry model over the Gulf of Guinea.
Their results indirectly demonstrate that the altimetry data pro-
vided by HY-2A can be used for ocean gravity field inversion.
Annan and Wan [15] employed convolutional neural networks to
predict seafloor topography models for the Guinea Basin region
using ocean gravity field data.

This study aims to assess beta data by inverting the gravity
field and seafloor topography of the Bay of Bengal and its
surrounding areas (abbreviated as BOB). The rest of the article
is organized as follows. In Section II, the research area and
data are introduced. Section III presents the method to compute
DOV and GA in the study areas (short-named SWOT_DOV
and SWOT_GA). The method for deriving seafloor bathymetry

from SWOT_GA is also described (named SWOT_BAT). In
Section IV, the precision of SWOT_DOV and SWOT_GA is
validated by multiple datasets. The accuracy of the SWOT_BAT
derived from SWOT_GA is evaluated by shipborne depth data.
The results assess the application of SWOT beta data in ocean
science research. Section V discusses the precision of gravity
field and seafloor topography recovered by multiple-cycle data.
The results of residual DOV are analyzed. Finally, Section VI
concludes this article.

II. STUDY AREAS AND DATA

A. Study Areas

The study area is focused on the BOB (80°E–100°E, 0°N–
23°N). This region encompasses the largest delta system and
basin in the world, resulting in intricate seafloor topography [19],
[20]. The location of the study area and its seafloor topography
are plotted in Fig. 1.

B. Data

The datasets adopted in this study are listed in Table I.
The beta data used in the experiment are provided by AVISO,

with a cycle of 21 days, and the interval of the grid is about 2 km.
The ground track of one-cycle beta data is shown in Fig. 2.

SSH data are calculated from SWOT beta data (variable
named “ssha_karin”) and mean sea surface (MSS) data [21]. In
addition, it is necessary to interpolate mean dynamic topography
(MDT) data [22] to the corresponding grid points of SSH. This
process involves subtracting the seafloor topography to obtain
the geoid height.

In the process of obtaining DOV and GA, it is essential to
employ a remove-and-restore method to mitigate the impact
of long-wavelength errors. The residual geoid height in the
experiment is derived by removing the geoid gradient calculated
from the XGM2019e model, a highly accurate global gravity
field model [23]. The final DOV and GA are then obtained by
adding the background field provided by the XGM2019e model.
To validate the accuracy of the results, we utilize DOV (east_32.1
and north_32.1) and GA (grav_32.1) models provided by the
Scripps Institution of Oceanography (SIO) [24], shipborne grav-
ity data provided by the National Centers for Environmental In-
formation (NCEI), as well as the SDUST2021GRA provided by
the Shandong University of Science and Technology (SDUST).

The seafloor topography models used include DTU21
provided by the Technical University of Denmark (DTU),
Topo_25.1 provided by SIO, and ETOPO1 provided by National
Oceanic and Atmospheric Administration (NOAA). All of them
are internationally recognized for their high precision [25]. The
seafloor topography of the research area, as illustrated in Fig. 1,
is based on the DTU21.

Shipborne gravity data constitute a compiled set of mea-
sured ocean gravity data collected by various departments using
different instruments [26]. Before using the shipborne gravity
data, it needs to be adjusted by removing gross errors using a
quadratic polynomial in time [27]. Shipborne depth data also
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TABLE I
INFORMATION OF THE DATASETS USED IN THIS ARTICLE

Fig. 2. Ground track of one-cycle beta data.

require preprocessing. It is necessary to remove the gross errors
based on the ETOPO1 model [28].

III. METHODOLOGY

A. Restore DOV and GA From SWOT Wide-Swath Data

The interval of beta data is less than 2 km, and a total of
68 columns of data are composed in one pass file. Based on
the data processing experience from the work of [4] and [8],
the wide-swath data can be split into along-track and across-
track directions. By utilizing information from adjacent points
in multiple directions, the geoid gradients will be calculated, as
shown in Fig. 3.

In Fig. 3, the blue dots (the shape of the blue circle and
the blue square just to distinguish between the adjacent two
columns of SSH grid data) represent SSH grid data. The red
dots represent the geoid gradient calculated from the blue dots.
Before calculating the residual geoid gradient, the data need
to be preprocessed. The wide-swath data are split into eight
directions according to the direction of along track, cross track,
and two oblique tracks. These directions are shown by green
dotted lines in Fig. 3. The split data in each direction are stored
in 1-D columns to calculate the residual geoid gradient. It should
be noted that if the data are on the edge of the swath, then there
are no data on the left or right side; the data can only be split in

Fig. 3. Split beta data into along-track and across-track directions.

five directions. After the data preprocessing, the geoid gradient
can be computed based on the geoid heights between adjacent
two points

e =
∂N

∂ψ
(1)
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where e is the geoid gradient, and ψ is the spherical distance
between the two points.

The residual DOV is calculated by the LSC method [29],
[30]. The LSC combines the calculation of DOV and the grid
transformation of DOV into one step(

ξres

ηres

)
=

(
Cξe

Cηe

)
(Cee + Cn)

−1e (2)

where ξres and ηres are the north component and the east compo-
nent of residual DOV, respectively. Cξe is the covariance matrix
between the north component of DOV and the residual geoid
gradient, and Cηe is the covariance matrix between the prime
vertical component of DOV and the residual geoid gradient.
Cee is the variance matrix for the gradient. Cn is a diagonal
matrix containing the noise variances of the geoid gradient. e is
calculated by (1).

Using the IVM formula, select the appropriate kernel function
and solve for the GA based on the grid DOV [30], [31]. The
1-D fast Fourier transform (FFT) method and IVM formula are
used to derive the GA from the DOV [30]. Since the difference
in latitude is taken into account in the calculation of spherical
latitude by the 1-D FFT method, the algorithm is more rigorous
in theory [12]

Δg (p) =
γ0
4π

∫∫
σ

H ′ (ψ) (ξq cosαqp + ηq sinαqp) dσq (3)

where Δg(p) is the GA at point p. γ0 = GM
R2 , GM is the

gravitational constant, and R is the mean Earth radius. αqp

is the azimuth from point q to point p. ξq and ηq are the
meridian component and the prime vertical component of the
DOV at point q, respectively. H ′(ψ) is the derivative of the

kernel function, H(ψ) = 1
sin Ψ

2

+ log
(

sin3 Ψ
2

1+sin Ψ
2

)
, where ψ is

the spherical distance between point q and point p.
The ψ cannot be zero in the derivative of the kernel function.

We must consider the influence of the inner zone effect on GA
derivation [29], [32]

Δg =
s0γ0
2

(ξx + ηy) (4)

where ξx and ηy are the change rates of the meridian and prime
vertical component of DOV, respectively. s0 is the size of the
inner zone.Δx andΔy are the distances of the grid, respectively.
Finally, DOV and GA are restored using the XGM2019e.

B. Bathymetry Inversion From GA

In the frequency-domain equation, the depth consists of two
parts, one is long-wavelength depth and another is passband
depth. The predicted depth can be obtained as follows [25], [33]:

hpredict = hlong + hpassband (5)

where hpredict is the inverted depth, hlong is the long-wavelength
depth, and hpassband is the passband depth

hpassband = F−1

[
1

2πGΔρ
ekdF (Δg)

]
(6)

where F denotes the FFT method [34]. G is the gravitational
constant, and Δρ denotes the density contrast between the

TABLE II
STATISTICS OF SWOT BETA DATA

upper crust and seawater. ekd is a continuation method, d is
the datum depth, and k is the wavenumber. k = (kx, ky), where
kx = 2π

λx
and ky = 2π

λy
; λx and λy represent the wavelengths in

the x- and y-direction, respectively. F (Δg) is the FFT value
of GA, F (Δg) = 2πGΔρe−kd

∑∞
n=1 (

kn−1

n! · F (hn)). If only
considering the linearity term, i.e., n = 1, we can get (6). The
shipborne depth data at control points are often used to calculate
long-wavelength depth [35], [36].

GA can be used to invert the seafloor topography in medium
and short wavelength bands [37], [38], [39], [40]. The men-
tioned passband depth is the depth calculated based on GA
after processing by the passband filter. The passband filter is
a combination of a high-pass filter and a low-pass filter [37]

w = w1(k) · w2(k) (7)

where w1(k) is the high-pass filter, w1(k) = 1− e−
1
2 (ks)

2

,

and s =
√
2 ln 2
k . And w2(k) is the low-pass filter, w2(k) =

(1 + A
(

k
2π

)4
e2kd)

−1
, and A = λ4e−

4πd
λ .

The cutoff wavelength is usually derived by correlation anal-
ysis between GA and submarine topography [25], [41], [42].
Based on the analysis, this article uses 20–120 km as the cutoff
wavelength in the passband filter.

IV. RESULTS AND ANALYSIS

The beta data available now include four cycles. Some pass
files are missing within each cycle. Cycle 6 is only updated until
Pass 544. The number of data is summarized in Table II.

In this section, SWOT_DOV and SWOT_GA are computed
based on Cycle 5 (the largest amount of one-cycle beta data).

A. Results of DOV

The LSC method is utilized to calculate residual DOV in
the study areas. The SWOT_DOV is restored through the
XGM2019e model, and the grid resolution is 1′ × 1′. The results
are depicted in Fig. 4. Comparing the SWOT_DOV with the
SIO_DOV, the results are presented in Fig. 5 and Table III.

Compared with SIO_DOV, the root mean square (RMS) of
differences in the east–west direction is 2.72 urad. The RMS of
differences in the north–south direction is 1.83 urad. The results
indicate that the KaRIn aboard SWOT is capable of measuring
the SSH with high accuracy. In contrast to the results calculated
by Ji et al. [19] using HY-2A/GM data, SWOT_DOV achieves
a similar accuracy using only one-cycle data, surpassing the
results derived from three-year accumulation. As the inclination
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TABLE III
STATISTICS OF THE COMPARISON BETWEEN SWOT_DOV AND SIO_DOV (UNIT: URAD)

Fig. 4. DOV of BOB. (a) Component ζ. (b) Component η.

Fig. 5. Histogram of precision of SWOT_DOV validated by SIO_DOV.
(a) Component ζ. (b) Component η.

of SWOT is 77.6°, as analyzed by Ma et al. [9], there is an
improvement in the accuracy of the east–west component of
DOV. But it still lags behind the accuracy of the north–south
component. Overall, the precision of SWOT_DOV in this exper-
iment has improved, although the east–west component remains
less accurate than the north–south component.

B. Results of GA

The GA for the BOB based on SWOT with a grid resolution
of 1′×1′ has been computed using IVM, as shown in Fig. 6.

Juxtaposing Fig. 6 with the seafloor topography (as shown
in Fig. 1), it can be seen that the obvious differences between
SWOT_GA and SIO_GA concentrate in the junction of the
Indian Plate and Burma Plate, and Burma Plate and Sunda Plate,
where the values of the SWOT_DOV, as shown in Fig. 4, are also
relatively high. In addition, large differences are also found in
the northern part of the Bay of Bengal Basin and the eastern
and northern parts of the Sunda plate, which are bordered by
land. The nearshore may be disturbed by more factors, such as
complex and variable seafloor topography and wave variations.

Fig. 6. SWOT_GA. (a) SWOT_GA. (b) Validation of SWOT_GA by SIO_GA.

Fig. 7. PSD of three GA models.

Plotting the PSD of SWOT_GA, SIO_GA, and SDUST-
2021GRA, as shown in Fig. 7, for wavelength less than
20 km, SWOT_GA exhibits the smallest values, while
SDUST2021GRA has the largest values. This suggests that
SDUST2021GRA has a richer high-frequency signal. The main
reason is that it incorporates multiple altimetry data. On the other
hand, SWOT_GA has less high-frequency signal, as it relies
solely on one-cycle beta data. When the wavelength is greater
than 100 km, there is no significant difference in the signals
among the three models.

The SWOT_GA is compared with the SIO_GA, SDUST-
2021GRA, and the shipborne gravity data, respectively. The
results are presented in Table IV.

The RMS of differences between SWOT_GA and SIO_GA
is 3.29 mGal. The RMS of differences between SWOT_GA
and SDUST2021GRA is 2.13 mGal. The differences between
SWOT_GA and shipborne gravity in the entire research area
are larger, with an RMS of 5.07 mGal. The SWOT_GA for
this research area inversion from wide-swath data is closer
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TABLE IV
STATISTICS OF THE VALIDATION OF SWOT_GA (UNIT: MGAL)

TABLE V
VALIDATION OF SWOT_GA AT DIFFERENT DISTANCES FROM THE COASTLINE

to SDUST2021GRA. Compared with the GA for the same
research area by Ji et al. [20] inverted from CryoSat-2 altimetry
data, the accuracy of one-cycle results is comparable with the
accuracy obtained from six-month data by the CryoSat-2. This
demonstrates the successful application of the KaRIn carried
out by the SWOT. The beta data from SWOT can be used to
invert high-precision marine gravity field products. Analyze the
differences between SWOT_GA and SIO_GA according to the
distance from the coastline. The detailed results are shown in
Table V.

In Table V, as the distance to the coastline increases, the dif-
ferences between SWOT_GA and SIO_GA gradually diminish.
Particularly, when excluding grid points within 10 km of the
shore, the RMS of differences between the two models reduces
to 2.74 mGal. When assessing more than 50 km offshore, the
RMS of differences is less than 2.11 mGal. This affirms that the
accuracy of the nearshore SSH is not as high as data away from
the coast. The low quality of the nearshore altimetry data leads
to the low accuracy of the GA in the nearshore.

C. Performance in Inverting the Seafloor Topography

We employed a frequency-domain method to invert the
SWOT_BAT based on SWOT_GA, and the results are de-
picted in Fig. 8. The SWOT_BAT is calculated based on the
SWOT_GA, as recovered in Section IV-B, to indirectly prove the
performance of the beta data of SWOT. To eliminate boundary
effects, the range of the study area is contracted during the water
depth inversion. In this experiment, the contracted scope of the
study area is (81°E –99°E, 1°N–22° N), resulting in missing data
in Fig. 8. The substantial data gaps in the northern and eastern
parts of the study area are due to the absence of shipborne depth
data in those regions.

We additionally calculate two bathymetry models from
SIO_GA and SDUST2021GRA (named SIO_BAT and
SDUST_BAT). Compare the three models with shipborne depth
data. Gross errors are removed based on three standard deviation

Fig. 8. Depth derived by SWOT_GA.

(STD) criteria. The results are presented in Table VI. The
statistics are conducted for depths exceeding 100 m [25], [36].

The STD of differences between the three topography mod-
els and shipborne depth is 67.88 m, 65.81 m, and 65.82 m,
respectively. The removal rates of gross errors for SIO_BAT
and SDUST_BAT are 2.23% and 2.29%, respectively. With
similar removal rates of gross errors, the accuracy of SIO_BAT is
slightly higher than SDUST_BAT. The accuracy of SWOT_BAT
demonstrates slightly lower accuracy than the other two models,
the removal rate of gross errors is 2.23%. The PSD of the three
topography models is shown in Fig. 9. The PSD curves appear to
be approximately consistent. The signal energy of SWOT_BAT
is comparable to that of SIO_BAT and SDUST_BAT. This
indirectly confirms the reliability of the beta data, which can
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TABLE VI
PRECISION STATISTICS OF BATHYMETRY MODELS AFTER REMOVING GROSS ERRORS

TABLE VII
VALIDATIONS OF BATHYMETRY MODELS AT DIFFERENT DISTANCES FROM THE COASTLINE

Fig. 9. PSD of three bathymetry models.

meet the requirements for inverting marine GA and seafloor
topography.

Those results confirm that, in the research areas, the
accuracy of SWOT_GA is comparable with SIO_GA and
SDUST2021GRA. The outcome indirectly validates the high-
precision measurement capability of KaRIn carried out by
SWOT. This capability can provide high-precision wide-swath
data for ocean gravity field inversion. Three models and the
results of validation are illustrated in Fig. 10.

From Fig. 10(a) to (c), there are minimal differences in values
between SWOT_BAT and the other two models. However, upon
analyzing the details of the models, some noticeable differences
emerge. For instance, in the region of (11°N–12°N, 83°E–84°E),

the values of SWOT_BAT are significantly larger, making these
details more pronounced. The data for each model at different
distances from the shore are compared with the shipborne depth,
and the results are shown in Table VII.

Table VII reveals a noticeable improvement in the accuracy
of the bathymetry models as the distance from the coastline
increases. The accuracy of the SWOT_BAT is consistent with
the other two topography models. Focus on the relationship
between the accuracy of SWOT_BAT and the distance from
the coastline, it becomes evident that the accuracy of measuring
SSH nearshore is low. This implies that the KaRIn altimeter
is influenced by coastal areas. The conclusion is similar to the
analysis presented in Table V.

V. DISCUSSION

In Section IV, the experiments utilized Cycle 5 (the largest
amount of data) to compute SWOT_DOV, SWOT_GA, and
SWOT_BAT. The results demonstrated that the accuracy of re-
sults is at a commendable level. Cycle 4 has the smallest amount
of data, and the validation of SWOT_DOV and SWOT_GA
computed using Cycle 4 is presented in Table VIII.

By comparing the results of Cycle 4 and those of Cycle
5, it can be seen that the absence of 144-pass files does not
significantly impact the outcomes. Apart from the fact that the
missing data are not concentrated in the study area, another
crucial factor is the advantage of the new wide-swath mode.
The novel KaRIn brings massive data for the experiments. Even
Cycle 4, which has the fewest pass files, provides more than 1.8
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Fig. 10. Bathymetry and its error distribution. (a) SWOT_BAT. (b) SIO_BAT. (c) SDUST_BAT. (d) Error distribution of SWOT_BAT. (e) Error distribution of
SIO_BAT. (f) Error distribution of SDUST_BAT.

TABLE VIII
ACCURACY STATISTICS FOR SWOT_DOV AND SWOT_GA CALCULATED BY CYCLE 4

TABLE IX
STATISTICS OF THE RESIDUAL SWOT_DOV (UNIT: URAD)

million available observations for the study area. The number of
SSH data provided by Cycle 4 is sufficient to meet the calculation
requirements for a 1′ grid resolution in BOB.

However, the experiment has demonstrated that SWOT one-
cycle data can invert high-precision gravity fields. It is important
to note that the accuracy of the north–south component of
DOV remains higher than the east–west component. To miti-
gate background field interference, directly analyze the residual
SWOT_DOV computed by Cycle 4. The results are listed in
Table IX.

From Table IX, the STD of the north–south component of
residual DOV is only 0.05 urad higher than the east–west compo-
nent. This proves that SWOT can significantly address the issue
of inconsistent precision between the north–south and east–west

components of DOV caused by the inclination of traditional
altimetry satellites.

Using the mean value of four-cycle beta data, DOV, GA, and
bathymetry are inverted. The accuracy of DOV is validated by
SIO_DOV. The accuracy of GA and bathymetry is validated by
shipborne gravity and shipborne depth data. In particular, the
accuracy of topography focuses on data beyond 100 km from
the coast, as listed in Table X.

From Table X, the accuracy of DOV, GA, and seafloor to-
pography inverted from the averaged data is better than those
obtained from one cycle. The results indicate that, after aver-
aging, some biases can be eliminated in beta data. However,
compared with the results calculated by one-cycle beta data, the
current results show only light improvement in accuracy. We
speculate that certain KaRIn instrument errors are not isolated
but rather coupled with the SSH signals, such as roll error may
still contribute to the bias. And the data are insufficiently avail-
able. In addition, the SWOT team is reprocessing KaRIn data
with the best available algorithms and calibrations to generate
prevalidated science data. Before the release of prevalidated
data, beta data can meet the preprocessing needs of various
oceanographic studies.
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TABLE X
ACCURACY OF THE SWOT_GA AND THE SWOT_BAT CALCULATED BY FOUR-CYCLE DATA

VI. CONCLUSION

This study utilizes beta data to compute the gravity field
and seafloor topography of the BOB. By assessing the accu-
racy of the inverted products, we evaluate the performance of
the released beta data for ocean gravity field research. The
residual SWOT_DOV data revealed consistent precision in both
the north–south and east–west components, which proves that
wide-swath data can greatly solve the problem of inconsistent
component accuracy in both directions of DOV.

The accuracy of SWOT_DOV and SWOT_GA restored from
one-cycle and four-cycle data demonstrates that the beta data
of SWOT can be employed for high-precision gravity field
recovery. Utilizing the frequency-domain method, we inverted
the topography model based on SWOT_GA and confirmed its
high accuracy by shipborne depth data. The results reflect the
capability of SWOT to support studies related to ocean gravity
and seafloor topography.

Despite the limited number of released beta data, our exper-
iments have validated the remarkable potential of the KaRIn.
The reprocessed data are expected to be released in the near
future, which holds promise for more reliable wide-swath data.
We need new methods to handle the abundance of 2-D SSH
from wide-swath interferometric radar altimeters, enhancing
data utilization and improving the precision of ocean gravity
field inversion.
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