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A High-Precision Modeling and Error Analysis
Method for Mountainous and Canyon Areas
Based on TLS and UAV Photogrammetry

Xiang-Long Luo ", Nan Jiang ", Hai-Bo Li

Abstract—Obtaining comprehensive and accurate terrain data is
important for engineering construction. Unmanned aerial vehicle
(UAV) photogrammetry and terrestrial laser scanning (TLS) are
two widely used terrain modeling techniques. In mountainous
areas, both techniques suffer limitations. These limitations occur
in uninhabited areas, primarily caused by the steep terrain and
inconvenient transportation conditions, resulting in poor data in-
tegrity and inadequate accuracy in UAV and TLS terrain mapping.
In this article, we proposed a fusion modeling method based on UAV
photogrammetry and TLS for high-precision terrain mapping in
mountainous and canyon areas. The proposed method entails the
use of TLS data to provide additional control points for UAV mod-
eling, resulting in an improved accuracy of the modeling results.
In addition, to quantify the optimization effect of this method, we
proposed a 3-D model deviation comparison method based on the
iterative closest point algorithm. This method can be employed to
accurately depict the differences in distance and rotation angle
between multiple terrain models. We applied this method to the
Yebatan hydropower station in Southwest China, which increased
the accuracy of the terrain data by 26 % and expanded the effective
range by over 100%.

Index Terms—Error analysis, terrain modeling, terrestrial laser
scanning (TLS), unmanned aerial vehicle (UAV), Yebatan.

I. INTRODUCTION

YDROPOWER stations are important livelihood projects
H that capture water flow to generate electricity in an en-
vironmentally friendly way [1], [2]. They also play a role in
regulating water levels and flows, rendering them essential for
energy supply and economic development purposes [3], [4]. In
the design and construction process of hydropower stations,
high-precision terrain data are particularly important [5], [6],

Manuscript received 3 September 2023; revised 4 December 2023 and 2
March 2024; accepted 23 March 2024. Date of publication 27 March 2024;
date of current version 10 April 2024. This work was supported in part by the
National Natural Science Foundation of China under Grant 52379105, Grant
U2240221, and Grant 41977229 and in part by Sichuan Youth Science and
Technology Innovation Research Team Project under Grant 2020JDTD0006.
(Corresponding author: Jia-Wen Zhou.)

Xiang-Long Luo, Huai-Xian Xiao, and Xing-Zhen Chen are with the College
of Water Resources and Hydropower, Sichuan University, Chengdu 610065,
China (e-mail: 2022223060088 @stu.scu.edu.cn; 2021223060094 @stu.scu.
edu.cn; 2021223060093 @stu.scu.edu.cn).

Nan Jiang, Hai-Bo Li, and Jia-Wen Zhou are with the State Key Laboratory
of Hydraulics and Mountain River Engineering, Sichuan University, Chengdu
610065, China (e-mail: 2018223060073 @stu.scu.edu.cn; hbli@scu.edu.cn;
jwzhou@scu.edu.cn).

Digital Object Identifier 10.1109/JSTARS.2024.3382092

, Huai-Xian Xiao

, Xing-Zhen Chen ", and Jia-Wen Zhou

[7]. Designers must accurately understand terrain characteristics
to estimate the amount of land grading, excavation, and filling
required for construction, as well as the funding and resources
needed for the project.

In contrast to general civil engineering projects, hydropower
stations are usually built in uninhabited mountainous areas, as
these areas typically exhibit steep terrain and abundant water
sources, making them ideal locations for water storage [8], [9],
[10]. In these mountainous areas, traditional manual measure-
ment methods, such as total stations, suffer significant limi-
tations. In these methods, discrete ground feature points are
connected to create a terrain map with surface classification
properties. In complex terrain environments, it is common to
encounter sparse measurement points and a limited field of view,
and itis difficult to obtain comprehensive terrain data. Moreover,
manual measurement operations exhibit long working cycles
and require a significant investment of manpower, resources,
and finances, resulting in high costs. In addition, mountainous
and canyon areas encompass steep terrain, dense vegetation, and
extremely poor visibility conditions, posing significant safety
risks for manual operations [11], [12], [13].

In recent years, remote sensing techniques, represented by
terrestrial laser scanning (TLS), airborne light detection and
ranging (LiDAR), and unmanned aerial vehicle (UAV) pho-
togrammetry, have developed rapidly in the terrain measurement
field [14], [15], [16], [17]. Compared with traditional methods,
these technologies offer many advantages in terms of efficiency,
data integrity, safety, and cost. With the use of TLS, surface point
cloud data and highly accurate geometric spatial information
can be obtained quickly [18], [19], [20]. The UAV platforms
are highly flexible and capable of carrying a digital camera
into the target area to acquire data with virtually no terrain
constraints and no safety risks to the technician [21]. During
UAV flight, the carried camera can take photos in both vertical
and oblique directions. Some researchers have pointed out that,
compared with the traditional method of acquiring photos only
in the vertical direction, increasing the acquisition of photos
in the oblique direction can improve the accuracy of the UAV
modeling, especially in areas with steeper slopes [22]. At the
same time, the position and orientation system (POS) of the UAV
can record the position, direction, speed, etc., of the UAV during
the flight. In a relatively short time, the UAV can complete the
flight mission of the whole area and obtain the high-resolution
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image of a large area and the corresponding POS data. Then,
through the image processing software, using the structure from
motion algorithm reconstruction, the acquired large-scale over-
lapping images can be constructed into a complete point cloud
of the target area [23], [24]. Due to the low cost, low time
consumption, high applicability, and high data integrity of UAV
photogrammetry, it has been widely used in risk assessment of
various geological hazards [25], [26] and analysis of changes in
regional topography [27], [28].

Airborne LiDAR and TLS are also widely used techniques in
geotechnical engineering analysis. With reasonable flight plans,
airborne LiDAR can acquire high-precision terrain data, which
is commonly used in landslide susceptibility analysis, landslide
mechanism analysis, and also used by many scholars for identi-
fying different types of rock movements, rockfall susceptibility
analysis [29], [30], [31]. Compared with TLS, airborne LiDAR
has higher data integrity, but the operation and equipment cost
of using airborne LiDAR is higher than TLS, and its accuracy
is lower than TLS [29]. TLS needs to scan the target at a fixed
scanning point on the ground, and it can provide 3-D spatial sur-
face models with very high accuracy, which has been confirmed
by some researchers’ real measurements, and its measurement
accuracy can reach the millimeter level. By acquiring scan data
at different scan points and accurately stitching the scan data of
each part, more complete terrain data can be obtained [32], [33].
Compared with airborne LiDAR, TLS has a lower cost and can
provide more accurate data.

However, both TLS and UAV photogrammetry exhibit their
own limitations in practical applications. For instance, in TLS,
laser beams are emitted, and the reflection is then received to
obtain spatial information from the target, which is an efficient
and highly accurate approach [34], [35]. However, there are
many blind spots and notable vegetation growth in areas, such as
high mountains and canyons, where the scanner cannot collect
sufficient data, resulting in limited completeness of the obtained
point cloud. Zhou et al. [36] used TLS to explore mining sub-
sidence areas. However, due to the limitations of the viewing
angle, the scanning results showed significant data gaps [36].
Barbarella and Fiani [37] used TLS to monitor a large landslide.
The obtained scan data showed favorable integrity in the lower
part of the landslide, but only sparse data were available for the
upper part [37]. Compared to TLS, in UAV photogrammetry,
surface photos can be captured from multiple perspectives in
the air, and this method achieves a significant advantage in data
integrity, especially in mountainous and canyon areas [38], [39],
[40]. However, there are accuracy issues with UAV photogram-
metry. The modeling accuracy of UAV photogrammetry relies
on the layout of ground control points (GCPs) [41], [42], [43].
In complex terrain, many positions are difficult to reach, making
it difficult to manually set up GCPs. Without sufficient GCPs,
the accuracy of UAV modeling is greatly reduced. For example,
Lu and Yang [44] used the traditional method of establishing
real-time kinematic (RTK) GCPs to conduct UAV modeling of
landslide groups and debris flows in mountainous and canyon
areas. The accuracy in areas without GCPs was poor, with a
vertical error rate of 9.6% [44].
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Until now, there have been many studies on the simultaneous
use of multiple remote sensing techniques to acquire complex
terrain data. Some researchers have used both UAV and TLS for
monitoring landslide evolution, and in the process found that the
TLS point cloud has higher accuracy, and the simultaneous use
of the two technologies helps to improve the spatial coverage
and density of the point cloud [33]. In some studies, UAV and
airborne LiDAR were used to analyze the damage mechanisms
and movement evolution of landslides, and it was found that
UAVs have the advantage of being able to acquire DSM quickly
and improve the data by supplementing it with photographs from
lower flight altitudes, while airborne LiDAR has the advantage
of being able to have higher accuracy [21]. There has also been
research on the use of UAV imagery to supplement airborne
LiDAR data for registration. When the accuracy of the airborne
POS is low, the directly acquired airborne LiDAR data will have
large distortions. The researcher proposed a method to correct
and register airborne LiDAR data using UAV-oriented images,
which resulted in a significant increase in the accuracy of the
LiDAR point cloud data obtained when using a low-accuracy
POS [45].

In most of the studies, different remote sensing techniques are
used separately and the results are complemented or validated
against each other, and the use of fusion between different
techniques is still relatively rare.

The vertical error of the UAV model is the result of certain
distortions during modeling. These distortions usually appear as
rotations of local point clouds around a certain point or axis. To
assess the accuracy of UAV modeling results, it is necessary to
measure these distortions [46], [47]. However, it is difficult to
measure the distortions of UAV modeling results because point
clouds exhibit only spatial properties. It is difficult to obtain
correspondences between two point clouds and accurately mea-
sure their differences [48]. Currently, commonly used methods
for analyzing point cloud errors include shortest distance (SD),
DEM of difference (DoD), and multiscale model-to-model cloud
comparison (M3C2) [49]. Due to the respective applicability
conditions and limitations of these methods, when they are
applied to analyze the errors generated by UAV modeling, the
calculation results at some points will have relatively large
deviations from the actual values.

Based on the above, in this article, we proposed a new method
for terrain modeling and error analysis based on TLS and UAV
photogrammetry, mainly focusing on high-precision modeling
in mountainous and canyon areas. In this method, a subset
of prominent feature points is extracted from the TLS point
cloud. Based on the high accuracy of TLS, these points are
used as GCPs in the UAV modeling process, along with RTK
GCPs. With enough GCPs, a highly accurate terrain model can
be obtained. In terms of accuracy verification, we proposed
an error quantification analysis method based on the iterative
closest point (ICP) algorithm [50], [51], [52]. In this method,
the target point cloud is divided into multiple blocks, and ICP
registration is performed with the reference point cloud for each
block, indirectly obtaining the centroid displacement error in
each block based on the block centroid displacement in each
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Fig. 1. Overview of the study area. (a) Satellite image of the Yebatan hy-
dropower station. (b) Location map of the study area.

registration process. This error calculation method is based on
precise point cloud matching and is highly applicable even under
complex terrain conditions.

In this study, we conducted a modeling study of the Yebatan
(YBT) hydropower station, Southwest China, which has steep
terrain on both sides of the dam area and a relative height differ-
ence of more than 1000 m. Based on the proposed methods, we
obtained a high-precision terrain model of the YBT Dam shoul-
der slope, which was verified by the error analysis method. The
results showed that the accuracy of the modeling results obtained
using the fusion modeling method is significantly improved
relative to traditional modeling methods. This indicates that our
method is effective and very important for high-precision terrain
mapping in areas with complex terrain.

II. METHOD
A. Study Area

The YBT hydropower station is located upstream of the Jinsha
River and is the 7th level in the 13-level development plan.
The upstream station is the Bolo hydropower station, and the
downstream station is the Lava hydropower station [53], [54].
The station is located in the lower reaches of the Jinsha River at
the mouth of the Jiaogou River, which marks the border between
Baiyu County, Sichuan Province, and Gongga County, Tibet (see
Fig. 1).

The banks of the YBT hydropower station are characterized
by robust and steep mountains, with mountain tops exceeding
4000 m in elevation and a relative height difference of over
1000 m, belonging to high mountain landforms. The valley is
narrow with steep slopes, forming a symmetric deep V-shaped
canyon (see Fig. 2). Under such conditions, it is extremely
difficult to accurately obtain terrain data within this area. How-
ever, high-precision terrain data are crucial for the design and
construction of hydropower plants. If low-precision terrain data
were used in the design process, the construction plans and
estimated project quantities would be uncertain, leading to nu-
merous design changes during subsequent construction, which
is detrimental to construction implementation and management.
In the slope excavation project of the YBT Dam, a significant dis-
crepancy was observed between the actual slope and the design
slope, causing inconvenience in the construction process [see
Fig. 2(b)]. Under terrain conditions such as those surrounding
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TABLE I
UAV PARAMETER SETTINGS
UAV-FM-D2000
Camera Sony D-op3000
Altitude (aviation) 300 m
Flight mode Fixed height
Average resolution 0.05m
Overlap >80%
Speed 10 m/s
Number of photos 1359
Application UAVManager
Post-processing software ContextCapture

the YBT hydropower station, traditional manual measurement
methods are difficult to implement, time-consuming, and ex-
tremely dangerous. Therefore, a noncontact monitoring method
is needed. In this study, both UAV photogrammetry and TLS
were used for data collection on the slope of the YBT Dam, and
the traditional UAV modeling method and the fusion modeling
method were used to obtain a terrain model of the slope. The
accuracy of these two models was quantitatively compared and
analyzed using the error calculation method based on the ICP
algorithm. The technical workflow is shown in Fig. 3.

B. Data Acquisition

UAV photogrammetry is a technique that uses UAVs equipped
with tilt cameras to create a highly accurate terrain model of the
ground surface. During the UAV flight, the tilt camera captures
ground images from different angles. After these images are
processed using specific algorithms, a terrain model of the
ground surface can be obtained [23], [24].

The process of using UAV photogrammetry to create a terrain
model of the ground surface can generally be divided into the
following steps: parameters are determined such as the shooting
area, flight altitude, and overlap degree and a flight plan is
developed to ensure complete coverage of the area; the flight
mission is executed to collect aerial image data while using
the POS to record information, such as the position, speed, and
altitude at the time of shooting; the collected image data are
preprocessed, including image correction, dedistortion, color
balance, and image stitching; ground feature points are ex-
tracted, photos are matched, aerial triangulation is performed
based on POS information and GCPs information to determine
the coordinates of each point on the ground; and the coordinate
data obtained from aerial triangulation are processed to generate
a terrain model of the ground surface.

UAV photogrammetry data were collected in this study using
a Feima D2000 device, and the set flight parameters are listed
in Table I.

The UAV route setting is shown in Fig. 4. We used a UAV
with a five-lens camera to capture images in the vertical and
four oblique directions during flight. After the UAV completed
the flight mission, a total of 1359 photos were acquired, and
UAV POS information was recorded. The brightness, clarity,
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Fig. 3. Research workflow: Obtain RTK, TLS, and UAV data; acquire GCPs
through RTK and TLS for providing geographic coordinates and correction in
UAV modeling; segment the UAV point cloud and calculate the error using an
error calculation method based on ICP registration.

and overlap of the acquired photos met the requirements, and
they could be used for subsequent UAV modeling.

In addition, RTK GCPs must be set up to improve the accuracy
of UAV modeling. In this study, a total of nine RTK GCPs were
deployed along the river channel and the dam shoulder, and their
precise geographic coordinates were obtained.

TLS is a high-precision technology for obtaining terrain point
cloud data of the ground surface. It can be used to quickly
obtain the coordinates, reflectivity, and texture information of
a large number of points on the surface of the object being

Fig. 4. UAV route setting and RTK GCPs placement.

measured, generating high-precision point cloud data. Com-
pared to traditional single-point measurement methods, TLS
provides many advantages. It can acquire a large amount of
point cloud data in a short period of time, with the measurement
accuracy reaching the millimeter level. In addition, it provides
a high degree of automation in data processing. It is widely
used in geological exploration, architecture, cultural heritage
preservation, industrial design, and other fields [32], [33].
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Fig. 5.

TLS. (a) TLS working diagram. (b) Coordinate calculation.

TABLE I
TLS PARAMETER SETTINGS

Rigel VZ-2000i
Scan mode Panorama
Vertical 0.015°
Angular resolution
Horizontal 0.015°
Post-processing software RiSCAN Pro

In TLS, a laser is a beam emitted by a reflector or laser head
to scan the surface of the target object. After the laser beam is
reflected back, it is received by a receiver, and the time delay
and optical path difference of the reflected beam are calculated
to determine the distance 7 from the surface of the target object
to the laser scanner (see Fig. 5). At the same time, by recording
the horizontal angle ¢ and vertical angle 6 of the scan, the three-
dimensional spatial relative coordinate difference between each
scan point and the station can be calculated [55], [56]. By contin-
uously adjusting the scanning angle and direction of the scanner,
a large amount of point cloud data for the surface of the object
can be collected, resulting in a complete terrain point cloud.

The TLS point cloud coordinates can be calculated as follows:

T = rcospcost
y = rsinpcosf

2z = rsinf (1

where z, y, and z are the point cloud relative coordinates, r
is the distance from the surface of the target object to the laser
scanner, ¢ is the horizontal direction angle, and 6 is the vertical
direction angle.

In this study, a Rigel VZ-2000i terrestrial laser scanner was
used to collect TLS data, which has millimeter accuracy. To
improve the completeness of the scan data, a total of four scan
positions were set up, two on the right dam shoulder and two on
the left dam shoulder. The scanning parameters set are listed in
Table II.

After scanning completion, we accurately registered each part
of the point cloud using the ICP algorithm and obtained the TLS
point cloud of the YBT Dam shoulder slope (see Fig. 6). The
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© Scan position

Fig. 6. TLS point cloud of the Yebatan Dam shoulder slope after accurate
registration of the scan data from each site.

average density of the acquired TLS point cloud is about 150
points/m?, and the denser places can reach 300 points/m”.

C. Data Refinement Based on UAV Photogrammetry and TLS

The fusion of UAV and TLS data, in the conventional sense,
refers to the combination of the two datasets through methods
such as ICP algorithm registration, aiming to complement each
other or improve the accuracy of data in certain areas [57], [58].
This data fusion method is more suitable for small-scale UAV
modeling and TLS data because both exhibit a relatively high
accuracy, enabling them to be combined quite well.

However, in this study, we focused on high-accuracy mod-
eling in large-scale areas. The point cloud data from TLS can
be considered accurate, while modeling using UAV data may
suffer significant deviations, especially in areas far from GCPs.
In this case, the traditional fusion of UAV and TLS data is
not meaningful as the two cannot complement each other well.
There are obvious layering phenomena and failure to achieve
complementary effects when they are combined.

The data fusion method adopted in this study differs from the
traditional fusion method. TLS point cloud data are used to assist
in UAV modeling, and its core is to provide additional GCPs for
the UAV modeling process.

In UAV photogrammetry modeling, the setup of GCPs is a
very important task. The range, quantity, and accuracy of the
setup of GCPs can significantly impact the modeling results
using UAV aerial images. Therefore, in the process of using
UAV photogrammetry for modeling, it is necessary to set up
a sufficient number of GCPs with high accuracy to ensure the
effectiveness of the UAV modeling results. Generally, GCPs are
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Fig. 7. Extract feature points from the TLS point cloud and calibrate them in
UAV aerial photos. (a) Feature point in the TLS point cloud. (b), (c), (d) and (e)
Feature points in UAV aerial photos.

obtained using RTK technology. However, in high mountain and
canyon areas, due to the complex terrain, inaccessible roads,
and significant safety hazards, a sufficient number of ground
personnel cannot reach these areas, making it difficult to set up
RTK GCPs. In the absence of sufficient RTK GCPs, using only
a small number of GCPs for UAV modeling cannot guarantee
the accuracy of the resulting terrain model.

TLS achieves high accuracy but its data completeness is
far inferior to that of UAV photogrammetry when scanning in
mountainous and canyon areas. This occurs because TLS relies
on emitting lasers and receiving reflected information at points to
complete data collection. In complex terrain, such as mountain-
ous and canyon areas, there are numerous blind spots not reach-
able by lasers, resulting in missing data in the final scan result.

Based on the above characteristics, in this study, we proposed
a TLS-UAV photogrammetry fusion modeling method. In the
target monitoring area, the UAV is used to collect photogram-
metry data, and RTK technology is employed to obtain GCPs
at accessible locations. Simultaneously, TLS is used to scan the
target area at multiple sites, and the point cloud data from each
site are accurately registered using the ICP algorithm to obtain
a complete TLS point cloud of the target area. At this point, the
TLS point cloud data do not include coordinate information, so
the known point coordinates obtained via RTK technology are
imported into the TLS point cloud data to obtain the coordinates
of each point in the point cloud data. Due to the millimeter-level
accuracy of TLS, the obtained point cloud data coordinates
can be considered sufficiently accurate. Prominent landmark
points are selected from the TLS point cloud data as TLS GCPs.
The position of the TLS GCPs is calibrated against UAV aerial
photos, and their coordinates are input. This provides additional
GCPs for UAV modeling (see Fig. 7), and a high-precision
terrain model is then generated through aerial triangulation.

D. Accuracy Analysis Method for the 3-D Model

The commonly used methods for analyzing 3-D deformation
errors are the SD method, DoD method, M3C2 method, etc.

In the SD method, the shortest distance from a point to the
reference object is calculated as the error [see Fig. 8(a)]; in
the DoD method, two-phase DEM data are compared, and the
distance along the vertical direction from a computed point to
the reference data is calculated as the error [see Fig. 8(b)] [49].
These two methods are relatively simple to use and suitable for
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point cloud error calculation in simple cases with low-accuracy
requirements. However, both methods suffer severe limitations.
In complex situations, these two methods can hardly find the
correct corresponding points to calculate the error.

The M3C2 algorithm is a point cloud distance calculation
method proposed by Lague et al. [49]. The algorithm starts by
selecting the core point cloud. At a given core point, it fits the
surrounding point cloud data within a specified radius R to form
a plane and constructs a cylinder along the normal direction of
the plane with a radius of 7. The average positions of the original
point cloud and the reference point cloud within the cylinder
are calculated separately, and the distance between the average
positions is used as the distance of the core point relative to the
reference point cloud (see Fig. 9). The M3C2 algorithm is well
suited to a point cloud that changes along the normal direction
with respect to the reference point cloud. However, if there is
significant misalignment between the two point clouds along
the direction perpendicular to the normal, the algorithm may
produce large deviations in the calculation results. In complex
and varied terrain point cloud models obtained in mountainous
canyon areas, none of the abovementioned error calculation
methods can achieve satisfactory results for error analysis.

In this study, we proposed an error analysis method based
on the ICP algorithm. Compared to traditional error analysis
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methods, this method is based on point cloud matching, which
can be employed to accurately identify corresponding point pairs
between different point clouds. It achieves higher adaptability
and accuracy.

The ICP algorithm is a classical point cloud registration
method. It aims to estimate a rigid transformation matrix by
minimizing the error between the matching point cloud and
the reference point cloud. The rigid transformation matrix is
continuously optimized through iteration until the convergence
condition is met. The point cloud P can be matched to the
reference point cloud @ by a spatial rotation matrix M and a
spatial translation vector

Q=MP+1T )
(ETRECRAES I ts

M = |royroaras| , t= [ty . 3
731 732 T33 t,

Each iteration of the computational process can yield a spatial
rotation matrix M ,, and a spatial translation vector t,,. To obtain
the total transformation matrix of the point cloud P in the
matching process, M ,, and t,, are converted into 4 x 4 matrices
R, and T',, as follows:

1 0 0 t,» rin” rie™ 13" 0

o 010 tyn . 7’21” 7"22” 7“23” 0
Trn=10 0 1 t," B = r31" T3 raz™ 0
00 0 1 0 0 0 1

“
The transformation of each iteration of p, in P can be rewrit-
ten as

pl' =T, x R, x p/*

n

ri" 2™ riz” " Lpn-t Tpn
n n n n
_ | re2™ mas™ 1y o [Yor | Z | Yer
31 n 7‘32” ’/‘33" th anfl Zp’;b
o 0 0 1 i 1

&)

Then, the spatial rotation matrix and spatial translation vector
in each iteration can be combined into the same spatial transfor-
mation matrix

ri™ or™ riz™ "
n n n n

M " = ro1’t ro2’t 1Tz’ ty )
r31™ 132’ T3zt L."

0 0 0 1

By multiplying the obtained M pr™ in each iteration, the
desired spatial transformation matrix M pp for transforming
point cloud P to P" can be obtained

Mpr =Y Mgr'. (7)

i=1
However, the ICP algorithm cannot be directly used for error
analysis. First, using the ICP algorithm to register the matching
point cloud with the reference point cloud alters the overall
position of the matching point cloud, but it does not affect the
shape of the point cloud in the registration process. When there
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are shape differences between the matching point cloud and the
reference point cloud, it is not possible to individually register
each part of the point cloud. Therefore, the final registration
resultis only an overall optimal solution, and precise registration
of each local part cannot be achieved. In some parts, there may
be layering phenomena between the matching point cloud and
the reference point cloud. Therefore, it is not possible to obtain
error analysis results for inaccurately registered parts through
the transformation matrix (see Fig. 10).

Moreover, the core of using point cloud registration for
error analysis is obtaining a transformation matrix after ICP
registration, which allows us to determine the translation and
rotation magnitudes in the alignment process of the matching
point cloud to the reference point cloud. However, in the matrix
transformation method of the ICP algorithm, the coordinate
origin is adopted as the rotation center of the matching point
cloud. When the coordinate origin is not at the centroid of the
point cloud block, the rotation matrix can cause displacement of
the centroid of the point cloud. If the coordinate origin is far from
the centroid of the point cloud block, even a small rotation can
cause significant displacement of the centroid. This can make
the iteration process of the ICP algorithm difficult and lead to
less accurate registration results. Furthermore, in the obtained
transformation matrix, the translation vector does not equal
the true displacement of the centroid of the point cloud block.
Further calculations are needed to obtain the true displacement
of the centroid. Therefore, it is not advisable to use the original
coordinate origin for ICP registration in error analysis.

In this study, we proposed an error analysis method based on
the ICP algorithm.

First, the point cloud must be divided into blocks [see
Fig. 11(c)] to perform ICP registration between each block and
the reference point cloud, achieving accurate matching between
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Fig. 11. Point cloud division and registration process. (a) UAV point cloud
and TLS point cloud used as reference. (b) Direct registration using the entire
point cloud. (c) Individual registration of each block after division. (d) Further
division of each block and continued registration (the white blocks indicate that
the threshold 7 is reached and no further division is performed).
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local point clouds and the reference point cloud and analyzing
the error of each part of the matched point cloud.

In the block division process, multiple block divisions are
adopted. The block size of the point cloud should not be too
large as a large block size may result in the failure to register
some areas, affecting the accuracy of error analysis. Conversely,
it is also not advisable to divide the point cloud into excessively
small blocks at once because when the point cloud blocks are
far from the reference point cloud, excessively small blocks may
cause the ICP algorithm to fail to correctly match the point cloud
blocks with the reference point cloud. Therefore, multiple block
divisions are used to gradually reduce the size of the point cloud
blocks. After each division, ICP registration is performed to
obtain a spatial transformation matrix. In this process, each point
cloud block is gradually matched to the reference point cloud.

A threshold value 7 is set, and the displacement value of the
point cloud block in each registration process is denoted as Ad.
When Ad < 7, the point cloud block and the reference point
cloud are considered to be fully aligned [see Fig. 11(d)]. At this
point, the displacements of the centroids of the point clouds in
each registration process are superimposed to obtain the total
displacement of the centroid in the registration process.

Furthermore, when using the ICP algorithm to register point
cloud blocks, the centroid of the point cloud block is used as
the coordinate origin. In this case, the rotation center of the
point cloud block is the centroid of the point cloud block, and
the rotation and translation processes are independent, which
is beneficial for the ICP algorithm to obtain accurate results.
Moreover, after obtaining the transformation matrix via the ICP
registration process, the translation directly obtained from this
transformation matrix is the accurate displacement value of the
centroid in the registration process.
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Fig. 12.

Layout of the GCPs (RTK GCPs and TLS GCPs).

III. RESULTS

A. Modeling Data Acquisition

The setup of GCPs plays an important role in UAV modeling.
If conditions allow, as many GCPs as possible should be estab-
lished. In our data collection, a total of nine GCPs were obtained
through RTK. Due to terrain restrictions and inaccessible roads,
the RTK GCPs were mainly located along the river channel with
some GCPs placed on the dam shoulder.

The coordinates of the GCPs obtained from RTK were im-
ported into the TLS point cloud data of the YBT Dam shoulder
high slope for point cloud georeferencing, thus obtaining the
coordinates of all points in the point cloud. The obtained TLS
point cloud is also considered as a true terrain reference for
analyzing the accuracy of the UAV modeling results. When
selecting GCPs from the TLS point cloud, select areas lacking
RTK GCPs. The distance between the different GCPs is about
300—400 m. Finally, four points with obvious features were
selected as TLS GCPs. The layout of the RTK GCPs and TLS
GCPs is shown in Fig. 12.

We used ContextCapture software to process the UAV data,
with control points imported from RTK GCPs and TLS GCPs,
connection point density set to high, point cloud output format
set to LAS, and point cloud sampling distance set to 2 pixels.

Based on the RTK GCPs information, the traditional method
was used for UAV modeling, and the obtained terrain model was
used as the control group for subsequent comparative analysis
of the model accuracy.

Then the RTK GCPs and TLS GCPs were used together as
GCPs for UAV modeling. Modeling results were obtained for
the experimental group of this study. The UAV modeling point
cloud densities obtained by each of the above two methods are
approximately 100 points/m?.

B. Block Error Calculation

After obtaining modeling results using the above two meth-
ods, accuracy verification and comparative analysis were
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Fig. 13.  Process of dividing the UAV point cloud. (a) Original UAV point cloud. (b) Result after the initial division of the UAV point cloud. (c) Result after

multiple divisions of the UAV point cloud. (d) TLS point cloud.

conducted. As mentioned earlier, we used the error analysis
method based on the ICP algorithm. In this study, since the TLS
point cloud data exhibit relatively high accuracy, we used them
as the standard reference.

The point cloud data obtained by UAV modeling were divided
into blocks multiple times [see Fig. 13(a)—(c)]. After each divi-
sion, the point cloud blocks were registered with the TLS point
cloud using ICP.

We used a step-by-step approach in the point cloud division.
To obtain a more detailed error distribution, we need to obtain
the error of a sufficiently large number of points. However, if
the point cloud is divided too small directly, the point cloud
may not be correctly registered. By gradually dividing the point
cloud and performing multiple alignments, the target points can
be gradually aligned to the correct location to avoid incorrect
registration or nonregistration. In the first division, we divide the
point cloud into blocks of a few hundred meters by a few hundred
meters, and after performing one registration, this larger block
is further divided into two—four blocks for the next registration.
In the registration process, the block centroid is used as the
coordinate origin to ensure that the rotation center of the obtained
transformation matrix is the point cloud centroid. The threshold
is defined as 7 = 0.1 m. When the movement distance Ad of the
block centroid in one ICP registration process is not greater than
T, it is considered that the point cloud block has been accurately
registered with the TLS point cloud.

However, during the registration process, we did not make
all the blocks meet the threshold. We met the threshold in the
part of the center of the UAV point cloud where the accuracy
is high enough. The error of these regions is only about 0.1 m,
which allows them to meet the threshold after several divisions.
For the regions with large errors, on the one hand, it is not
useful to calculate the error too precisely because the error
value itself is large, and at the same time, it is difficult to
meet the threshold because of the large variation of the error
in these regions. Therefore, in these regions, we performed
appropriate division but did not make them meet the threshold.
In addition, in a small number of regions where the TLS point
cloud is missing, the point cloud block could not be correctly
registered, so the blocks in these parts were discarded. In our
computational process, regions with high accuracy stop dividing

after meeting the threshold. The regions with higher errors
do not need to meet the threshold and stop dividing after a
reasonable number of divisions. Based on the transformation
matrices obtained from multiple ICP registration processes, the
displacement of the point cloud block from the initial position to
the registered position is calculated. To compare and analyze the
errors between the control group and the experimental group,
the same block division method is applied to the UAV point
cloud of the control group and the experimental group to avoid
the influence of different block division methods on the error
comparison results.

C. Accuracy Analysis of the 3-D Model

This study primarily focuses on the horizontal and vertical
errors of UAV point clouds. Therefore, based on the calculated
displacements of the point cloud block centroids, the displace-
ments along the x and y directions are combined to obtain
the horizontal displacement, while the displacement along the
z direction represents the vertical displacement. In this way,
the horizontal and vertical errors of each point cloud block
centroid with respect to the TLS point cloud can be obtained.
Based on the position of the centroid of the point cloud blocks
and the calculated error value and using the inverse distance
weighting method for differencing, error distribution maps of
the UAV modeling results obtained using the different methods
are generated, as shown in Figs. 14 and 15.

The nine RTK GCPs are mainly distributed along the river and
the shoulders of the dam. Based on the error distribution maps,
the UAV modeling result obtained by the traditional method
generally exhibits smaller errors in the direction along the river
and near the dam shoulders. The horizontal and vertical errors of
the centroid of the point cloud blocks in these areas are all within
0.5 m. However, as we move up along the slopes on both sides of
the river and further away from the GCPs area, the horizontal and
vertical errors of the centroid of the point cloud blocks begin to
increase significantly. The horizontal and vertical errors in these
areas are generally above 0.5 m. At the edge of the model, the
horizontal and vertical errors of the centroid of the point cloud
blocks reach more than 8 m.
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Fig. 14.  Errors in the modeling results of the traditional method. (a) Horizontal errors. (b) Vertical errors.
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Fig. 15.  Errors in the modeling results of the fusion method. (a) Horizontal errors. (b) Vertical errors.

The GCPs used in the fusion method include nine RTK GCPs
and four TLS GCPs. The four TLS GCPs are distributed on
the higher slopes on both sides of the river. According to the
error distribution maps, near the areas of the nine RTK GCPs,
the errors of the UAV modeling result obtained by the fusion
method are not significantly different from those of the UAV
modeling result obtained by the traditional method. Both the

horizontal and vertical errors are within 0.5 m. However, in the
higher slope areas on both sides, the errors of the UAV modeling
result obtained by the fusion method are significantly smaller.
In these areas, the horizontal and vertical errors of most point
cloud centroids are still within 0.5 m. At the edge of the model,
some individual point cloud centroids exhibit horizontal errors
above 0.5 m but all are within 0.6 m.
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Fig. 16.  Result of area division: Class I region, enclosed by the RTK GCPs;
Class Il region, enclosed by the RTK GCPs and TLS GCPs; and Class I1I region,
outside the area enclosed by the RTK GCPs and TLS GCPs.

Based on the positions of the RTK GCPs and TLS GCPs, the
error distribution map can be divided into three categories: Class
I region, enclosed by the RTK GCPs; Class II region, enclosed
by the RTK GCPs and TLS GCPs; and Class III region, outside
the area enclosed by the RTK GCPs and TLS GCPs, as shown
in Fig. 16.

The average horizontal error, maximum horizontal error, aver-
age vertical error, and maximum vertical error of the point cloud
block centroids in the three types of regions are calculated, and
the statistical results are provided in Table III.

The table reveals that in the Class I area, the average and
maximum errors of the modeling results obtained using both the
traditional method and the fusion method are relatively small,
with the modeling result of the fusion method yielding slightly
smaller errors. However, in the Class II and Class III areas, the
average and maximum errors of the modeling result obtained
using the traditional method significantly increased. In the Class
IIT area, the average horizontal error of the modeling result of
the traditional method is 1.12 m, and the average vertical error
is 0.95 m. Moreover, both the maximum horizontal and vertical
errors exceed 8 m. The errors of the modeling result of the fusion
method do not show a significant increase in the Class II and
Class III areas, with slightly larger average errors in the Class
II area than in the Class I area and slightly larger average errors
in the Class III area than in the Class II area. In the Class III
area, the maximum horizontal error of the modeling result of
the fusion method is only 0.59 m. This indicates that the TLS
GCPs outside the range of the RTK GCPs play a significant
role in the accuracy of the model. Based on the error analysis
results, we can conclude that the fusion method improves the
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TABLE III
ERROR STATISTICS RESULTS FOR THE THREE TYPES OF REGIONS
Errors (m)
Class I region Traditional Fusion
Avg. (horizontal) 0.18 0.15
Max. (horizontal) 0.47 0.37
Avg. (vertical) 0.20 0.13
Max. (vertical) 0.36 0.25
Class Il region Traditional Fusion
Avg. (horizontal) 0.73 0.23
Max. (horizontal) 7.48 0.49
Avg. (vertical) 0.50 0.13
Max. (vertical) 7.88 0.32
Class III region Traditional Fusion
Avg. (horizontal) 1.12 0.25
Max. (horizontal) 8.62 0.59
Avg. (vertical) 0.95 0.14
Max. (vertical) 8.19 0.45

terrain accuracy by 26% and increases the effective range by
over 100%. This method has positive significance for terrain
mapping in mountainous and canyon areas.

IV. DIScUSSION

High-precision modeling in high mountain and canyon areas
is a difficult problem. Its main characteristics include high and
steep terrain, large undulations, inconvenient transportation, and
high danger. The aim of our study is to combine the advantages
of TLS and UAV in order to obtain high-precision modeling data
in these areas.

In previous studies, when both UAV and TLS techniques
were used, the data obtained from the UAV and the TLS were
analyzed separately and then the results were complemented or
validated against each other [25], [33], which did not improve the
shortcomings of the respective data. In our study, we attempted
to combine the high accuracy of TLS with the high integrity of
UAV to obtain higher quality modeling results.

The key of our method is that we extracted some of the marker
points with high accuracy from the TLS data as a supplement
to the GCPs for UAV modeling. In the absence of sufficient
RTK GCPs, the addition of TCP GCPs can greatly improve
the accuracy of the UAV modeling so that we can obtain the
modeling results with high accuracy and high completeness.

In high mountain and canyon areas where it is difficult to set
up enough RTK GCPs, the fusion method can greatly improve
the accuracy of UAV modeling results. In the precision analysis
results, the modeling results using the fusion method have higher
accuracy in different areas, especially in the areas farther away
from the RTK GCPs. We selected two small areas for the
comparison of the point clouds obtained by different methods
(see Fig. 17), in which the TLS point cloud is considered as the
standard reference. In the two selected areas, the errors of the
point cloud obtained by the traditional method are more than
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Fig. 17.  Comparison of point clouds obtained by different methods. (a) Loca-
tion of the comparison area. (b) Comparison results for region A. (¢) Comparison
results for region B.

TABLE IV
ERROR CALCULATION RESULTS OF THE DIFFERENT METHODS
Errors (m)

Point SD DoD M3C2 ICP Actual
1 1.78 237 1.91 1.85 1.83
2 0.16 0.23 0.18 0.20 0.20
3 0.16 0.19 0.17 0.17 0.17
4 0.52 0.74 0.58 0.65 0.67

3 m and more than 0.5 m, while the point clouds obtained by the
fusion method are well matched with the TLS point clouds.

In order to precisely quantify the accuracy of the obtained
model, we propose a point cloud error analysis method based on
the ICP algorithm.

We divided the UAV point cloud into blocks and registered it
with the TLS point cloud. After multiple divisions and registra-
tion, we can get the transformation matrix for each block in the
process of registration. Furthermore, the error values at different
points can be obtained by calculation.

In past studies, the comparison between point clouds was
often performed by algorithms, such as SD, DoD, and M3C2
[49]. In order to compare the accuracy of these methods with
our method, we selected four measurement points from the UAV
model obtained through the traditional method and calculated
their errors using different methods. The positions of the mea-
surement points are shown in Fig. 17(a). The actual errors were
manually computed as a reference, and the results are listed in
Table IV. The table indicates that the results obtained by the error
calculation method based on the ICP algorithm are very close
to the actual errors at the different measurement points, and in
general, its accuracy is better than that of the other methods.

At the same time, our study has some shortcomings.

Finding suitable marker points from the TLS point cloud to be
used as TLS GCPs is not an easy task, which depends on whether
there are points with distinctive features and fixed locations in
the TLS point cloud, and the locations of these points should
also be distributed. In this study, we obtained a total of four
TLS GCPs from the TLS point cloud. In fact, it would be better
if more TLS GCPs could be obtained in regions where there
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are still no GCPs. However, the results show that even with the
inclusion of only four TLS GCPs, the accuracy of the modeling
results obtained is greatly improved.

Missing or insufficient density in certain regions of the TLS
point cloud can affect error analysis. During the error analysis
in this study, a transformation matrix was obtained by aligning
the point cloud blocks with the TLS point cloud. However, the
TLS point cloud provides a limited coverage range and does not
achieve complete coverage of the UAV point cloud. The effective
coverage of the TLS point cloud is approximately 70% of the
UAV modeling results. Therefore, a complete error analysis of
the UAV point cloud cannot be performed. In addition, due to
missing data in the partial blind zone and sparse point cloud at
the edges of the TLS point cloud, it is difficult to obtain correct
results by the ICP algorithm in these areas. As a result, a portion
of the point cloud blocks were discarded in the actual error calcu-
lation process. Error calculations were only performed in areas
where both the UAV point cloud block and the corresponding
TLS point cloud were relatively complete. This had some impact
on the accuracy of the error analysis.

When calculating the error of the UAV modeling results,
the regions with large errors were not consistently divided into
blocks to meet the threshold requirement. This is because of
the fact that in regions with large errors, it is not necessary to
calculate the errors too precisely due to the large error values
themselves. Moreover, due to the large variation of error values
in these regions, it is very difficult to make them meet the
threshold requirement. Therefore, we performed appropriate
segmentation in these regions but did not make them reach the
threshold.

In this study, manual segmentation was employed to divide the
UAV point cloud. However, this approach introduces subjective
factors that can affect the accuracy of subsequent error analysis.
In future work, the use of artificial intelligence algorithms for
segmenting the UAV point cloud can be considered, which can
optimize the process of point cloud division, eliminate subjective
human factors, and drive the calculation error closer to the
actual value.

It should also be noted that the error analysis method proposed
in this study can not only be used for error analysis of terrain
modeling results but can also be applied to a wide range of point
cloud deformation analysis calculations. For example, based on
the two-phase point cloud data of a landslide, after accurately
registering the undeformed area, multiple block divisions of the
point cloud data of one phase of the landslide can be performed.
By conducting ICP registration of the other phase of the landslide
point cloud data, accurate landslide deformation analysis can
be achieved. By incorporating artificial intelligence algorithms
for point cloud automatic segmentation, it can be possible to
automate and accurately calculate large-scale point cloud defor-
mation.

V. CONCLUSION

In this article, we propose a high-precision modeling method
for mountainous and canyon areas. The method can significantly
improve the accuracy of UAV modeling in areas where it is not
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possible to place enough GCPs. Using this method, we modeled
the YBT Dam shoulder high slope. The terrain model created
using this method exhibits a significantly higher accuracy than
that created using the traditional method, with the maximum
error reduced from over 8 m to within 0.6 m. The fusion method
improves the terrain accuracy by 26% and increases the effective
range by over 100%.

To verify the accuracy of the UAV modeling results, we
propose an error analysis method based on the ICP algorithm.
This method gradually refines the error of the point cloud
through blocking and ICP registration. Compared with several
commonly used point cloud discrepancy calculation methods,
this method has better accuracy in this study. Using this method,
an error analysis of the terrain modeling results of the YBT Dam
shoulder slope was conducted, and a horizontal error distribution
map and vertical error distribution map were obtained. The error
analysis results showed that the terrain modeling results obtained
by the fusion method have a significantly higher accuracy than
the results obtained by the traditional method.
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