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MRA-IDN: A Lightweight Super-Resolution
Framework of Remote Sensing Images Based on
Multiscale Residual Attention Fusion Mechanism

Wujian Ye ™, Bili Lin

Abstract—The emergence of deep-learning technology has sig-
nificantly improved the performance of super-resolution algo-
rithms for a single remote sensing image; however, the number
of deep-learning model parameters is large, which limits its real-
time deployment. In addition, the reconstructed image quality still
needs improvement. To deal with the aforementioned problems,
a lightweight multiscale residual attention information distillation
network is proposed in this article. It achieves high-quality and
fast super-resolution processing of remote sensing images. First, a
high- and low-frequency (HF and LF) separation reconstruction
strategy is adopted that enables the network to improve the recon-
structed details of HF components while keeping the number of
model parameters low. Second, a novel multiscale residual attention
information distillation group is designed as the key component to
further extract richer regional features with different perceptual
fields and HF information while reducing the number of network
parameters. This is achieved by combining a multiscale residual
information distillation block that consists of multiple residual
convolutional sub-blocks and an HF channel aware attention block.
Last, the experimental results show that, compared with existing
mainstream methods, such as the MHAN, the number of model
parameters can be reduced by 75%, and the edge details of the
reconstructed images are richer and more complete. The corre-
sponding peak signal-to-noise ratio and SSIM can reach 31.59 dB
and 0.824, respectively, under the condition of a X 4 magnification
factor, and 27.39 dB and 0.668, respectively, under the condition of
a X 8 magnification factor.

Index Terms—Deep neural network (DNN), high- and low-
frequency (LF) reconstruction, high-frequency (HF) attention,
multiscale features, remote sensing super-resolution.

1. INTRODUCTION

EMOTE sensing imaging is one of the key technologies
for acquiring maps of the surface and atmospheric infor-
mation in the field of earth and environmental sciences. It is
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extensively used in agriculture and forestry monitoring, urban
mapping, military reconnaissance, etc. Spatial resolution is the
minimum distance between two adjacent features that can be
recognized on a remote sensing image. The higher the spatial
resolution, the better its ability to recognize objects. The remote
sensing images contain objective and accurate representation
of target and background information, and consequently, their
spatial resolution directly influences the accuracy and adequacy
of the acquired information. Improvement of spatial resolution
at the hardware-level requires increasing the number of optical
sensors by adding a large amount of photoreceptors and thus
augmenting the number of pixels; however, such methods have
certain limitations. On the one hand, the size and weight of the
optical system of remote sensing satellites need to be increased,
which considerably raise the research and development cost.
On the other hand, these methods cannot be used to improve the
existing remote sensing satellites operating in orbit. Therefore,
the enhancement of the spatial resolution of remote sensing
images at the software level has become a key research direction
for scholars.

Single image super-resolution (SISR) aims to restore a high-
resolution (HR) image by adding high-frequency (HF) details
to its low-resolution (LR) images [1], and it can be inexpensive
and easy to implement. It also plays a vital role in security,
biomedicine, remote sensing, and other fields, as well as in re-
covering precious historical data. In the past decade, researchers
proposed all sort of SISR algorithms, based on interpolation,
reconstruction, or learning techniques [2]. The images generated
using Lanczos resampling [3] and bicubic interpolation [4]
tend to exhibit blurred edge and texture details. Although the
reconstruction algorithms proposed in [5] and [6] can effectively
enhance the image generation quality, they require a significant
amount of expertise and a quite complex a priori knowledge. So
the generated images cannot be used in practical applications in
the field of remote sensing.

Deep learning has achieved remarkable breakthroughs in the
fields of image classification, object detection, and recognition,
starting from the AlexNet [7], to the ResNet [8], [9], DenseNet
[10], SENet [11], MGSNet [12], LSCNet [13], SLA-NET [14],
and MIFNet [15]. It has also led to a revolution in image
super-resolution techniques, which are also known as learning
methods. These algorithms mainly use a deep neural network
(DNN) to obtain the nonlinear relationship between the HR and
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the corresponding LR images through continuous learning and
training. This can result in the effective recovery of HF and
low-frequency (LF) details of images when the scale factor is
large. This is the mainstream direction of the current research.
Deep learning also has a feature extraction function, which can
deeply extract features that cannot be extracted by traditional
methods. Moreover, the loss function can effectively supervise
the learning of the model and improve the accuracy and stabil-
ity of super-resolution. In 2014, a deep convolutional neural
network was first proposed for super-resolution (named SR-
CNN) [16], which achieved remarkable results compared with
traditional algorithms. Subsequently, other models, such as the
VDSR [17], deep residual codec network [18], and DSRN [19],
were proposed, all of which achieved superior performance.
However, all the aforementioned algorithms are SISR models
linked to the mean square error and all the metrics derived from
it, like peak signal-to-noise ratio (PSNR). The images generated
by these models usually have high PSNR but low perceptual
quality.

To generate images that match the sensory requirements of
the human eye, the SRGAN super-resolution model [20] was
proposed in 2017. It was based on a generative adversarial
network (GAN), which achieved better visual results than the
convolutional neural network (CNN)-based models; however,
as the network continued to become deeper, the batch normal-
ization layer would affect the final imaging quality, resulting in
the appearance of image artifacts. To overcome the limitations
of SRGAN, ESRGAN [21], ESRGAN+ [22], and other GAN-
based models have been proposed successively. These methods
can generate images with more realistic details and more clear
texture information, which are aligned closely with the objec-
tive evaluation of human eyes. In 2021, the VSR-transformer
[23], [24], based on the transformer model, was proposed for
video super-resolution reconstruction, and it resulted in high
improvement in accuracy. Chen et al. [25] proposed a mul-
tiscale deformable transformer for single hyperspectral image
super-resolution, in which the deformable convolution-based
transformer module further extracts global spatial spectral infor-
mation from the local multiscale feature species of the previous
stage, and achieves good SR performance. However, the number
of model parameters was larger than that of GAN and CNN.
Recently, because the visual effects generated by the diffusion
model are superior to other generative models [26], [27], image
super-resolution methods based on the diffusion model have also
been proposed by many researchers. Liu et al. [28] proposed
a generative diffusion model with complementary details for
remote sensing image super-resolution, which uses the diffusion
model as a generative model and the LR image as the conditional
information to guide the image generation. Han et al. [29]
proposed a remote sensing image super-resolution algorithm
based on an efficient hybrid conditional diffusion model, which
makes full use of the conditional features to predict the noise
data distribution to effectively recover HR images from noise.
Although all of them achieved good visual results, but the model
parameters are huge and resource consumption is extremely
high.
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In order to fully utilize remote sensing image data and achieve
the goal of super-resolution algorithms to be widely applied to
real-world scenarios, Wu et al. [30] proposed a scale-aware dy-
namic network for continuous-scale super-resolution of remote
sensing images. Mishra and Hadar [31] proposed an unsuper-
vised network that is trained directly based on LR images. In
addition, blind super-resolution is introduced to super-resolve
LR images with unknown degradation, and Xiao et al. [32] pro-
posed a self-supervised degradation-guided adaptive network,
which can adapt to a variety of degradation distributions. These
methods expand the application scenarios while improving the
image perception quality.

The existing super-resolution models, such as FSRCNN [33],
SRGAN, ESRGAN, RCAN [34], second-order attention net-
work (SAN) [35], and TTSR [36], can achieve better results
compared with traditional algorithms. However, these super-
resolution models have a very large number of parameters, and
their complexity is hundreds of times higher than that of classic
techniques, leading to high costs and unsatisfactory performance
in the field of remote sensing. Networks with a large number of
parameters limit their deployment on low-computing-capacity
devices, resulting in insufficient memory and slow operation,
which has a bad impact on real-time remote sensing image
monitoring. Real-time remote sensing image monitoring tech-
nology utilizes HR remote sensing images to grasp the changes
of urban indicators in real time, and then utilizes the effective
information to help decision-makers make scientific planning
and decision-making. Also, remote sensing imagery is quite
complex, so its reconstruction process faces many challenges.
First, remote sensing images have more complex backgrounds,
textures, and HF details, and a wide variety of feature infor-
mation compared with natural images. Second, they contain
complex and rich content structures. Third, the distances of the
scenes that they represent are very large, so the feature targets
containing important information account for relatively small
areas in the overall image. Last, they usually have low spatial
resolution and low contrast.

To address the aforementioned problems, this article proposes
a lightweight super-resolution scheme for processing remote
sensing images called multiscale residual attention information
distillation network (MRA-IDN). It accounts for the character-
istics of remote sensing images just extensively addressed. The
main contributions of this article are as follows.

1) To avoid the tendency of most existing models to learn LF
information and lose some HF information, a lightweight
super-resolution network model is designed by using an
HF and LF reconstruction strategy. The LF information is
reconstructed by bilinear interpolation. The HF informa-
tion is obtained by our CNN network.

2) To reconstruct more HF information and reduce the num-
ber of parameters, a set of novel multiscale residual atten-
tion information distillation group (MRA-IDG) modules
is designed as the backbone of the CNN network for
learning HF information. A single MRA-IDG consists of
a multiscale residual information distillation (MSR-ID)
block and an HF channel aware (HFCA) attention block.
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3) The MSR-ID modules are constructed and combined by
using multiple residual convolutional subblocks (RCBs)
with different sizes for solving the problems related to
complex content structure and large differences for dif-
ferent scales of remote sensing images. The HFCA is
designed for retaining the complex texture and HF details
of image contents.

4) The experimental results show that, compared to the exist-
ing methods, such as the MHAN, the proposed MRA-IDN
scheme significantly reduces the number of parameters by
75% because of the distillation group structure of MRA-
IDG blocks. It can also enhance the edge details due to the
high- and LF reconstruction strategy and the MRA-IDG
attention module. Our MRA-IDN model shows better
quality indexes values, clearer texture structure, and more
accurate image details compared with other algorithms
on the public remote sensing super-resolution datasets
WHU-RS19 [37] and RSSCN7 [38].

The rest of this article is organized as follows. Section II
presents our work, and describes the methods proposed by
researchers in recent years as well as their advantages and
disadvantages. Section III describes the design of the proposed
method in detail. Section IV provides all experimental details
to verify the performance of the algorithm and discusses the
obtained results. Finally, Section V concludes this article.

II. RELATED WORK

Recently, researchers have proposed many deep-learning-
based super-resolution methods for remote sensing images,
among which the CNN-based and GAN-based methods are
widely used. Compared with the latter ones, the former neither
require complex adversarial techniques during the training stage,
nor iterative generation and optimization during the reasoning
phase. The structure of the CNN model is easy to implement and
adjust, and a higher amount of attention is paid to maintain image
details and structural information. Moreover, digital images
consisting of LF and HF components make the adoption of
HF-LF reconstruction strategy more necessary. The attention
mechanism can help the model to extract the desired features and
thus improve the performance. Therefore, this article intends to
investigate the CNN-based methods and utilize their advantages
to design an improved lightweight super-resolution technique
for generating high-quality remote sensing images.

A. CNN-Based Super-Resolution

The CNN commonly processes complex data, such as images
and videos, by using convolutional operations to automatically
extract features from data, and then uses fully connected lay-
ers for classification or regression tasks. In the field of image
super-resolution, Dong et al. [16] first proposed a CNN-based
super-resolution model, the SRCNN, which had a low num-
ber of layers. So it could not extract a sufficient amount of
effective information [17]. Hara and Tanaka [39] proposed a
super-deep image super-resolution model, known as VDSR,
containing 20 convolutional layers. Shi et al. [40] presented an
efficient subpixel CNN that utilizes a subpixel convolutional
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layer to boost the LR feature map to the final output. Dong
et al. [41] also designed a fast super-resolution model (FS-
RCNN) trained directly on LR images. It uses a deconvolu-
tional layer to upsample the feature maps, and its reconstruc-
tion speed was significantly improved compared to the existing
models.

Improving the visual quality is important for the neural
networks just cited because they usually yield low perceptual
quality. Since the information features of an image cannot be
adequately extracted by a single convolutional kernel, more
researchers have proposed to use multiple convolutional ker-
nels of different sizes to form different convolutional blocks
to construct a multiscale information feature extraction module
[42], [43], which improves the feature extraction capability of
the network. Jiang et al. [44] proposed a new deep distillation
recurrent network to improve the visual quality of reconstructed
images. It uses a multiscale purification unit to compensate
for the HF components lost during information propagation.
Lu et al. [45] presented a multiscale residual neural network
that can extract large-, medium-, and small-scale image features
and fuse the multiscale information to generate images with
high visual quality. Wang et al. [46] proposed an adaptive
multiscale feature fusion network, which can adaptively learn
multiscale features to improve the information usage efficiency.
Zhang et al. [47] proposed a progressive residual deep neural
network, which consists of a progressive residual structure
that gradually learns different levels and different perception
fields of the image feature maps to provide detailed features,
and consequently generate more accurate edge and texture
information.

B. Attention-Based Super-Resolution

Generally, the increasing number of CNN layers can improve
the visual quality of the reconstructed images, but this may
considerably raise the computational and memory resources.
All channels are treated identically by the CNN kernels, and it
is impossible to use LR images containing rich HF information.
In image processing, the attention mechanism can be employed
to solve this problem and it is divided into channel domain [11],
[48] and spatial domain [49] attention. This technique can help a
model focus on specific features or regions of the image, thereby
improving its performance.

To solve the problem of equal interchannel weightage given
to rich LF information contained in LR images, Zhang et al.
[34] proposed a very deep residual network based on channel
attention. Dai et al. [35] designed a deep SAN that uses second-
order feature statistics for more powerful feature representation
and correlation learning. Niu et al. [50] presented a holistic
attention network that consists of a layer attention module and
a channel space attention module, which can learn correlations
between different layers. Huang et al. [51] implemented a deep
dual-residual attention module, which enables the network to
focus more on HF information regions to achieve global and
local information fusion, and consequently generate detailed
information that improves the visual quality of the reconstructed
images.
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C. Super-Resolution Based on High- and Low-Frequency
Features

A digital image is composed of LF and HF components. The
former represent the regions where the intensity value of pixels
changes slowly in the image, and describes its main contour
region. The latter correspond to the part of the image that shows
quicker changes, i.e., the edge contour or noise, and thus the
details in the image.

In previous articles, both LF and HF components were recon-
structed using the same neural network, such as SRCNN, FSR-
CNN, VDSR, SRGAN, ESRGAN, RCAN, SAN, MHAN [52],
EEGAN [53], and other models. However, this can cause the loss
of HF components in LR images. Therefore, the current empha-
sis of research in super-resolution is to adopt different strategies
for learning the HF and LF features of remote sensing images
separately. Zhang et al. [54] proposed a residual-in-residual
network that focuses on learning HF information. Tian et al. [55]
proposed a lightweight enhanced CNN (LESRCNN) composed
of an information extraction and enhancement block (IEEB),
a reconstruction block (RB), and an information refinement
block (IRB). The IEEB cannot only extract LF features but also
remove redundant features. The RB converts LF features into HF
features by fusing global and local features, and the IRB learns
additional HF features to recover more HF detailed information.
Peng et al. [56] presented a gated CNN, the PGCNN, which
focuses on learning HF information by using migration learning
and several residual blocks containing gated convolutional units
with long hops to generate more texture and detailed informa-
tion. Tian et al. [57] proposed an asymmetric CNN, known as
ACNet, which consists of an asymmetric block (AB), a memory
enhancement block (MEB), and an HF feature enhancement
block (HFFEB). The MEB employs residual learning to fuse
LF features from the AB and converts the obtained LF features
into HF features. The HFFEB uses both LF and HF features to
obtain more robust super-resolution features, thus mitigating the
excessive feature enhancement problem.

III. METHOD

To achieve a reconstruction performance comparable to that
of deep super-resolution networks, under the conditions of a
smaller number of model parameters and a lower computa-
tional complexity, a novel lightweight super-resolution net-
work framework, the MRA-IDN, is designed in this article.
In this framework, the separate HF and LF reconstruction
uses the traditional interpolation algorithm and the neural net-
work to recover LF and HF components, respectively, a choice
that significantly reduces the network depth. In the neural
network, the MRA-IDG can extract information at multiple
scales with a small number of parameters and improve the
reconstruction performance with a slight increase in compu-
tational complexity. In the proposed design, one MRA-IDG
consists of an MSR-ID block and an HFCA block. The de-
tails of the proposed MRA-IDN network are described as
follows.

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

A. Network Structure of High- and Low-Frequency Separation
Reconstruction

As there is different information in the LF and HF components
of an image, the existing super-resolution models that use the
same network to process both may be biased toward the recon-
struction of the LF components, as they ignore the more detailed
and complex HF components in the remote sensing images.

In recent years, some networks, such as PAN [58] and AAN
[59], have demonstrated the superior reconstruction perfor-
mance of HF and LF separation strategy. In these networks,
the number of model parameters can be controlled to achieve
better image reconstruction, even without deeper network layers.
Therefore, in this article, we combine the multiscale attention
mechanism and the HF-LF component separation reconstruc-
tion strategy to design an improved lightweight super-resolution
framework. Its overall structure diagram is shown in Fig. 1.

In the figure, “MRA-IDG” is the multiscale residual attention
information distillation group structure proposed in this article,
“MSR-ID” is the multiscale residual information distillation
block, and “RCB” and “HFCA” refer to the residual convolution
sub-block and the HFCA attention block, respectively. “Upsam-
pler” is the upsampling module, and “Conv 3 x 3” represents a
convolution operation with a kernel of size 3 x 3. In this article,
the bilinear interpolation method is used to reconstruct the LF
components of the remote sensing images. The reconstruction
of the HF components is more complicated and it is achieved by
the neural network model. Finally, the LF and HF components
of the three RGB channels are added together to obtain the final
image.

AsFig. 1 shows, given an input LR image IR, the correspond-
ing HR image is I"'R. The reconstruction of the LF component
of the HR image can be expressed as follows:

LF = foilinear (ILR) ey

where fyilinear 1S bilinear interpolation.

The reconstruction of the HF component of the HR image is
carried out using the neural network. First, the primary features
from I™® are extracted using Conv 3 x 3 shown as follows:

29 = feu (I%) 2

where fex () denotes the convolution operation with a kernel of
size 3 X 3, an input channel of 3, and an output channel of 64.

After the completion of the primary feature extraction, mul-
tiple MRA-IDG dense nonlinear mapping modules are stacked
to compose a new powerful feature representation defined as
follows:

Tg = flé\]/[RAleG (flgd;(lAleG T (fl\l/IRAleG ($0))> (3)

where x4 represents the feature output after the gth MRA-IDG
block

Lfeature — ffusion (Ig) + xg. (4)

Subsequently, information fusion is achieved by performing a
convolution operation on the channel information extracted from
each MRA-IDG block using a convolution kernel of size 3 x 3,
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Fig. 1.

as shown by the operator frsion (*) in (4). Next, the features from
deep and shallow layers are added using the information jump
connection technique [18], [19], as shown in (4), which avoids
loss of important details after multiple layers of convolution

HF = frec(fup (xfeature))~ (5)

The fused information ey is then integrated and amplified
by the upsampling module, the operator f,,(*) in (5). The
amplified features are then fused and fed to a convolutional
layer with a kernel of size 3 x 3, an operation represented by
the function fc(*) in (5).

At the end, the HF and LF components are simply added
together. The super-resolved image can thus be expressed as the
result of the MRA-IDN model shown as follows:

I* = Hypra-ion (I™) = LF + HF (6)

where Hyraipn () represents the model proposed in this article.

Fig. 2 shows the reconstructed HF and LF components ob-
tained by the MRA-IDN model as well as the final HR recon-
structed images. Fig. 2(a) represents the LF components (for
the three channels) of the HR image reconstructed from the
LR image using the bilinear interpolation method. Fig. 2(b)
represents the HF components (for the three channels) of the HR
image reconstructed from the LR image by the neural network.
The corresponding color channels of both components can be
added one by one to obtain the final reconstructed HR image, as
shown in Fig. 2(c).

Representation of the multiscale residual attention information distillation network (MRA-IDN).

B. Structure of MRA-IDG Block

The RCAN model for SISR is based on residual networks and
it obtains a highly superior image super-resolution reconstruc-
tion performance by stacking more than 400 neural networks,
in which the residual attention module plays an important role.
However, the number of channels and layers of convolution in
the residual attention module is very large, leading to a great
amount of parameters and high model complexity. For example,
the RACN network has a parameter count of 15592K. To address
the aforementioned problems, this article uses multiple convo-
lutional kernels in series to form a larger convolutional block,
so that the convolutional block has the same feature extraction
capability as a single multiple convolutional kernels, making it
possible to reduce the number of parameters and the complexity
of the network. Then, this article designs the novel MRA-IDG
block, as shown in Fig. 3, which consists of MSR-ID and HFCA.
MSR-ID increases the network nonlinearity by designing a
symmetric structure while reducing the number of parameters
and considerably improving the expression capability of the
network. Meanwhile, the stacking of the RCBs in Fig. 4 with a
convolutional kernel of size 3 x 3 is used to constitute a multi-
scale feature extraction network, thus enhancing its extraction
capability.

The MRA-IDG structure is inspired by networks, such as the
IMDN [60], the cross-SRN [61], and the DenseNet [10]. To
reduce the computational complexity while enabling the net-
work to have the multiscale feature extraction functionality, the
MSR-ID adopts a channel splitting operation strategy, as shown
more in detail in Group A in Fig. 3. First, the 64-dimensional
(64-D) channel of the input feature H,_; of the previous layer
is split into four parts equally. Then, the channel features are
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(a) LF (b) HF

Fig. 2.

(c) SR (d) HR

High- and low-frequency separation reconstruction. (a) LF represents the low-frequency component. (b) HF represents the high-frequency component.

(c) SR represents the final reconstructed HR result obtained by summing the low-frequency and high-frequency components. (d) HR represents the HR image in

the dataset.
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convolution module with a kernel of size 3 x 3 and a nonlinear
activation function (the LeakyReLU). The main role of the
mapping is to extract the multiscale feature information, which
can be expressed as follows:

JalQ)

wo= F(ED R ) v ED )

Group A
Fig. 3. Multiscale residual attention information distillation group (MRA-IDG).
Fin Fout
CxHxW CxHxW
Fig. 4. Residual convolution sub-block (RCB).

successively split and input to the RCB block for convolution
operation. The corresponding function mapping is composed of
RCBs, whose structure is depicted in Fig. 4. It consists of a

where f represents the nonlinear mapping, Fiff) represents the
feature input of the ith channel, ® represents the convolution op-
eration, E® represents the convolution kernel of the ith channel,
and b(") represents the bias of the ith channel.

Finally, the four 16-D channel features, H AS, HAL, HAZ?,
and H A% are fused using a convolutional kernel of size 1 x 1,
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which can be expressed as follows:
HA = fruen ([HAS, HA}, HAT, HA})) (8)

where the subscript i and superscript j of H Az represent the ith
RCB block and the jth group of information features, respec-
tively.

To fully extract the features between each channel, after the
RCB operation in group A, the HA 64-D channel features are
split into four 16-D channel features. The split information
features will be subjected to the Group B RCB operation which
is centrosymmetric with the Group A RCB operation. Finally,
the four 16-D channel features, H By, HB3, HB3, and H B3
are fused using a convolutional kernel of size 1 x 1, as follows:

HB:fFuseB ([HBgvHBéaHBgaHBg]) (9)

where the subscript i and superscript j of Bf represent the ith
RCB block and the jth group of information features, respec-
tively.

The above HB information features are then fed to the HFCA
block to enable the neural network to concentrate more on
the reconstruction of HF components. Finally, the information
features given by the HFCA block are added one-by-one to the
original feature inputs, respectively, thus forming the overall
MRA-IDG block that can be expressed as follows:

Hy = furca (HB) + Hy_4

where H,_; is the input feature.

(10)

C. HFCA Attention Mechanism

The channel attention introduced by the RCAN network can
improve the visual quality of image super-resolution reconstruc-
tion; however, the complete information feature in each channel
will undergo an average pooling during the process. Generally,
the LF component occupies most of the energy of an image.
In addition, the average pooling operation increases the feature
channel weights of the LF component while suppressing some
important channels with more discrete features. This does not
satisfy the goal of HF detail reconstruction.

The standard deviation is a standardized metric of dispersion
[62]. By pooling the standard deviation of the feature maps for
each channel, a metric can be obtained about the variation of
features in each channel. The standard deviation calculation of
each channel will be updated during the training process, which
makes the network can dynamically adjust the weight of each
channel to adapt to the changes of different data distributions
and tasks. In addition to the information provided by average
pooling, standard deviation information can enable the network
to fully explore the HF elements between channels. Therefore,
this article includes the calculation of the standard deviation
of the image channel features to the CA block to fully explore
the relationship between feature channels. The HFCA module
mines more HF information, allowing more HF details to be
reconstructed, as shown in Fig. 5.

Fig. 5(b) shows the schematic diagram of the HFCA sub-
block. First, the average pooling and global standard deviation
calculation are performed for the feature maps of size h x w
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Upsampling block. (a) x4 upsampling. (b) X8 upsampling.

in ¢ dimensions, and two sets of feature maps of size 1 X linc¢
dimensions can be obtained. Second, the two sets of feature maps
are summed one by one by each channel to obtain a set of feature
maps of size 1 x 1 in ¢ dimensions. Third, the above feature
maps are given to two fully connected layers for encoding, and a
set of feature maps of size 1 x 1in ¢ dimensions is also obtained.
Fourth, after the application of the sigmoid activation function,
the weights of size 1 x 1 in ¢ dimensions are obtained, whose
values are between 0 and 1. A value closer to 1 means that the
channel weights are larger, and the channel features are more
important. Last, the weights of the ¢ dimensions of size 1 x 1
are multiplied with the corresponding original channel features
to complete the assignment of channel attention weights.

D. Upsampling Block

The same upsampling module as that used in the AAN net-
work is utilized in this article. As Fig. 6 shows, the upsampling
blocks that achieve x4 and x8 upsampling consist of two and
three sets of nearest-neighbor interpolation, respectively. Most
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of the upsampling blocks of existing super-resolution networks
utilize deconvolution. However, the deconvolution requires a
large number of operations, which can further increase the
network complexity and the number of parameters. Therefore,
this article adopts the nearest-neighbor interpolation combined
with a convolution scheme with a lower number of operations
and number of parameters.

E. Loss Function

This article uses the mean absolute error or the L1 loss func-
tion as the optimization function of the network, and compares
the performance of different models, such as SRCNN, FSRCNN,
VDSR, RCAN, MHAN, etc. Given the training set { /-R, THR} N

where N is the number of training pairs of LR and HR images,
the loss can be expressed as follows:

N
> |l Huramn (1) = 1%,

i=1

L (ISR,IHR) _ i

N an

where || ||, denotes the L1 criterion.

F. Evaluation Indicators

This article uses two objective evaluation indicators, PSNR
and structural similarity (SSIM) [63], to quantitatively assess
the performance of the super-resolution results. PSNR reflects
the quality of the image reconstruction, which can be expressed
as shown in (12). Generally, a PSNR value above 30 indicates
excellent reconstruction performance, and below 20 is poor.
SSIM reflects the similarity between the inferred image and the
target image, as shown in (13), which is related to the intensity,
brightness, and contrast of the image. In the super-resolution
task, the larger the PSNR and SSIM values, the higher the
similarity of the reconstructed image to the real image, and the
better the image reconstruction performance

PSNR = 10log;, - (3VN nb) .
H><1W Zi:l Zj:l [P (17.7) - G(Za.])]
(12)
SSIM = [s (P,G))*[L (P, &))" [¢ (P, G))" (13)

where H and W depict the height and width of the image,
respectively. P(i, j) and G(i, j) represent the pixel values in the
inferred and target images, respectively. s(P, G), (P, G), and
¢(P, G) are the intensity, brightness, and contrast with respect
to the inferred and target images, and «, 3, and -y correspond to
the weights of the significance of these three, respectively, with

a:/@:’y:l.

IV. EXPERIMENTS
A. Datasets

The AID dataset is a dataset of remote sensing images col-
lected and produced by Xia et al. [64]. It contains 10 000
images belonging to 30 categories, including images of airports,
farmlands, beaches, deserts, etc. The WHU-RS19 and RSSCN7
are datasets of remote sensing images produced by Dai and
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Wen [37] and Zou et al. [38], respectively. Further detailed
information about them is provided in Table I. Fig. 7 shows
some randomly extracted images from the three datasets.

To make an effective comparison with existing algorithms, the
AID is used as the training set in this article, a choice consistent
with MHAN. A total of 30 images are randomly and uniformly
extracted from multiple categories in the RSSCN7 dataset as
the validation set, which is named Test30 and partly are shown
in Fig. 8. WHU-RS19 and RSSCN7 are used as the test sets to
validate the performance of MRA-IDN.

B. Experimental Setting

To increase the data diversity, the AID dataset of size 600 x
600 is randomly cropped to obtain the training set of size 192 x
192. The generalization ability of the model is improved by using
data enhancement strategies on the training set, such as random
vertical flip and random horizontal flip, while the validation and
test sets use the original unchanged data.

In this article, bicubic interpolation is used to degrade the
images and obtain the LR and HR image pairs. The performance
of the models is also tested under the magnification factors x4
and x8. To ensure a fair comparison, the same degradation
model is used for all the considered models, and the same data
enhancement strategy is used in the training process. The Adam
optimizer [52] is employed to optimize the model for training,
the momentum parameters are set to 1 = 0.9, 52 = 0.99,
the batch size is set to 16, the initial learning rate is 0.0005, and
a linear decay strategy is used during each round of training.

PyTorch 1.5.0 framework on the Ubuntu 18.04.5 Operating
System is used to develop the models proposed in this article. The
hardware platform consists of an NVIDIA RTX2080 graphics
card that is used to accelerate the training of the models. All
algorithms to be compared are tested on the same hardware and
software platforms.

C. Ablation Study

Inspired by RCAN, IMDN, and PAN, the basic idea of the
MRA-IDG block proposed in this article is derived from the
residual channel attention block. Therefore, Fig. 1 is used as the
overall framework of the network in the ablation experiments to
test the effectiveness of the MRA-IDG blocks (12 layers) and
the HFCA sub-block proposed in this article. When the number
of MRA-IDG modules is 12, the model in this article is named
MRA-IDN, and when the number is 24, the model is named
MRA-IDN+.

Table II shows the PSNR metric, SSIM metric, and the number
of model parameters for each module that reconstructs Test30
at a magnification factor of x4. It is known that when both the
HFCA sub-block and the MRA-IDG block are simultaneously
used in the model, the number of model parameters increases
by a small amount. However, the PSNR and SSIM are at their
highest values, and the reconstruction quality of the image is
optimal at this time.

This article tests the effectiveness of each module through the
PSNR trend curve for Test30 during the training process with
a x4 magnification factor. It can be observed from both Fig. 9
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Fig. 7.

Fig. 8.

TABLE I
DETAILS OF THE DATASETS
Dataset Number Classes Resolution Spatial resolution
Train AID 10000 30 600 x 600 Upto 0.5
Test WHU-RS19 1005 19 600 x 600 Upto0.5
RSSCN7 2800 7 400 x 400 -

WHU-RS19 AID

RSSCN7

Sample images from training and testing sets.

Sample images of the Test30 dataset [40].
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TABLE II
ABLATION STUDIES
Test30
Scale HFCA MRA-IDG Parameters
PSNR/SSIM
X X 962075 29.59/0.7715
x 4 v X 962075 30.60/0.7717
X v 945131 30.62/0.7717
v v 952091 30.63/0.7732
306
305 Bicubic
g
~
§ 304
303 |
—#— MRA-IDN
—e— Without HFCA
202 ) ) ) ) — Wi:huut HFCA&I:/[RA-IDG
0 10 20 30 40 50 60
Number of iterations (x100) YOJTCARMEATDG
Fig.9. Plot of PSNR variation in the validation set for the ablation experiment.
TABLE III WO_MRA-IDG WO_HFCA MRA-IDN
ABLATION STUDY OF THE ATTENTION MODULE
Module Parameters PSNR (dB)
MRA-IDG+CA 73604 30.61
MRA-IDG+HFCA 73604 30.63 Bicubic WO_HFCASMRA-IDG

PSNR values on the Test30 validation set at x4 magnification factor and
the number of parameters for individual MRA-IDG modules with the
addition of different attention modules.

and Table II that both the HFCA sub-block as well as the MRA-
IDG block enhance the reconstruction quality of the images and
optimize the number of parameters. Fig. 10 shows in detail the
effect of different blocks on the image reconstruction quality.
The proposed model, MRA-IDN, which has the MRA-IDG and
HFCA modules, reconstructs the images with sharpest and most
accurate details. The comparison of WO-HFCA and W_HFCA
cases, as depicted in Fig. 11, shows that the addition of HFCA
attention block can help the network model reconstruct images
with more accurate details.

Asthe HFCA block is inspired by the CA mechanism, ablation
experiments are conducted to verify the effectiveness. Table I1I
shows the PSNR values for their reconstructed validation set im-
ages and the number of parameters used by a single MRA-IDG
block when the CA and HFCA module are added to it, respec-
tively. It can be concluded from Table III that the comparison
between the WO_HFCA image and the MRA-IDN image in
Fig. 10, and the heat map of the attention mechanism in Fig. 11
that the reconstructed images have the best quality when the
MRA-IDG block is added to the proposed HFCA sub-block.

WO_MRA-IDG WO_HFCA MRA-IDN

cl97

Fig. 10. Image details in the validation set obtained in the ablation experiment.

Fig. 11 shows the feature map of the HFCA attention mech-
anism for reconstructing the images, where WO_HFCA and
W_HFCA indicate the absence or presence of HFCA in the
model, respectively. The HFCA sub-block can enable the net-
work to pay more attention to HF information, such as lines, and
suppress most of the responses of LF component pixels. This in
turn makes the neural network focus more on the HF components
that are difficult to reconstruct, while the restoration of most of
the LF components is carried out by the traditional interpolation
method.

In addition, this article tests the effectiveness of the up-
sampling module for HF networks. Ablation experiments are
performed on the upsampling module based on the nearest
interpolation in this article and subpixel convolution. It can be
concluded from Table IV that the upsampling module in this
article has lower parameters and higher PSNR values.
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W HFCA

Original image

WO_HFCA

MRA-IDN

second one includes the lightweight remote sensing image super-
resolution reconstruction (LRSISR) algorithms, including SR-
CNN, VDSR, IMDN, PAN, LESRCNN, ACNet, AAN, FeNet
[67], Omnisr [68], and HAUNet_S [69].

Fig. 12 shows the reconstruction performance of the bicubic

Fig. 11. Impact of HFCA attention module on the model.
Bicubic
Fig. 12.  Reconstructed images by different models under the condition of a x4 magnification factor.
TABLE IV
ABLATION STUDY OF THE UPSAMPLER MODULE
Module Parameters (K) PSNR (dB)
Pixel-shuffle layer 2027 30.66
Upsampler (MRA-IDN+) 1835 30.67

PSNR values on the Test30 validation set at x4 magnification factor and
the number of parameters for the network with addition of different
upsampling modules.

TABLE V
ABLATION STUDY OF THE LOW-FREQUENCY NETWORK BASED ON
INTERPOLATION
Interpolation Parameters (K) PSNR (dB)
Bicubic 1835 30.66
Bilinear (MRA-IDN+) 1835 30.67

PSNR values on the Test30 validation set at x4 magnification factor and
the number of parameters for the network with different interpolation.

Finally, this article tests the effectiveness of LF networks.
Ablation experiments are performed on LF networks based on
bilinear interpolation and bicubic interpolation. Other interpo-
lation methods cannot be used due to different dimensions. It
can be concluded from Table V that the bilinear interpolation in
this article for the reconstruction of the LF component is better.

D. Comparison With Advanced Technologies

This article compares the proposed model with two kinds of
existing advanced models using the WHU-RS19 and RSSCN7
datasets. The first one includes the generalized large-scale super-
resolution reconstruction (GLSSR) algorithms, including RDN,
D-DBPN [65], RCAN, SRFBN [66], SAN, and MHAN. The

interpolation method and our proposed model MRA-IDN on the
LR remote sensing image under the condition of x4 magnifica-
tion factor. It can be observed that the image reconstructed by the
bicubic interpolation method is blurred and unclear, and lacks
most of the HF components. Compared with the interpolation,
the proposed algorithm based on deep learning can reconstruct
and restore most of the HF components, and the reconstructed
performance is closer to the original HR image.

To comprehensively analyze and compare the performance of
the model proposed in this article, the computational resource
consumption and reconstructed image quality metrics of each
generic model under a x4 magnification factor are tested in this
article. Table VI shows the actual running time, the occupied
GPU memory, floating point operations (FLOPs), number of
parameters, and PSNR values of the reconstructed images of
Test30 under a x4 magnification factor. As Table VI shows,
compared with the GLSSR algorithms, the FLOPs, the num-
ber of parameters, the occupied GPU memory, and the actual
inference time of the proposed model are the lowest when the
reconstruction results have the same PSNR values. On the other
hand, the PSNR of the proposed model is higher when the
FLOPs, the number of parameters, the occupied GPU memory,
and the actual inference time are similar to those of the LRSISR
algorithms.

The measured FLOPs, number of parameters, occupied GPU
memory, and actual inference time for the MRA-IDN model are
2.21 G, 962 k, 749 MB, and 23.64 ms, respectively, under a
x 8 amplification factor, while the measured FLOPs, number of
parameters, occupied GPU memory, and actual inference time
for the MRA-IDN+ model are 3.29 G, 1845 k, 1491 MB, and
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TABLE VI
DETAILS OF THE DATASETS

Type Year Method FLOPs (G) Parameters(K) Memory (MB) Time (ms) PSNR (dB)
2018 RDN 79.69 16520 2345 31.01 30.54
2018 D-DBPN 10234 10287 10145 63.41 30.65
GLSSR 2018 RCAN 72.55 15592 2117 96.36 30.57
2019 SRFBN 7715 3631 6289 55.38 30.64
2019 SAN 12.73 11980 2465 90.45 30.68
2021 MHAN 56.44 8931 1619 50.34 30.51
2014 SRCNN 0.305 57 791 9.51 30.14
2016 VDSR 2.74 667 987 10.83 30.26
2019 IMDN 3.14 715 836 13.68 30.60
2020 PAN 2.20 272 868 17.30 30.57
2020 LESRCNN 14.51 774 1160 17.42 30.55
2021 ACNECT 22.03 1504 1346 22.45 30.57
LRSISR 2021 AAN 5.44 1047 870 19.80 30.60
2022 FeNet 478 366 822 22.40 30.50
2023 Omnisr 4.10 805 1093 29.57 30.47
2023 HAUNet S 27.14 2019 2015 97.73 30.53
2023 MRA-IDN 5.66 952 729 23.36 30.63
2023 MRA-IDN+ 10.00 1835 1321 35.58 30.67
Performance comparison of the reconstructed Test30 validation set for each model at a x4 magnification factor.
TABLE VII
RECONSTRUCTION PERFORMANCE OF THE WHU-RS19 TEST SET FOR EACH MODEL AT A x4 AMPLIFICATION FACTOR
WHU-RS19 RCAN SRFBN SAN MHAN FeNet Omnisr HAUNet_S MRA-IDN+
PSNR/SSIM  PSNR/SSIM  PSNR/SSIM  PSNR/SSIM  PSNR/SSIM  PSNR/SSIM _ PSNR/SSIM _ PSNR/SSIM
Airport 28.77/0.828 28.99/0.828 29.01/0.831 29.02/0.830 28.91/0.825 28.69/0.819 28.17/0.803 29.06/0.829
Beach 47.32/0.981 47.35/0.981 47.39/0.981 47.42/0.981 46.93/0.979 42.10/0.978 45.13/0.973 47.16/0.980
Bridge 35.25/0.916 35.58/0.918 35.54/0.919 35.56/0.919 35.05/0.914 35.05/0.914 34.60/0.908 35.59/0.918
Commercial 25.55/0.749 25.70/0.758 25.71/0.762 25.74/0.762 25.46/0.746 25.50/0.748 25.11/0.737 25.78/0.760
Desert 40.83/0.936 40.76/0.936 40.77/0.936 40.77/0.937 40.88/0.936 39.94/0.934 40.43/0.931 40.78/0.935
Farmland 37.55/0.889 37.67/0.891 37.71/0.894 37.70/0.894 37.47/0.889 37.31/0.888 36.65/0.874 37.69/0.892
FootballField 29.62/0.842 29.92/0.850 30.02/0.856 30.03/0.855 29.42/0.837 29.46/0.839 28.85/0.825 30.05/0.853
Forest 28.67/0.691 28.69/0.693 28.71/0.698 28.71/0.698 28.58/0.686 28.69/0.693 28.26/0.667 28.74/0.696
Industrial 28.01/0.799 28.26/0.808 28.29/0.813 28.30/0.813 27.88/0.796 27.91/0.797 27.29/0.782 28.35/0.811
Meadow 37.77/0.874 37.80/0.874 37.82/0.875 37.81/0.875 37.75/0.874 37.57/0.873 37.06/0.860 37.74/0.874
Mountain 25.43/0.631 25.45/0.633 25.50/0.637 25.51/0.637 25.39/0.627 25.45/0.632 25.52/0.634 25.51/0.637
Park 28.78/0.761 28.92/0.764 29.92/0.764 28.93/0.763 28.71/0.757 28.71/0.759 28.34/0.748 28.96/0.766
Parking 28.52/0.866 29.11/0.878 29.21/0.887 29.23/0.887 28.08/0.857 28.59/0.868 27.55/0.849 29.50/0.885
Pond 32.70/0.879 32.81/0.881 32.81/0.882 32.84/0.882 32.66/0.879 32.54/0.878 32.23/0.872 32.82/0.881
Port 28.19/0.856 28.49/0.863 28.60/0.867 28.61/0.866 27.96/0.853 28.13/0.855 27.62/0.847 28.61/0.864
RailwayStation ~ 27.29/0.747 27.60/0.759 27.63/0.764 27.63/0.763 27.05/0.739 27.24/0.744 26.70/0.724 27.66/0.762
Residential 25.96/0.790 26.17/0.800 26.19/0.803 26.21/0.803 25.82/0.785 25.96/0.791 25.31/0.777 26.35/0.804
River 29.31/0.765 29.37/0.767 29.37/0.768 29.38/0.768 29.26/0.763 29.28/0.764 28.96/0.754 29.39/0.768
Viaduct 27.11/0.773 27.30/0.788 27.37/0.790 27.30/0.790 26.88/0.770 26.95/0.772 26.39/0.754 27.44/0.791
Average 31.32/0.822 31.35/0.824 31.38/0.827 31.40/0.828 31.01/0.816 30.76/0.818 30.49/0.806 31.43/0.827

44.48 ms, respectively. Based on the values of the MRA-IDN
and MRA-IDN+ models at x4 and x8 magnification factors,
we can observe that the number of parameters and the actual
inference time remain almost the same regardless of the mag-
nification factor. Moreover, the number of parameters of this
model as well as the time required for its computation are
significantly lower than those of other large networks. Thus,
our MRA-IDN is lightweight and has a stable performance, so
it achieves a better tradeoff between inference time and model
space.

The performance of the models is compared visually in
Fig. 13(a) and (b), which show the 2-D plane plots between the
model performance and the number of parameters, and between

the model performance and the occupied GPU memory for the
reconstruction of Test30 under a x4 magnification factor for
each model in Table VI, respectively. It can be observed that
the algorithm proposed in this article has good performance
in terms of both the number of parameters and the actual oc-
cupied GPU memory while achieving high PSNR and SSIM
values.

In order to carry out a more comprehensive comparison and
analysis of the performance of the model proposed in this article,
the reconstruction performance of various models is tested under
the same experimental conditions, using the same training and
test sets at different magnification factors, respectively. To en-
sure the accuracy and credibility of the data, the reconstruction
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TABLE VIII
RECONSTRUCTION PERFORMANCE OF THE RSCCN7 TEST SET FOR EACH MODEL AT A x4 AMPLIFICATION FACTOR
RSSCN7 RCAN SRFBN SAN MHAN FeNet Omnisr HAUNet_S MRA-IDN+
PSNR/SSIM  PSNR/SSIM  PSNR/SSIM  PSNR/SSIM PSNR/SSIM__ PSNR/SSIM _ PSNR/SSIM _ PSNR/SSIM
aGrass 34.24/0.831 34.32/0.833 34.34/0.834 34.34/0.834 34.16/0.831 34.09/0.830 34.17/0.829 34.33/0.832
bField 33.32/0.757 33.36/0.758 33.38/0.759 33.39/0.759 33.26/0.757 33.19/0.755 33.21/0.754 33.36/0.759
cIndustry 26.14/0.732 26.36/0.743 26.42/0.746 26.43/0.745 26.10/0.731 26.09/0.732 26.15/0.731 26.45/0.745
dRiverLake 31.21/0.830 31.21/0.830 31.24/0.832 31.24/0.832 31.06/0.827 31.02/0.827 31.08/0.826 31.23/0.831
eForest 28.35/0.636 28.38/0.637 28.41/0.640 28.40/0.640 28.33/0.634 28.34/0.636 28.37/0.638 28.40/0.640
fResident 25.15/0.707 25.33/0.717 25.39/0.721 25.39/0.721 25.10/0.705 25.16/0.710 25.25/0.712 25.40/0.720
gParking 25.36/0.694 25.55/0.705 25.46/0.706 25.61/0.709 25.33/0.693 25.35/0.695 25.40/0.694 25.61/0.708
Average 29.25/0.747 29.22/0.745 29.26/0.749 29.28/0.750 29.05/0.740 29.03/0.741 29.09/0.741 29.25/0.750
for each model under a x4 magnification factor, where WHU-
T amne oo esa RS19 and RSSCN7 contain 19 and 7 categories, respectively.
. L XMRAIDN @ SKTEN S MHANR=) The last rows of the tables show the average values for each
30.6 [ WO AAN
_. PAN[®  @AcNECT ®RCAN category.
¥ O®HAUNet S ORDN :
S 305 |[@FeNet o @MHANRSY) As Tables VII and VIII show, the average reconstruction
5 @ Omar quality of this article’s model in multiple categories is better
2 e s s S S in terms of PSNR or SSIM, and it reaches optimal values for
g complex scenes of Parking, Park, Railway Station, Residential,
~ IS SN SO SO S S SRS SR S . . . i R
g™ ovDsR etc. This proves that the multiscale information extraction by the
A . . .
302 bbb proposed MRA-IDG block can provide more detailed features in
. complex target scenes, thus improving the reconstruction quality
304 of the neural network.
1 1 1 1 1 1 1 1

0 2000 4000 6000 8000 10000 12000 14000 16000 18000

Number of Parameters (K)

(a)
sor VRPN esan
* MRA-IDN O@SRFBN D-DBPN®

R S
- PAN® 5 ®RCAN
T YRARUne so @rDN
S 305 frone®@  OMHANRS)
g ® Omnisr
o
=
S 804
o
2
&~ S R
% 30.3
15 @®VDSR

B0.2 |

O SRCNN
KR ,,,— . :
1 1 1 1 1
0 2000 4000 6000 8000 10000
Memory (Mib)
(b)
Fig. 13.  Comparison between the proposed model and existing algorithms

for the reconstruction of the validation set Test30 at a x4 magnification factor.
Reconstruction results, number of parameters, and the occupied GPU memory
are considered. (a) Parameter comparison of different models. (b) Memory
comparison of different models.

results data of other models in Tables VII-X are based on [52]
except for the one of FeNet, Omnisr, HAUNet_S, and the pro-
posed algorithm. The reconstruction results of FeNet, Omnisr,
and HAUNet_S are included to allow a better comparison of
the proposed model with the latest super-resolution models of
remote sensing images.

Tables VII and VIII show the PSNR and SSIM corresponding
to each category in the reconstructed WHU-RS19 and RSSCN7

Fig. 14 compares the details of the reconstructed WHU-
RS19 and RSSCN7 obtained using each of the algorithm of
the aforementioned tables for a x4 magnification factor. It can
be observed that the method proposed in this article provides
the most complete and clearest image reconstruction details.
This can be noticed from the better visual quality, clarity, and
accuracy of the font lines in image c157, the building edges and
window details in image buildings c165 and c¢160, and the color
in image f015. The proposed MRA-IDN can achieve similar
or better reconstruction quality than the existing methods, such
as the MHAN, that belongs to the GLSSR methods, and the
FeNet, that belongs to the LRSISR methods. However, Table VI
and Fig. 14 show that the MRA-IDN model can have a lower
model complexity, a smaller number of parameters, and a lower
memory utilization while maintaining a high PSNR.

To carry out a more comprehensive evaluation of the per-
formance of the proposed model with existing methods, this
article also shows reconstruction results at a X8 magnification
factor. Tables IX and X show the corresponding average PSNR
and SSIM of each category of WHU-RS19 and RSSCN7 recon-
structed by each model, respectively. The average reconstruction
quality of the proposed model is the highest over multiple cat-
egories, and its reconstruction performance is better than those
of other models of the same category under a X8 magnification
factor. As the HF and LF components are separated, the neural
network in MRA-IDN can focus on the reconstruction of HF
components. Furthermore, the advantage of this structure is
more prominent for reconstruction at a higher magnification
and, therefore, the quality of the reconstructed images can be
optimized.

Fig. 15 shows the reconstructed image details corresponding
to the WHU-RS19 and RSSCN7 test sets, obtained by each
model under the condition of a X8 magnification factor. It can be
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Fig. 14. Comparison of reconstructed image details between our model and existing algorithms at a x4 factor.
TABLE IX
PSNR AND SSIM METRICS OF THE RECONSTRUCTED WHU-RS19 TEST SET FOR EACH MODEL AT A X8 AMPLIFICATION FACTOR

WHU-RS19 RCAN SRFBN SAN MHAN FeNet Omnisr HAUNet S MRA-IDN+
) PSNR/SSIM  PSNR/SSIM  PSNR/SSIM  PSNR/SSIM  PSNR/SSIM  PSNR/SSIM  PSNR/SSIM  PSNR/SSIM
Airport 24.61/0.631 24.49/0.622 24.52/0.628  24.64/0.633 24.95/0.654  24.63/0.638 24.46/0.628  25.05/0.658
Beach 41.44/0.950 41.31/0.942 41.38/0.947  41.42/0.948 41.34/0.950  36.64/0.941 40.68/0.942  41.67/0.951
Bridge 30.43/0.837 30.30/0.833 30.41/0.837  30.51/0.840 30.55/0.840  30.52/0.840 30.49/0.840  31.20/0.849
Commercial 21.55/0.501 21.48/0.497 21.51/0.499  21.56/0.501 21.54/0.507  21.60/0.511 21.38/0.500  21.87/0.530
Desert 38.15/0.902 38.02/0.899 38.17/0.900 38.17/0.903 38.29/0.903  37.25/0.899 38.17/0.900  38.25/0.902
Farmland 33.17/0.791 33.07/0.787 33.11/0.790  33.20/0.793 33.22/0.794  33.08/0.793 32.96/0.783  33.55/0.801
FootballField 24.95/0.665 24.96/0.669  24.92/0.664  24.99/0.668 24.98/0.673 24.98/0.672  24.69/0.661 25.63/0.701
Forest 25.53/0.451 25.50/0.450  25.50/0.448  25.58/0.452  25.49/0.449  25.53/0.455 25.49/0.440  25.61/0.459
Industrial 23.23/0.559 23.15/0.553 23.19/0.557  23.20/0.557  23.33/0.572  23.29/0.570  23.01/0.556  23.83/0.601
Meadow 34.64/0.803 34.55/0.798 34.52/0.799  34.69/0.806 34.70/0.804  34.41/0.802 34.54/0.798  34.75/0.804
Mountain 22.67/0.392 22.61/0.388 22.64/0.389  22.73/0.394  22.66/0.392  22.69/0.398 22.80/0.397  22.76/0.401
Park 25.14/0.567 25.11/0.566  25.10/0.566 ~ 25.18/0.568 25.16/0.571 25.11/0.572  24.99/0.561 25.38/0.582
Parking 22.42/0.629 22.34/0.624  22.39/0.625 22.43/0.629  22.31/0.633 22.57/0.646  22.16/0.624  23.40/0.690
Pond 29.13/0.785 29.08/0.784  29.08/0.782  29.15/0.785 29.13/0.788  29.06/0.787  29.00/0.786  29.41/0.794
Port 23.59/0.700 23.50/0.695 23.51/0.692  23.63/0.702  23.57/0.706  23.72/0.711 23.41/0.703 24.17/0.730
RailwayStation ~ 23.00/0.478 22.95/0.476  22.93/0.473 23.04/0.479  23.00/0.482  23.04/0.487  22.98/0.474  23.38/0.507
Residential 21.01/0.515 20.97/0.512 20.94/0.511 21.00/0.513 21.04/0.525 21.18/0.536  20.86/0.522  21.60/0.569
River 25.88/0.584 25.82/0.581 25.78/0.579  25.88/0.585 25.85/0.586  25.89/0.590  25.75/0.581 26.05/0.595
Viaduct 22.52/0.512 22.42/0.507 22.50/0.511 22.55/0.514  22.72/0.650  22.65/0.528 22.41/0.514  23.18/0.560
Average 27.00/0.644 26.93/0.641 26.95/0.642  27.03/0.642  27.01/0.650  26.70/0.651 26.83/0.642  27.41/0.668
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TABLE X
PSNR AND SSIM METRICS OF THE RECONSTRUCTED RSCCN7 TEST SET FOR EACH MODEL AT A X8 AMPLIFICATION FACTOR

RSSCN7 RCAN SRFBN SAN MHAN FeNet Omnisr HAUNet_S MRA-IDN+
PSNR/SSIM  PSNR/SSIM  PSNR/SSIM  PSNR/SSIM  PSNR/SSIM  PSNR/SSIM  PSNR/SSIM _ PSNR/SSIM

aGrass 31.61/0.751 31.54/0.748 31.57/0.749 31.64/0.752 31.68/0.754 31.50/0.751 31.53/0.749 31.83/0.756
bField 31.40/0.692 33.30/0.688 31.35/0.690 31.38/0.691 31.51/0.696 31.34/0.693 32.66/0.752 31.63/0.699
cIndustry 22.63/0.522 22.54/0.516 22.55/0.517 22.66/0.524 22.75/0.535 22.70/0.533 22.19/0.504 23.06/0.555
dRiverLake  28.42/0.733 28.30/0.725 28.32/0.729 28.42/0.731 28.47/0.737 28.39/0.736 28.40/0.739 28.67/0.743
eForest 26.15/0.457 26.08/0.452 26.12/0.455 26.17/0.458 26.15/2.458 26.14/0.460 26.39/0.455 26.21/0.463
fResident 21.58/0.458 21.50/0.451 21.51/0.452 21.63/0.460 21.60/0.466 21.65/0.473 20.97/0.420 21.87/0.489
gParking 22.50/0.497 22.42/0.492 22.46/0.496 22.48/0.497 22.57/0.507 22.52/0.506 22.57/0.484 22.78/0.522
Average 26.32/0.587 26.24/0.581 26.26/0.584 26.34/0.588 26.39/0.593 26.32/0.593 26.39/0.586 26.58/0.604

Bicubic

Bicubic

Bicubic

SRFBN

Fig. 15.

observed that the details of the images reconstructed using the
model proposed in this article are superior to those of the existing
algorithms. In the house of f056, the image reconstructed by
MRA-IDN has the highest definition, and the reconstructed line
details of edges and borders are more accurate and clearer. For
the steel bar details of footballField_34, the accuracy of the
image reconstructed by the proposed algorithm is optimal. The

MHAN

Omnisr HAUNet S MRA-IDN+

SRCNN VDSR DBPN
MHAN FeNet Omnisr HAUNet S MRA-IDN+

3
-
RCAN

> of

HAUNet_S

FeNet

Reconstructed image details obtained with our model and existing algorithms at a x8 amplification factor.

2130 image shows that the reconstructed house is clearer and
rounder with less noise.

Therefore, combining the visualization results of Figs. 13
and 14, for example, by image c157, c165, f015, c160, f056,
and g130, it can be concluded that, on the RSSCN7 dataset,
no matter it is a x4 or x8 magnification factor, the proposed
model compares with the other models because of the effective
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Fig. 16.
algorithms based on GAN and transformer at a x4 amplification factor.

Reconstructed image details obtained with our model and existing

extraction of features by the multiscale feature extraction module
and the HF attention module, which makes the reconstructed
concrete lines and structures clearer, the details of the edges of
the windows and the walls more accurate and natural, and the
details of text and objects on the roof of the building are richer
and more obvious.

In order to compare the performance with more super-
resolution algorithms, the proposed algorithm based on CNN
compares the reconstruction effect with the latest GAN-based
and transformer-based super-resolution algorithms, such as EE-
GAN, FASRGAN [70], Omnisr, and TransENet [71]. Since the
number of network parameter, the occupied memory, and the
running time of the CNN-based network are generally much
less than those of the GAN and the transformer, only the re-
construction effect is compared here. Fig. 16 shows that, in
image airport_12, the clarity of the lines reconstructed by the
proposed algorithm are all better than other methods, except
FASRGAN, but the choreography of the lines is closer to the
original image compared to FASRGAN. The line choreography
is uniform and more in line with the neatness of the building.
In image c157, each letter is clearer than the other algorithms.
In image footballField_17, the lines reconstructed by the pro-
posed algorithm are better than the other algorithms, except for
FASRGAN, but the color is closer to the original image than
FASRGAN.
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In this article, a lightweight super-resolution network is
designed for remote sensing images that have complex and
diverse feature information, but at the same time achieve super-
resolution on real-world scenes. Table XII shows that the pro-
posed algorithm achieves lightweight on remote sensing image
super-resolution while also achieving the optimal performance,
so only the comparison with LRSISR model is made on the
real-world scene. It can be concluded from Table XI, the pro-
posed algorithm achieves the highest PSNR and SSIM values on
Set5 [72], Set14 [73], BSD100 [74], Urban [75], and Mangal09
[76] datasets. Therefore, the proposed algorithm has wider scene
applicability and better performance. Under a x4 amplification
factor, HAUNet_S exceeds the maximum memory (20G) when
testing Urban100 and Mangal09 datasets, and the experimental
environment does not support multicard testing, resulting in the
failure to test these two datasets, so there is no information
about the PSNR and SSIM values of these two datasets tested
by HAUNet_S here.

Table XII summarizes the average PSNR and SSIM of each
model corresponding to each category reconstruction for the
WHU-RS19 and RSSCN7 test sets under different amplification
factors. The algorithmic models in Table XII are categorized,
which in turn makes it more convenient to compare the perfor-
mance of the models with respect to different categories. All the
GLSSR and LRSISR models are divided into four categories,
based on whether the network structure uses the attention mech-
anism, and HF and LF features. These categories are as follows.

1) None. The network structure uses neither the attention

mechanism nor HF and LF features.

2) Attention-based. The network structure uses only the at-

tention mechanism.

3) Features-based. The network structure uses only the HF

and LF features.

4) Mixing-based. The network structure uses the attention

mechanisms as well as the HF and LF features.

Table XII shows that the remote sensing images reconstructed
by our method have the optimal quality under multiple mag-
nification factors. The attention mechanism, and HF and LF
features are effective when applied to the network structure,
which considerably improves the performance of the proposed
model.

It can be observed from Table XII that under a x8 amplifica-
tion factor, the MHAN method has the best performance out of
the existing GLSSR algorithms, outperforming the SAN method
with respect to the overall reconstruction performance. On the
WHU-RS19 dataset, the PSNR only improves by 0.08 dB, but
the SSIM does not improve. On the RSSCN7 dataset, the PSNR
and SSIM only improve by 0.08 dB and 0.004, respectively.
Compared with the MHAN algorithm, the proposed algorithm
improves the PSNR and SSIM by 0.36 dB and 0.026, respec-
tively, on the WHU-RS19 dataset, and by 0.23 dB and 0.016,
respectively, on the RSSCN7 dataset. Moreover, compared with
all the LRSISR algorithms in Table XII, the proposed algo-
rithm improves the PSNR and SSIM by 0.42 dB and 0.019
on average, respectively, on the WHU-RS19 dataset, and by
0.22 dB and 0.013 on average, respectively, on the RSSCN7
dataset. The latest LRSISR algorithm, HAUNet_S, compared
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Scale Method Set5 Set14 BSD100 Urban100 Mangal09
factor PSNR/SSIM PSNR/SSIM PSNR/SSIM PSNR/SSIM PSNR/SSIM
IMDN 31.48/0.885 28.19/0.772 27.38/0.729 25.66/0.772 29.12/0.886
PAN 31.30/0.883 28.26/0.774 27.37/0.729 25.58/0.769 29.29/0.892
LESRCNN 31.39/0.884 29.22/0.745 27.33/0.727 25.54/0.767 29.28/0.891
ACNECT 31.43/0.884 28.23/0.773 27.34/0.727 25.58/0.768 29.32/0.891
X 4 AAN 31.46/0.885 28.25/0.775 27.42/0.731 25.76/0.775 29.58/0.895
FeNet 29.36/0.831 26.69/0.732 26.42/0.695 23.64/0.682 25.74/0.805
Omnisr 31.48/0.884 28.18/0.772 27.38/0.729 25.57/0.767 29.30/0.891
HAUNet S 30.26/0.881 27.88/0.765 27.25/0.726 - -
MRA-IDN + 31.65/0.888 28.34/0.776 27.48/0.733 25.94/0.781 29.64/0.896
IMDN 26.49/0.753 24.68/0.627 24.67/0.589 22.20/0.600 23.62/0.741
PAN 26.44/0.755 24.71/0.629 24.68/0.589 22.20/0.601 23.81/0.751
LESRCNN 26.41/0.752 24.61/0.625 24.63/0.587 22.12/0.596 23.67/0.745
ACNECT 26.32/0.750 24.59/0.626 24.63/0.587 22.15/0.598 23.69/0.746
X 8 AAN 26.47/0.755 24.71/0.629 24.72/0.590 22.29/0.606 23.91/0.756
FeNet 26.17/0.739 24.44/0.618 24.52/0.582 21.92/0.583 23.16/0.720
Omnisr 26.22/0.741 24.46/0.620 24.53/0.584 21.99/0.586 23.30/0.725
HAUNet S 26.36/0.751 24.52/0.621 24.64/0.587 22.12/0.593 23.29/0.728
MRA-IDN + 26.64/0.764 24.77/0.631 24.74/0.592 22.35/0.611 23.91/0.757
TABLE XII
PSNR AND SSIM METRICS OF THE RECONSTRUCTED WHU-RS19 AND RSCCN7 TEST SETS FOR EACH MODEL
WHU-RS19 RSCCN7 WHU-RS19 RSCCN7
Model Type Method | Scale —HoNR/SSIM__ PSNR/SSIM | > “PSNR/SSIM__PSNR/SSIM
None RDN X 4 31.20/0.825 29.10/0.741 X 8 26.95/0.643 26.27/0.584
None D-DBPN X 4 31.36/0.826 29.23/0.747 X 8 26.97/0.642 26.30/0.585
GLSSR None SRFBN X 4 31.35/0.824 29.22/0.745 X 8 26.93/0.641 26.24/0.581
Attention-based RCAN X 4 31.32/0.822 29.25/0.747 X 8 27.00/0.644 26.32/0.587
Attention-based SAN X 4 31.38/0.827 29.26/0.749 X 8 26.95/0.642 26.26/0.584
Attention-based MHAN X 4 31.40/0.828 29.28/0.750 X 8 27.03/0.642 26.34/0.588
None SRCNN X 4 30.06/0.783 28.41/0.710 X 8 26.33/0.617 25.86/0.565
None VDSR X 4 30.74/0.807 28.85/0.731 X 8 26.74/0.635 26.15/0.580
Attention-based IMDN X 4 31.27/0.821 29.16/0.744 X 8 27.28/0.660 26.51/0.599
Attention-based PAN X 4 31.18/0.820 28.98/0.742 X 8 27.24/0.659 26.49/0.599
Attention-based AAN X 4 31.29/0.823 29.18/0.745 X 8 27.30/0.661 26.53/0.600
LRSISR Attent@on-based FeNf:t X 4 31.01/0.816 29.05/0.740 X 8 27.01/0.650 26.39/0.593
Attention-based Omnisr X 4 30.76/0.818 29.03/0.741 X 8 26.70/0.651 26.32/0.593
Feature-based ACNECT X 4 31.19/0.819 29.12/0.742 X 8 27.18/0.656 26.45/0.596
Feature-based LESRCNN X 4 31.15/0.818 29.11/0.741 X 8 27.13/0.656 26.46/0.596
Mix-based HAUNet_S X 4 30.49/0.806 29.09/0.741 X 8 26.83/0.642 26.39/0.586
Mix-based MRA-IDN X 4 31.35/0.824 29.21/0.746 X 8 27.36/0.665 26.55/0.603
Mix-based MRA-IDN+ | x4 31.59/0.827 29.25/0.750 X 8 27.39/0.668 26.57/0.604

with all the LRSISR algorithms, except the proposed algorithm,
reduces the PSNR and SSIM by 0.16 dB and 0.007 on aver-
age, respectively, on the WHU-RS19 dataset, and the PSNR is
higher by 0.04 dB on average, and SSIM is less by 0.005 on
average, on the RSSCN7 dataset. The second-best-performing
LRSISR algorithm, AAN, compared with all the LRSISR al-
gorithms, except the proposed algorithm, improves the PSNR
and SSIM by 0.36 dB and 0.013 on average, respectively, on
the WHU-RS19 dataset, and by 0.19 dB and 0.010 on average,
respectively, on the RSSCN7 dataset. It can be concluded that

the proposed algorithm’s PSNR and SSIM are improved by
a large amount, and the performance, compared with other
algorithms, is improved by a lot, while achieving the purpose of
lightweight.

E. Discussion

The deep-learning-based super-resolution algorithm obtains
the nonlinear relationship between HR and LR images through
the continuous learning of the neural network, and achieves a
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good quality of image reconstruction. The HF and LF details
of the image can still be recovered well when the scaling factor
is large. We propose an MSR-ID module, which fully extracts
the features while reducing the number of parameters, and an
HFCA module, which makes the complex texture and HF details
fully preserved. Therefore, the MRA-IDN algorithm, compared
with the GLSSR algorithm, achieves high visual reconstruction
effect, while realizing lower FLOPs, number of parameters,
occupied GPU memory, and actual inference time, such as
the building lines reconstructed are clearer and the edges are
more accurate. Compared with some evaluation metrics of the
LRSISR algorithms, such as the number of parameters of FeNet
and PAN, although the number of parameters is not the lowest,
it has the highest PSNR value and better visual effect. The
proposed algorithm will be continued to be improved to ensure
high visual reconstruction effect while greatly reducing the
number of network parameters. At x4 magnification factor, the
proposed algorithm achieves optimal PSNR and SSIM values in
most scenes and suboptimal values in the remaining few scenes.
At x8 magnification factor, it achieves the optimal values in all
scenes, except for the suboptimal values in the Desert scene. It
can be seen that the proposed model can stably achieve good
reconstruction visual effect in various remote sensing scenes,
and will not reduce the reconstruction effect because of the scene
change, which indicates that the model’s performance is stable.
It also reflects that the proposed algorithm can realize the highest
visual reconstruction effect for the image super-resolution with
high magnification factor in the majority of scenes, and can
continue to improve the image super-resolution effect with low
magnification factor in individual scenes.

V. CONCLUSION

This article presented a new, efficient, lightweight, and high-
performance super-resolution reconstruction algorithm for re-
mote sensing images. First, an MSR-ID consisting of multiple
RCBs was designed. Second, a novel HFCA attention mecha-
nism suitable for the super-resolution reconstruction task was
proposed. These two mechanisms constituted an MRA-IDG
with a small number of parameters, low complexity, and strong
characterization ability. Last, a super-resolution scheme (MRA-
IDN) combining frequency separation reconstruction, where the
LF and HF components are restored by bilinear interpolation
and a DNN, respectively, was proposed based on the backbone
of a set of MRA-IDG modules. The MSR-ID block could
extract multiscale residual features containing a higher amount
of abundant information with different receptive fields under
a lower number of network parameters. The HFCA attention
block could guide the network to be biased toward the extraction
and reconstruction of HF information. The HF and LF separa-
tion reconstruction scheme could improve the reconstruction
performance of the HF component while keeping the number
of model parameters low. The experimental results indicated
that the proposed method, MRA-IDN, could reconstruct clearer
images and more accurate HF detail information for complex
remote sensing image scenes. Compared with the MHAN, the
number of parameters of MRA-IDN could be reduced by 75%. It
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also showed advantages in terms of memory, running time, and
GPU cost, and the subjective visual performance and objective
quality of the reconstructed HR images were improved to some
extent. However, due to the single degradation model, such
as the interpolation used in the training process, the proposed
scheme and other existing methods suffer from limitations for
complex real-life scenes. Therefore, it is necessary to discuss
and study different degradation models in the field of remote
sensing to further optimize the proposed algorithm and obtain
more complex and diversified remote sensing image data to
train it, while realizing its application expansion in blind super-
resolution. Moreover, the proposed algorithm is trained based on
optical images, which is applicable to a limited number of remote
sensing image types. So it can be subsequently trained based on
more remote sensing image types to realize super-resolution for
more image types, such as hyperspectral image super-resolution
[771, [78], [79].
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