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Low-Cost Sensors and Multitemporal Remote
Sensing for Operational Turbidity Monitoring
in an East African Wetland Environment

Stefanie Steinbach ¥, Andreas Rienow
Bartholomew Kuria Thiong’o

Abstract—Many wetlands in East Africa are farmed and wetland
reservoirs are used for irrigation, livestock, and fishing. Water
quality and agriculture have a mutual influence on each other.
Turbidity is a principal indicator of water quality and can be used
for, otherwise, unmonitored water sources. Low-cost turbidity sen-
sors improve in situ coverage and enable community engagement.
The availability of high spatial resolution satellite images from the
Sentinel-2 multispectral instrument and of bio-optical models, such
as the Case 2 Regional CoastColor (C2RCC) processor, has fostered
turbidity modeling. However, these models need local adjustment,
and the quality of low-cost sensor measurements is debated. We
tested the combination of both technologies to monitor turbidity
in small wetland reservoirs in Kenya. We sampled ten reservoirs
with low-cost sensors and a turbidimeter during five Sentinel-2
overpasses. Low-cost sensor calibration resulted in an R? of 0.71.
The models using the C2ZRCC C2X-COMPLEX (C2XC) neural
nets with turbidimeter measurements (R* = 0.83) and with low-cost
measurements (R?> = 0.62) performed better than the turbidimeter-
based C2X model. The C2XC models showed similar patterns for
a one-year time series, particularly around the turbidity limit set
by Kenyan authorities. This shows that both the data from the
commercial turbidimeter and the low-cost sensor setup, despite
sensor uncertainties, could be used to validate the applicability
of C2RCC in the study area, select the better-performing neural
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nets, and adapt the model to the study site. We conclude that
combined monitoring with low-cost sensors and remote sensing
can support wetland and water management while strengthening
community-centered approaches.

Index Terms—Agricultural water management, Case 2 Regional
CoastColor (C2RCC), Sentinel-2, water quality.

I. INTRODUCTION

OW costs, simplicity, and adaptability to local conditions

have entailed the construction of thousands of small reser-
voirs across the African continent [1], [2]. There is no com-
prehensive inventory, but up to 95% of all African reservoirs
may be small with a surface area below 100 ha and up to
59% are below 10 ha [3]. Although their performance in terms
of water availability and productivity varies strongly [4], they
can support smallholder agriculture and farmer-led irrigation
development [5], [6]. Wetland cultivation and damming are
common across East Africa [7], [8], [9]. The use of wetlands
significantly determines water quality in small reservoirs [10],
[11]. Likewise, water quality critically impacts the ecological
status and functioning of wetlands [12], [13].

The density of water quantity and quality monitoring locations
is substantially lower in Africa compared with other continents,
and even more for small water bodies [13]. Traditional monitor-
ing methods require physical access to the water body and they
do not produce spatially continuous data, which is why remote
sensing has been proposed as a cost-effective alternative for spa-
tially and temporally continuous water quality monitoring [14],
[15]. Different methods and models for water quality monitoring
exist and are widely used but require more validation over inland
water bodies under different environmental scenarios [16], [17].

Various studies have shown how remote-sensing observa-
tions can be matched with ground reference data to derive
different water quality parameters [14], [18], [19], [20], [21],
[22]. Remote-sensing observations can capture optically active
constituents, such as chlorophyll-a (Chl-a) as an indicator of
phytoplankton [23], colored dissolved organic matter (CDOM)
[24], and total suspended matter (TSM) as a measure of particle
load [25]. Like TSM, turbidity refers to suspended particles but
is measured as a function of light scattering by particles in the
water. Light attenuation and scattering factors, such as the shape,
size, and color, as well as interactions with other optically active
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constituents in addition to particle mass, influence turbidity
[26]. For ground measurements, turbidity is often preferred
over TSM for quick assessments, as it can be easily measured
with a portable or stationary turbidimeter [26], [27]. Bio-optical
modeling refers to the analysis of the water status based on light
absorption and scattering as a result of the concentrations and in-
teractions of optically active constituents [28]. Empirical models
forinland water bodies establish statistical relationships between
water leaving radiance from one or more bands, band ratios, or
band arithmetic to one or more inherent optical properties (IOPs)
[19]. However, such models are usually difficult to transfer
to other sites or sensors. In contrast, advanced semianalytical
models are characterized by their greater robustness due to the
combination of physical assumptions with the training on large
remote sensing and ground databases [14], [19], [29], [30]. The
launch of satellites that provide publicly available high spatial
resolution imagery, such as Sentinel-2 multispectral instrument
(MSI) data, has stimulated a growth in studies that use various
model types for extracting optically active constituents of small
water bodies [31], [32], [33].

In situ measurements are necessary for model calibration and
validation and, therefore, represent a major bottleneck [14].
Water quality sampling in the field can be complex and cost-
intensive [31]. An inexpensive option to determine water clarity
is Secchi disk depth, which only requires a white disk that
is lowered into the water until the surveyor cannot discern it
anymore. However, this method is subjective to the surveyor’s
interpretation and is not always feasible under field conditions
[18], [34]. Low-cost sensor technology has gained attention
in various scientific fields, including water quality monitoring
[35], [36]. The opportunities of their use to promote citizen
engagement in environmental processes [37] and to increase
ground observations in data-scarce environments have been
widely discussed [37], [38], [39]. Commercial off-the-shelf
turbidity sensors are the third most frequently researched low-
cost sensors in scientific water quality studies, after pH and
temperature sensors. However, the developed systems are often
not calibrated against professional equipment or lack calibra-
tion and validation altogether [40]. Low-cost turbidity sensors
have been used in various water quality monitoring approaches
[41], [42], [43] and, in one instance, water quality smartphone
apps compared with satellite-derived information [44]. Yet, to
the best of our knowledge, the potential of combining remote
sensing and low-cost sensor technology to validate a locally
adapted remote-sensing-based turbidity model has not been
evaluated.

This study aims to address the challenge of spatially and
temporally continuous water quality monitoring in small tropical
wetland reservoirs with low-cost sensor technology and satellite
remote sensing. The objectives are as follows:

1) to calibrate and assess the performance of two low-cost

turbidity sensor types under field conditions;

2) to calibrate and apply remote-sensing turbidity models
based on Sentinel-2 MSI imagery, processed with the
semianalytical Case 2 Regional CoastColor (C2RCC)
processor [30], and parameterized with turbidimeter and
low-cost sensor ground measurements;

8491

3) to evaluate the turbidity retrieval approach with respect
to national water quality guidelines and to the potentials
of technology integration in operational turbidity
monitoring.

To achieve these objectives, we selected ten small reservoirs
located in wetlands in Nyeri county, Kenya, where we conducted
asampling campaign, using both laboratory equipment and low-
cost sensors to measure turbidity. We matched field observations
with Sentinel-2 imagery and derived turbidity time series for the
reservoirs. Our study contributes to a better understanding of
the potentials of remote-sensing-based turbidity modeling and
of low-cost turbidity sensors for operational monitoring of water
quality in wetland reservoirs.

II. STUDY AREA

The study area is located in the upper Tana basin between
36.908° and 37.089° E and 0.356° and 0.444° S in Nyeri county
in the central Kenyan highlands. It is about 300 km? in size and
spans an elevation from 1700 to 1900 m a.s.1. (see Fig. 1). The
long rains are from early March to the end of May and the short
rains occur between the end of September and early January
[45]. Recent research indicates that land-cover change over the
past 30 years, including considerable deforestation and cropland
and rangeland expansion, has decreased evapotranspiration and
increased runoff, which can impact available water resources
[46]. Farmers cultivate crops and graze livestock in small inland
valley wetlands, defined as land area that is permanently or sea-
sonally saturated with water and supports a distinct ecosystem.
The wetland reservoirs form community-managed, integrated
water-agriculture systems [47]. The share of wetland cover
in Nyeri county has declined from 0.07% to 0.04% between
1990 and 2014 [48]. Insufficient data on the location of water
features and their quality, illegal abstraction, and the lack of
public awareness are prevailing water management problems
[47]. Goebel et al. [49] address the data gap with improved
remote-sensing mapping methods and Kipkemboi et al. [50]
through a community Web—GIS platform for environmental
monitoring. Since the Water Act 2016, Kenya has decentralized
water management and shifted to a community-based approach
through water resources user associations (WRUAS) [51]. The
wetlands and reservoirs in the study area, with the exception
of one privately operated, fall under the WRUA management
scheme.

Small reservoirs in the study area were identified using Google
Earth and characterized during a presurvey (see Fig. 1). During
the main field campaign in January 2023, water depth was
measured with a sonar and the maximum added to the reser-
voir information (see Table I). The surface area was estimated
from very high spatial resolution Google Earth imagery from
August 2022. The most common reservoir uses are irrigation,
livestock watering, fishing, and recreation. The reservoirs have
surface areas ranging from 0.45 to 5.61 ha and are shallow with
maximum depths between under 1 and 4 m. According to the
respective responsible community members, all of the reservoirs
are prone to siltation.
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Identified reservoirs in the study area in central Kenya, which are located in inland valley wetlands, that intersperse the area in narrow bands of green,

with close-ups of the reservoirs in false-color Planet best-pixel composite from January 2023 (NIR-R-G).

III. MATERIALS AND METHODS

This study comprised remote-sensing analysis, in situ water
sampling, low-cost sensor calibration, and turbidity model pa-
rameterization, as shown in Fig. 2.

A. In Situ Turbidity Measurements

1) Water Sampling: We conducted water quality measure-
ments to match the dates of five Sentinel-2 overpasses in January
2023 (see Table II). The sampling was carried out on two days
within a timeframe of £1 day of each overpass to increase
the sample size [52], [53]. For each round, we sampled at
inflow, center, and outflow locations (c.f. Fig. 3). The dam

construction varied across the sites in terms of the size of
concrete installations and pipes, channeling of inflow or outflow
water, and presence and extent of riparian vegetation. Where the
inflow or outflow water features were not easily identifiable, we
selected the locations according to the residents’ information.
For some reservoirs, either no inflow (Kiunyu, Kagati) or no
outflow (Ithenguri), or neither inflow nor outflow water features
could be identified (Hohwe). In the case of Kagati, the outflow
location, an underground pipe diverting water into a depression
to water livestock, was only identified during the second sam-
pling period. For Kiunyu, the shallow outflow location stopped
carrying water at the last sampling period. The sampling location
in the center of each reservoir was reached with an inflatable
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parameterization.

INFORMATION ON THE TEN STUDIED RESERVOIRS IN NYERI COUNTY, KENYA

TABLE I

TOMS = Total Ozone Mapping Spectrometer

IOP = Inherent Optical Properties
RMSE = Root Mean Squared Error

nRMSE = Normalized Root Mean Squared Error

No. Name Water Max. Surface

Uses* Depth Area c oﬁ:ta:u:tfi on Ownership**

(m) (ha)

1 Ithenguri LF,E,R 21 1.36 2008 C
2 Kiunyu ILLLF,R <1 5.61 NA C
3 Ndaruku ILLL,F,R 1.8 0.66 2002 C
4 Karia LL F,R 27 1.30 2002 C /
5 Njeng’u LLLF,R 4 2.36 1960s C
6 Samaki LLF 1.5 4.43 1975 P
7 Ruthagati I, L, F, 4 2.06 NA C

IP,R .
8 Kagati L 15 0.55 2012 c Fig. 3.
9 Hombe LLF 1.8 0.45 2012 C
10 Hohwe LLF 3.7 1.78 2008/ 2009 C

* 1 = Irrigation, F = Fishing, E = Ecotourism, R = Recreation, L = Livestock watering, and IP =

Industrial processing (coffee).
** C = Community and P = Private.

SENTINEL-2 OVERPASS DATES AND DATES OF IN-SITU RESERVOIR SAMPLING

TABLE II

Reservoir

Sampling locations at (a) inflow, (b) center, and (c) outflow.
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Turbidity assessment workflow, including remote-sensing data processing, in situ water sampling, low-cost sensor calibration, and turbidity model

kayak. The center sample was taken at about 20 cm depth. In

most inland waters, the highest remote-sensing signal variability
is attributed to the photic zone in the upper 1 m water layer

[54]. Accordingly, sampling depths below the water surface at

up to 20 cm are commonplace for inland water remote sensing

Overpass Date

Sampling Date

Reservoirs 1—4

Reservoirs 5—10

[551, [56], [57]. Due to low water depth, the inflow and outflow

08/01/2023 08/01/2023
13/01/2023 14/01/2023
18/01/2023 19/01/2023
23/01/2023 24/01/2023
28/01/2023 28/01/2023

07/01/2023
13/01/2023
18/01/2023
23/01/2023
27/01/2023

samples were taken at the water surface. We took geolocations

with a handheld Garmin eTrex 32x GPS device for all sampled
locations upon the first site visit and used these as a reference
for the remainder of the sampling campaign. The horizontal

accuracy of the GPS device is up to 3.65 m [58]. Drift through
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TABLE III
OVERVIEW OF THE WATER QUALITY PARAMETERS TAKEN AT EACH LOCATION, THEIR MEASUREMENT UNITS, DEVICES, AND THEIR SPECIFICITIES
Parameter Unit of Measurement Measuring principle Measurement range Reported error
measurement device Minimum Maximum

Turbidity NTU Lovibond TB211 Nephelometric  (90°  0.01 NTU 1100 NTU +2.5% of reading, or £0.01 NTU

R scattered infrared in the range of 0.01—500 NTU;
light) +5% of reading in the range of
500—1000 NTU

Turbidity Volt Setup A: Light attenuation 0V 45V Unknown
DFRobot SEN0189 (180° transmitted
Setup B: infrared light)
Thermometrics TSW-
10

Temperature °C Hanna  Instruments -5.0°C 60 °C +0.5°C

HI98127 (pHep4)

wind and currents introduced uncertainty in the center sampling
location within a radius of up to approximately 3 m.

Turbidity and temperature were measured for each of the
locations in each reservoir (see Table I1I). The devices comprised
a portable laboratory standard turbidimeter that was calibrated
daily. The turbidimeter uses the nephelometric method, which
measures the scattering of infrared light in the water, where
the receptor is located at 90° from the light source [59]. Of
the low-cost turbidity sensors, three pieces of two different
manufacturers were bundled into two setups and connected to
an Arduino microcontroller. The sensors emit infrared light and
measure light attenuation in the water, where the receptor is
located at 180° from the light source, in the form of an analog
signal, which is translated into incoming voltage. The SEN0189
by DFRobot [60] is the most frequently used low-cost turbidity
sensor in the scientific literature [40] and was used in Setup A.
The Thermometrics TSW-10 in Setup B is a low-cost sensor that
is used in household appliances [61]. The sensors were ordered
at a price range of 10 € (SENO0189) to 26 € (TSW-10). Both
sensor types were interfaced with a board delivered along with
the sensor and connected to an LCD display to allow for quick
verification of the data in the field. Data were recorded onto an
SD card at 1 to 2-s intervals. A 3-D-printed casing for each of
the sensor bundles, reinforced with black duct tape and sealed
with silicone, stabilized the sensor heads and protected them
from sunlight. Fig. 4 shows one of the sensor setups and water
samples.

The two low-cost setups were both left in the sample to
collect at least 30 readings. Layers of black duct tape shielded
the samples in the polyethylene containers from ambient light.
Rinsing with clean water after each sampling and washing the
containers out with reservoir water before the next sampling
avoided cross contamination. Turbidity with the professional
turbidimeter and temperature were determined in triplicate and
averaged. Temperature was taken with pH pens with integrated
thermometers immediately at the sampling locations, whereas
turbidity was measured at the bank.

2) In Situ Measurement Processing and Sensor Calibra-
tion: For the professional turbidimeter measurement, descrip-
tive statistics were retrieved. For the low-cost sensor setups,
the first three and last three measurements per sample were
discarded from the series to exclude irregularities. We assessed
the reliability of the low-cost sensors by calculating variances
per turbidity range as measured with the turbidimeter and

(a)

(b)

Fig.4. (a) Sensor setup with (1) turbidity sensor heads, (2) 3-D-printed casing,
(3) Arduino uno with additional board and SD card reader, (4) turbidity sensor
board, (5) LCD display, and (6) power supply. (b) Samples from inflow, center,
and outflow locations at 79, 6, and 7 nephelometric turbidity units (NTU) (left
to right).

relative uncertainty defined as

e :@ (1)

where relative uncertainty equals the difference between each
measured voltage reading V; and average voltage per turbidity
range V divided by the average voltage per turbidity range.

Subsequently, averages were calculated for each sensor per
sample, as well as the overall averages across all sensors of each
setup. Calibration models for the respective setup’s averages
were developed using the measurements in all locations (n =
123). We tested two calibration approaches. The first was a linear
regression between the measured turbidity and voltage. For the
second, we used multiple linear regression to account for water
temperature. Temperature can impact electric transmission in
turbidity sensors and it is generally recommended to correct for
itsinfluence, although it is not applied consistently [62], [63]. We
measured calibration model performance with the coefficient of
determination calculated as follows:

SSI‘CS

R?P=1-
SSiot

2)



STEINBACH et al.: LOW-COST SENSORS AND MULTITEMPORAL REMOTE SENSING FOR OPERATIONAL TURBIDITY MONITORING

where 5SS is the sum of squared errors and SS is the
total sum of squares. The root-mean-squared error (RMSE) was
calculated as

iy (i — 9)°

n

RMSE = 3)

where n is the number of observations, y; is the observed value
at the observation 4, and g; is the value at the observation ¢ as
predicted by the model. The normalized RMSE (nRMSE) in
percent scales the error by the value range and is calculated as

RMSE

Ymax — Ymin

nRMSE = x 100 “4)
with ymax as the maximum and y,i, as the minimum value. Bias
is calculated as
n
Bias = (§i — vi) - (5)
i=1
After evaluation of variances, relative uncertainty, and calibra-
tion model performance metrics, the better-performing sensor
setup was selected for further processing.

B. Remote-Sensing-Based Turbidity Modeling

1) C2RCC Preprocessing: In contrast to environments dom-
inated by phytoplankton, such as the open ocean, which are
referred to as Case-1 waters, Case-2 waters, such as inland water
bodies, consist of relatively more inorganic substances, which
makes them optically more complex [64]. The IOPs of Chl-a,
TSM, and CDOM scatter and absorb light, and thus influence the
reflectance of Case-2 waters [30], [65]. Inverting the radiative
transfer model of incoming light allows to draw conclusions
about the concentrations of these substances [65].

However, only between 2% and 10% of the reflected light
yields information of the water column [66], [67]. Although it
is possible to establish empirical relationships for the retrieval
of optically active constituents, adequate water-specific atmo-
spheric correction and bio-optical model-based IOP calculation
allow for more robust subsequent retrieval of information on the
organic and inorganic substances in the water [14], [54], [65].

The C2RCC processor inverts a comprehensive database of
radiative transfer simulations using neural nets [30]. The semi-
analytical bio-optical model is an expanded version of the Case
2 Regional algorithm by Doerffer and Schiller [29]. The model
outputs six IOP components:

1) apig: pigment absorption related to chlorophyll;

2) agqet: absorption and scattering from detritus;

3) ager for gelbstoff;

4) by as a white scatterer;

5) bpart for typical sediment scattering;

6) byo, for the sum of b, and by, [16].

The C2RCC processor offers three sets of neural nets trained
on a large database of remote sensing and in situ data for different
scenarios: C2RCC for coastal applications, and C2X and C2X-
COMPLEX (C2XC) for optically complex inland waters [16].

For this study, atmospheric correction with the C2RCC pro-
cessor in ESAs Sentinel Applications Platform (SNAP) 9.0 was
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TABLE IV
C2RCC ATMOSPHERIC CORRECTION INPUT PARAMETERS FOR THE STUDY
AREA AND PERIOD (01/2022-01/2023)

Parameter Data Value Reference
Elevation SRTM 1766.5 [77]
(ma.s.l.)

Salinity - 0

(PSU)

Air pressure  NCEP/NCAR Reanalysis  [1005—1012.6] [78]
(hPa)

Temperature ~ NCEP/NCAR Reanalysis ~ [18.55—28.55] [78]

O

Ozone (DU) TOMS [243—286] [79]

applied as it is based on physical understanding of optical water
properties and has documented good performance [16], [53],
[55], [68], also in small water bodies [69]. It is computationally
efficient [70], [71] and its availability in SNAP along with Chl-a
and TSM models renders it accessible to practitioners [16], [72],
[73]. TSM is measured in mg/L and turbidity in nephelometric
turbidity units (NTU), which refers to water clarity standards.
Both turbidity and TSM are measures of particle load. Due to
their close relationship [72], [74], we assume that matching the
C2RCC TSM model can also be used to derive turbidity. The
C2RCC TSM power model

TSM = TSMpe * by o Mew (6)

is based on the IOP b¢yi. TSMg,. is a factor and TSMeyp
is the exponent of the model. SNAP offers default values
for the factor and the exponent, but adjustment with in situ
data is recommended to achieve adequate results for a given
scenario [16].

C2RCC preprocessing accounts for elevation, salinity, air
pressure, temperature, and ozone. We used the averaged eleva-
tion of the reservoirs from the shuttle radar topography mission
(SRTM) digital elevation model and assumed salinity to be O
practical salinity units (PSU). Air pressure and temperature were
derived from the National Centers for Environmental Prediction
(NCEP) and National Center for Atmospheric Research (NCAR)
Reanalysis Project, and ozone concentration in Dobson Units
(DU) from the total ozone mapping spectrometer (TOMS) prod-
uct, all available in the Google Earth Engine catalog [75]. Out
of the four available temperature and air pressure measurements
per day, the 12:00 h corresponds best to the Sentinel-2 satellite
overpass time at circa 10:30 h [76]. Temperature was converted
from Kelvin to degrees Celsius (°C). Table I'V displays the input
parameter values and ranges.

This study covers the period from January 2022 to January
2023 (included), with all Sentinel-2 imagery <40% cloud cover
at the 1C processing level downloaded from the Copernicus
Open Access Hub.! After visual inspection, 34 images re-
mained. Due to partial cloud cover over the reservoirs during
the rainy seasons, more images had to be retained to achieve
regular coverage of the reservoirs. All images were processed
with the C2X and C2XC neural nets.

![Online]. Available: https://scihub.copernicus.eu
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Fig.5. (a)Rainfall and temperature measured at the Dedan Kimathi University
of Technology campus, Nyeri, for January 2022—January 2023 with rainy
seasons highlighted in gray, the sampling campaign indicated with black dashed
lines, and the Sentinel-2 image dates with arrows. (b) Daily rainfall in January
2023, where lines indicate the Sentinel-2 overpasses.

2) Match-Up Generation of Sentinel-2 Imagery and In Situ
Measurements: We generated match-ups of in situ turbidity
measurements with the five Sentinel-2 overpasses in January
2023. The sampling campaign covered the end of the rainy
season and the start of the dry season (see Fig. 5). The reservoirs
showed considerable differences in turbidity. In combination
with different rainfall patterns during the sampling campaign,
we assumed that the samples reflect the local turbidity scenarios
sufficiently well to calibrate the C2RCC turbidity models.

The five Sentinel-2 scenes were atmospherically corrected
with C2RCC, which includes a pixel rejection algorithm for
cloud. After visual inspection, the algorithm was adjusted to
a slightly more generous inclusion of pixels for the 23rd of
January, which was a higher cloud-cover day. Nevertheless, five
of the ten reservoirs on that day were excluded. The output IOP
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TABLE V
MEAN, MEDIAN, STANDARD DEVIATION, AND RANGE OF TURBIDITY
MEASUREMENTS IN NTU FOR THE INFLOW, CENTER, AND OUTFLOW

LOCATIONS

Statistic Turbidity (NTU)

Inflow (n=35) Center (n = 50) Outflow (n = 38)
Mean 39.26 31.32 23.83
Median 16.60 13.44 13.84
Standard 46.70 41.32 23.41
deviation
Range [7.60—226.0] [5.18—145.0] [5.52—108]

values for both C2X and C2XC neural nets at the reservoirs’
GPS-determined center locations were extracted within a 3x3
pixel window [16], [80] and averaged to reduce noise [70]. The
sum of the IOPs by, and by returned byqy, which is needed
to calculate turbidity. The turbidimeter and low-cost sensor
turbidity measurements were then matched with the by, values,
resulting in 45 match-ups. We compared the turbidity models
based on C2X and C2XC to determine the better-performing
option using R?, RMSE, and nRMSE. In addition, adjusted R?
was calculated to assess model performance, which is robust in
situations with skewed value distributions [81]. It is defined as

(1-R%) x (n—1)

Adjusted RZ2 = 1 —
juste n—k—l

(N

where R? is the coefficient of determination, n the number of
observations, and k the number of predictor variables in the
model. The remote-sensing models fitted with low-cost mea-
surements were additionally validated against the turbidimeter
measurement to get independent accuracy metrics.

IV. RESULTS
A. In Situ Water Quality Measurements

Table V presents summary statistics of inflow, center, and
outflow turbidity measurements. Turbidity is generally higher
at the inflow compared with center and outflow locations and
the standard deviation and value range is larger. Mean outflow
turbidity is almost eight NTU below center turbidity. However,
the median values of outflow and center measurements are
comparable. A complete table with all measured values is in
the Annex.

The Kenya Bureau of Standards (KEBS) defines the accept-
able turbidity limit for natural potable water below 25 NTU
[82]. Six out of the ten reservoirs exceeded the KEBS-defined
turbidity limit at least once at least in one sampling location.
Kiunyu, Ndaruku, Karia, and Njeng’u Dams had turbidity levels
over 25 NTU at their inflow or at their outflow locations, while
the reservoir water body remained below the limit. Samaki and
Kagati Dam exceeded the KEBS limit throughout the sampling
period in all sampling locations. For all locations, 28% of
sampled turbidity values were above 25 NTU and for center
locations, 20% exceeded the threshold.
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B. Low-Cost Sensor Selection and Calibration

Sensor uncertainty shows how stable the measurements are.
Figs. 6 and 7 show the averaged and individual sensor values per
turbidimeter-measured turbidity range for Setup A (SEN0189)
and Setup B (TSW-10). Setup A had reasonably stable values
across the value ranges that occurred in the studied reservoirs.
Outliers occurred mostly in lower turbidity ranges between 0 and
30 NTU. Although outliers in these ranges remained, with the
most obvious ones between 10 and 20 NTU, averaging across
the sensors improved the result. In contrast, all of the Setup B
sensors were measured with low precision and high variance
across all turbidity value ranges. Averaging did not lead to a
robust result with a distinct pattern.

Fig. 8 shows the relative uncertainty of values averaged across
the three sensors per setup against turbidimeter measurements.
The relative uncertainties per NTU value range stay narrow
for the averaged Setup A measurements, except for outliers
in the 10-20 NTU range. Setup B has overall higher relative
uncertainty across all turbidity ranges and various positive and
negative outliers. Due to the considerably better performance of
Setup A, we selected this setup for further analysis. We used
the averaged value from the three single sensors to increase
robustness.

Raw values are usually converted to turbidity in a calibration
step to obtain a physically meaningful parameter, where passing

TABLE VI
SETUP A CALIBRATION MODEL METRICS USING ALL INPUT DATA, EXCLUDING
ONE OUTLIER, AND WITH COMPENSATING FOR TEMPERATURE DIFFERENCES

Calibration r R? RMSE nRMSE Bias
Model (NTU) (%)

All data 0.73 0.53 26.4 16.9 0.13
After outlier 0.85 0.71 20.2 14.4 0.74
exclusion

With temperature 0.86 0.73 19.7 14.1 0.70
compensation

voltage is inversely proportional to turbidity [40], [60]. To be
able to relate the subsequent remote-sensing models to the
same physical parameter and ensure comparability, a calibra-
tion model was set up to convert the averaged passing voltage
measurements from Setup A to turbidity in NTU. Negative
predictions were considered as 0 NTU.

Table VI presents the accuracy metrics of the linear conversion
models. When all data points are used, R? = 0.53. We then
excluded one outlier that was likely due to the sampling bucket
not being filled with enough water, which strongly improved
the accuracy metrics. Compensating for temperature further
improved all metrics. However, the improvement is so slight
that temperature may be neglected in this scenario, which yields
the advantage of not relying on an additional parameter.
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TABLE VII
ACCURACY METRICS OF THE C2X AND C2XC TURBIDITY MODELS FITTED WITH TURBIDIMETER AND LOW-COST SENSOR MEASUREMENTS

Turbidity Parameterization Accuracy metrics R? Adjusted R? RMSE (NTU) nRMSE (%)
model
C2X Turbidimeter Inherent 0.63 0.52 26.8 19.2
measurements
C2X Low-cost Inherent 0.65 0.64 23.4 16.7
measurements Against turbidimeter 0.45 0.44 29.1 20.8
measurements
Cc2XC Turbidimeter Inherent 0.83 0.72 20.5 14.7
measurements
C2XC Low-cost Inherent 0.76 0.75 19.5 13.9
measurements Against turbidimeter 0.62 0.61 243 17.4
measurements

C. Turbidity Model Performance and Results

Table VII provides an overview of the turbidity models using
C2X and C2XC each fitted with turbidimeter measurements
and with low-cost sensor measurements. The performances of
the C2X models have higher RMSE and nRMSE, and lower
R? and adjusted R?>. The C2XC model fitted with the low-cost
measurements has lower RMSE and nRMSE than the other
C2XC model, but also a lower R2. With 0.75, its adjusted
R? is slightly superior to that of the C2XC model fitted with
turbidimeter measurements (R? = 0.72). However, when tested
against the turbidimeter measurements, the C2XC model fitted
with low-cost data decreases its accuracy. The accuracy metrics
are inferior to the inherent accuracy metrics of the C2X model
fitted with low-cost measurements, but again superior when
the C2X model predictions are compared with the turbidimeter
measurements. Even when fitted with low-cost measurements,
the C2XC model is still more accurate than the C2X model fitted
with turbidimeter measurements.

The scatterplots in Fig. 9 show the C2X and C2XC models
fitted with turbidimeter and with low-cost measurements. For
all models, most of the input values are at the lower NTU and
biot range, which is reflected in the lower adjusted R2. Most of
the variability is found from 50 NTU upward but is lower for
C2XC. The C2XC models have a steeper curve that leads to
more accurate estimation of higher turbidity, whereas the C2X
models underestimate high ranges more strongly. Both low-cost
measurement fitted models show clearer overestimation of low
NTU ranges and underestimation of higher NTU ranges. The
predictions of the C2X and the C2XC model pair each cross the
25 NTU threshold closely to each other.

A time series for all reservoirs from January 2022 to January
2023 is derived from the C2XC turbidity model using turbidime-
ter measurements and the C2XC model using low-cost measure-
ments (see Fig. 10). Overestimation in low-turbidity ranges and
underestimation in high-turbidity ranges for the low-cost model
reproduce in the time series. However, both models’ estimations
lie closely to each other and reflect distinct turbidity regimes.
According to the time series, the reservoirs can be clustered
into three groups. Ithenguri, Kiunyu, Ndaruku, Karia, Njeng’u,
and Ruthagati reservoirs remain below the critical threshold of
25 NTU almost throughout the whole year. Turbidity peaks
above the threshold happen around the short rainy season for
Ithenguri, Kiunyu, Karia, and Ruthagati, whereas in the case of

Kiunyu, fluctuations around the threshold occur throughout the
year. Hombe and Hohwe constitute the second group with strong
turbidity peaks during both wet seasons, but turbidity levels
below 25 NTU during the dry season from June to August 2022.
Samaki and Kagati are characterized by high-turbidity levels
during most of the year. In general, the low-cost sensor-based
model tends to estimate an earlier rise of turbidity past the
turbidity threshold and a later descent below it.

V. DISCUSSION

In this study, we tested the potential of using low-cost turbidity
measurements and a remote-sensing model together to monitor
water quality in a wetland landscape in Kenya. We identified
and calibrated the better-performing sensor setup. We used these
measurements and turbidimeter measurements to parameterize
the C2RCC bio-optical model and successfully applied two ver-
sions in the context of Kenyan surface water monitoring guide-
lines. These results have implications regarding the suitability
of turbidity modeling in small reservoirs and the suitability of
low-cost turbidity measurements for monitoring and modeling
water quality. Furthermore, we discuss the implications of the
measured and modeled results for wetland agroecosystems,
and how the tools can be applied to an operational turbidity
monitoring context while improving community engagement.

A. Suitability of the Remote-Sensing-Based Approach to
Model Small Reservoir Turbidity

Small inland water bodies pose several challenges to remote-
sensing approaches, where optically active constituents create
unique patterns of interactions that are difficult to disentangle
and may be enhanced by the presence and seasonality of aquatic
vegetation [83], [84]. Banks or vegetation that are located near
the water surface lead to atmospheric scattering above the water
and cause adjacency effects [85], [86]. Due to the comparable
and small reservoir sizes, we assumed adjacency effects to be
approximately similar across sites. We also assumed comparable
sediment color and type based on the prevalent deep clayey soils,
c.f., [87]. Different assemblages of semiaquatic and aquatic
vegetation were generally present at all sites. However, they
mostly occurred close to the banks. As the match-ups were
generated from center locations, their influence on the resulting
models is likely to be small. However, when applying the models
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on the surface, it must be taken into account that plants can
impact the result in these areas and may need to be excluded,
if they are not automatically rejected through the C2RCC water
mask. Fig. 11 shows modeled turbidity in Hohwe Dam for a dry-
and a rainy-season image. For both images, the turbidity of the
border pixels differs visibly from the major part of the reservoir,
which may be attributable to vegetation and other effects near
the bank.

Despite these simplifications, our results show that the pa-
rameterized C2RCC models are generally useful in determining
turbidity in small reservoirs with both C2XC neural nets based

model parameterizations performing better than the C2X ones.
The C2XC model we fitted with low-cost sensor measurements
has a lower R?> of 0.62 compared with its turbidimeter mea-
surement fitted counterpart with an R? of 0.83. However, all
metrics compared, it still performs better than the turbidimeter-
fitted C2X model. The time series of the C2XC models shows
good agreement between them in reproducing distinct turbidity
regimes across the year. The lower sensitivity of the low-cost
sensors at low and the quicker saturation at high-turbidity ranges
compared with the turbidimeter translate into an overestimation
of low values and an underestimation of high values in the
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time series. We did not apply other semianalytical or empirical
turbidity models to evaluate if these perform better in the low or
high-turbidity ranges. Nevertheless, the developed models agree
well in particular at the intermediate turbidity range that is of
interest in the Kenyan context.

Our model accuracy metrics are in the intermediate to high
ranges relative to previous publications. Several studies report
good results using C2RCC with different neural nets for river,
lake, and coastal environments in intermediate turbidity ranges,
where some applied their own band calculations, e.g., [88] and
[89], and some also used the IOP-based model, e.g., [16], [70],
and [72]. Where different neural nets or different environments
were compared, these had a strong impact on the model perfor-
mance and results. Lock et al. [72], therefore, emphasize that the
knowledge of the ecosystem is necessary to understand under
which scenario the respective remote-sensing-based turbidity
retrieval works. Our study confirms the necessity to validate
C2RCC models for individual environments. It also shows that
choosing the neural nets that fit this environment is critical to
achieve good results. Low-cost measurements can potentially be
used to guide neural nets selection, and for model parameteri-
zation, where professional equipment is unavailable, although
their precision is limited in very low and very high-turbidity
ranges. For our purpose, the turbidity limit of concern at 25 NTU
was sufficiently well resolved. Although the models fitted with
low-cost measurements performed less well in terms of retriev-
ing absolute values, the difference in accuracy metrics between
the low-cost models is reproduced in the turbidimeter-fitted
models. Therefore, low-cost measurements can also be useful
for relative comparison between different turbidity models in
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a specific environment, or in the case of C2RCC, for relative
comparison between neural nets.

B. Suitability of Low-Cost Turbidity Sensors to Assess Small
Reservoir Turbidity

The popularity of low-cost sensor technology is steadily
increasing as an accessible alternative to conventionally used
equipment. Yet, studies often focus on setting up a functional
system, where only a fraction calibrate their equipment and
report accuracy metrics [40]. Our results from 123 samples
taken with two different sensor types demonstrate how sensors
with similar technical specifications can measure completely
different values. Due to high variability and outlier occurrence,
we discarded one sensor setup and averaged values across the
other to increase robustness. Calibration of the averaged values
resulted in an R? of 0.53, 0.71, and 0.73 for all measurements,
excluding an outlier, and for multiple regression with temper-
ature compensation. Turbidity measurements below 20 NTU
generally showed higher uncertainty.

Our low-cost sensor calibration model is less accurate than
those of several studies on low-cost sensors that compared
their measurements with those of turbidimeters. They often
report R? for the SEN0O189 or similar sensors that are close to
1, e.g., [90] and [91]. However, these results are achieved in
controlled environments. Droujko and Molnar [92] found that
their Formazin standard-calibrated sensors did not perform well
with the sediments dominating the studied river network and,
therefore, suggested to bypass laboratory sensor calibration al-
together. Accordingly, our higher calibration error under real-life
conditions may be a better indicator of how operational sensor
measurements are subjected to local environmental parameters,
particle size and type, and interaction with other water con-
stituents. This means sensors need specific local instead of stan-
dardized calibration. Measuring mistakes can have big impacts
on the calibration algorithm. At the same time, temperature may
be neglected in similar scenarios. Sensor assessment through
variability and uncertainty analysis helps to determine suitable
sensor candidates, and clustering increases robustness, c.f. [93].

The differences in uncertainty across turbidity value ranges
may be attributable to mixed effects, including different sensor
sensitivities in the turbidity ranges, uneven distribution of the
numbers of samplings, or the concentration of other optically
active constituents, such as algae. Low performance in low-
turbidity ranges, as reported by Gillett and Marchiori [90], limits
the potential of low-cost sensors for low-turbidity uses, such as
drinking water assessment. However, accuracies in our target
value range were sufficient.

C. Implications of Turbidity on Wetland and Water
Management

Turbidity has implications for irrigation, livestock, and aqua-
culture. High turbidity can lead to the clogging of irrigation
systems and high sediment load can incite yield penalties [94].
High particle load leads to siltation of reservoirs [13]. High
turbidity in silted reservoirs can also increase the occurrence
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of livestock diseases [2] and negatively impact fish populations
[94]. The turbidity levels we measured and modeled between
January 2022 and January 2023 differed strongly. Four reservoirs
remained within the Kenyan limits for natural potable water of
below 25 NTU [82] for most of the time. Two reservoirs had
strong peaks above the threshold during the wet seasons, and
two reservoirs exceeded the threshold for most of the time. This
may affect water and wetland use to some extent at several sites
either temporally or permanently during the year. The turbidity
levels are consistent with published results of surface water
samplings in tropical environments, e.g., [95], [96], and [97].
Seasonality and land management practices impact turbidity
[98], [99], [100] and could be factors in the context of the studied
Ieservoirs.

D. Operational Monitoring and Community Engagement

Water resources in multifunctional agroecosystems require
observation to quantify interlinkages and improve management
practices [101]. Remote sensing and low-cost sensor technology
are increasingly applied for this purpose and come with inherent
opportunities and challenges. Optical satellite remote-sensing
methods to retrieve turbidity suffer from missing observations
through cloud cover [102] and authors report varying results
in turbidity model accuracy for different water body types and
environments [16], [70], [72]. Low-cost Internet of Things and
citizen science approaches to environmental monitoring tie the
meshes of measuring nets tighter [103]. Low-cost sensors are
often easy to use [104], but also easy to break [40]. In the case of
Corbari et al. [36], out of 456 deployed low-cost sensor stations,
69 were not operational, and many only provided data for a few
days. Pitfalls to the implementation of low-cost water quality
measurement schemes are sensor degradation, vandalism, and
nonuse by the water user communities [42].

In this study, we experienced most of the common issues that
affect both of these technologies. Even so, we could parameter-
ize, validate, apply, and compare models to gain insights into
the reservoirs’ turbidity regimes with low resource usage. The
turbidity time series is a starting point to quantify the impact of
relevant factors in the wetland context, including surface water
dynamics, land cover, information on wetland species and distur-
bances, or wetland use intensity [105], [106], [107],[108], [109],
[110], [111], [112], [113]. Some authors have removed small
wetland reservoirs from their assessment frameworks [114]. Yet,
as surface water bodies, they serve as a window to wetland water
quality. Low-cost water quality sensors can help to calibrate and
validate remote-sensing algorithms and to complement missing
imagery. Proper merging of the information from dense sensor
networks with remote sensing could help to improve water
resources management and agricultural monitoring activities,
overcoming the problems of each type of data [36].

Integrating measurements in—for example—the local citizen
science tool for environmental monitoring by Kipkemboi et al.
[50] could serve as a foundation for community engagement,
sensitization, and streamlining data collection. Moreover, water
serves as an effective vehicle for concepts in science, technology,
engineering, and mathematics subjects [115] and geospatial
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secondary [116], [117] and tertiary education [118]. The imple-
mentation of a user-driven community of practice could lead to
further improvement of spatial planning processes and increase
technical skills.

VI. CONCLUSION

This study assessed a remote sensing and low-cost turbidity
sensor-based approach to model turbidity in ten small wetland
reservoirs in Nyeri, Kenya. Turbidity is a water quality parameter
in itself and can also be used as an indicator of overall water
quality. Highly performant bio-optical water quality models,
such as the C2RCC processor, have the potential to fill ground
monitoring gaps. However, mixed results in the literature show
the need for ground validation, where small inland water bod-
ies are particularly challenging due to complex interactions of
optically active water constituents and atmospheric scattering
effects.

Low-cost water quality sensors provide a possible inexpen-
sive alternative where professional equipment is not avail-
able for continuous field measurements or is not a resource-
efficient option. In situ measurements showed reasonable or
good performance. They proved to be capable of checking
the suitability of the C2RCC processor for the study site, to
select the better-performing neural nets, and to parameterize
the models based on the resulting IOP. Despite inaccuracies
introduced through the low-cost measurements, both C2XC
models were in strong agreement in terms of the reservoir
turbidity regimes. Where laboratory equipment is not or not
often available, low-cost measurements can support monitoring
and provide other benefits, such as increased community en-
gagement, environmental sensitization, and technical capacity
building.

Existing models can be applied for operational turbidity mon-
itoring in small wetland reservoirs. Using remote sensing and
low-cost in situ measurements together increases the data basis
and flexibility of the approach with respect to the advantages
and disadvantages of both technologies for continuous water
turbidity monitoring. It could be a good option to close data
gaps, enhance the involvement of the local community, improve
management, and reduce risks around food and water use from
dammed wetlands.
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TABLE VIII
TURBIDITY VALUES MEASURED IN TEN SMALL RESERVOIRS IN NYERI COUNTY, KENYA
Reservoir Location Turbidity (NTU)
07/01/2023— 13/01/2023— 18/01/2023— 23/01/2023— 27/01/2023-
08/01/2023 14/01/2023 19/01/2023 24/01/2023 28/01/2023
Ithenguri Dam Inflow 13.73 16.6 23.77 13.07 22.87
Center 17.97 20.03 233 23.17 22.4
Outflow
Kiunyu Dam Inflow
Center 12.9 12.13 16.73 14.47 14.7
Outflow 18.07 16.67 25.1 13.6
Ndaruku Dam Inflow 9.89 7.6 10.22 33.6 10.97
Center 11.07 11.6 14.53 14.67 16.9
Outflow 14.07 15.8 20.73 20.43 54.23
Karia Dam Inflow 571 88.3 86.87 95.9 79.43
Center 5.82 5.18 6.54 5.71 6.06
Outflow 5.52 5.87 6.02 5.65 7.31
Njeng’u Dam Inflow 9.55 29.67 22.7 18.7 25.13
Center 9.91 13.27 13.23 13.07 14.03
Outflow 13 11 11.53 12.03 11.47
Samaki Dam Inflow 226 144.67 89.43 68.23 45.1
Center 86.97 54.7 56.23 73.33 80.1
Outflow 48.33 61.7 108 81.2 71
Ruthagati Dam Inflow 8.38 11.16 15.17 13.73 12.8
Center 7.85 10.84 10.2 9.91 10.14
Outflow 7.6 10.73 9.49 9.25 10.4
Kagati Dam Inflow
Center 140.67 138.33 141.67 141.33 145
Outflow 27.9 40.47 30.43 33.07
Hombe Dam Inflow 12.6 12.2 10.92 12.6 15.27
Center 13.6 9.51 10.44 13.6 15.13
Outflow 11.73 19.17 9.83 11.73 15.27
Hohwe Dam Inflow
Center 10.73 10.04 12.97 12 11.53
Outflow
Measurements exceeding the limits set by the KEBS are marked in bold.
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