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Abstract—In remote sensing (RS), multiple modalities of data are
usually available, e.g., RGB, multispectral, hyperspectral, light de-
tection and ranging (LiDAR), and synthetic aperture radar (SAR).
Multimodal machine learning systems, which fuse these rich multi-
modal data modalities, have shown better performance compared
to unimodal systems. Most multimodal research assumes that all
modalities are present, aligned, and noiseless during training and
testing time. However, in real-world scenarios, it is common to
observe that one or more modalities are missing, noisy, and non-
aligned, in either training or testing or both. In addition, acquiring
large-scale, noise-free annotations is expensive, as a result, lacking
sufficient annotated datasets or having to deal with inconsistent
labels are open challenges. These challenges can be addressed under
a learning paradigm called multimodal colearning. This article
focuses on multimodal colearning techniques for RS data. We first
review what data modalities are available in the RS domain and the
key benefits and challenges of combining multimodal data in the RS
context. We then review the RS tasks that would benefit from mul-
timodal processing including classification, segmentation, target
detection, anomaly detection, and temporal change detection. We
then dive deeper into technical details by reviewing more than 200
recent efforts in this area and provide a comprehensive taxonomy
to systematically review state-of-the-art approaches in four key
colearning challenges including missing modalities, noisy modal-
ities, limited modality annotations, and weakly paired modalities.
Based on these insights, we propose emerging research directions
to inform potential future research in multimodal colearning for
RS.

Index Terms—Multimodal colearning, multimodal learning,
remote sensing (RS), satellite imagery.

I. INTRODUCTION

THE wide availability of multimodal sensors from satellite
platforms such as Landsat and Sentinel, as well as off-the-

shelf drone platforms like DJI, has significantly enriched the
remote sensing (RS) community with a wealth of multimodal
data. The richness in imaging mechanisms, spectral bands, and
spatial, radiometric, and temporal resolutions of these sensors
can complement each other to provide multidimensional mea-
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surements and analysis of the Earth and other objects on it.
Advances in machine learning, especially multimodal machine
learning, have emerged as a powerful technique for RS appli-
cations [1]. By leveraging the complementary nature of mul-
timodal data, multimodal machine learning approaches enable
researchers to extract more comprehensive information from RS
datasets. Multimodal machine learning techniques can facilitate
many RS tasks such as semantic segmentation, target detection,
change detection, and land cover mapping [2], [3], [4], [5]. The
effective combination of the data from different modalities not
only enhances accuracy and lowers false predictions, but also
compensates for noisy data due to weather conditions and noise
arising from other artifacts and allows machine learning models
to tap into richer and more abundant data sources to deal with
data scarcity and model generalization.

However, in the RS context, due to the challenges in data
collection and airborne platform operation, there are multiple
nonideal situations that can heavily impact the availability and
quality of data from different modalities. First, one or several
modalities can be missing in the training or testing phase of
machine learning models [6], [7]. This is a widely occurring
scenario in RS since the weather conditions such as clouds
and rains can heavily impact optical data. For instance, if a
model is designed to process both optical and light detection
and ranging (LiDAR) satellite data, it may struggle to perform
well when presented with LiDAR-only inputs during testing.
Second, one of the input modalities could contain errors, outliers,
or irrelevant information due to factors such as sensor inac-
curacies, annotation errors, or environmental interference [8],
[9]. Models trained on noisy data may produce inaccurate or
unreliable predictions. To detect and remove noise, in addition
to preprocessing techniques that could rectify the noisy inputs,
specific model architectures should also be designed that would
induce robustness to noisy inputs and this would increase pro-
cessing complexity. Third, the lack of annotated data for training
in RS, due to the cost and challenge of data collection and
flying operation, can hinder the performance and generalization
capabilities of machine learning models [10], [11]. When there
is a scarcity of annotated training data, models would struggle to
learn complex patterns and exhibit poor performance on unseen
examples. Fourth, when different modalities [e.g., synthetic
aperture radar (SAR) and hyperspectral] are not spatially and/or
temporally aligned, it can introduce challenges in multimodal
analysis tasks [12]. Besides aligning as a preprocessing step,
models would have to be based on representation learning and
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Fig. 1. Our proposed taxonomy for multimodal colearning research in RS.

should have architectural robustness to deal with the unpaired
or weakly paired multimodal data.

Such nonideal scenarios and the required model complexity,
as detailed above, are investigated under the umbrella of mul-
timodal colearning techniques. Multimodal colearning is a hot
topic in machine learning, especially in recent deep learning
(DL) due to its requirement of very large datasets for training.
While there are comprehensive survey papers covering the area
of multimodal colearning such as [13]; it has not been explored
in the RS context. Multimodal data within the realm of RS
are significantly different from multimodal data in a general
context. For example, in [13], the main multimodal data sources
are vision and language. In the RS context, multimodal data
sources are highly spatial, e.g., multispectral, optical and radar
with different resolutions and levels of details, which requires
unique strategies for multimodal colearning research. We are

missing a comprehensive study of these multimodal colearning
techniques in the RS context.

This article aims to thoroughly and systematically investigate
the multimodal colearning techniques in RS. It presents the
first comprehensive study that not only summarizes the existing
multimodal colearning research in RS but also compares and
contrasts with the state-of-the-art multimodal colearning re-
search in general in order to propose potential opportunities and
future research directions. By reviewing more than 200 related
papers, we propose a comprehensive taxonomy for multimodal
colearning in the RS context, as shown in Fig. 1. In particular,
the taxonomy focuses on four central aspects of multimodal
colearning in the RS context: 1) the presence of missing modali-
ties; 2) noisy modalities; 3) limited data annotations; 4) modality
parallelism. This taxonomy will guide the review and help set
future research directions for multimodal colearning in RS.
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Fig. 2. RS data modalities with two main categories: Optical and radar.

The rest of this article is organized as follows. We provide the
background and context for multimodal colearning by reviewing
available data modalities, benefits, and challenges in multimodal
learning for RS in Section II, and discussing RS tasks and their
applications using multimodal data in Section III. After that,
we dive deep into the four central challenges of multimodal
colearning in the RS context, missing modalities, noisy modali-
ties, limited annotation, and modality parallelism in Sections IV,
V, VI, and VII, respectively. Based on these insights, we propose
emerging research directions to inform potential future research
in Section VIII. Finally, Section IX concludes this article.

II. MULTIMODAL RS DATA MODALITIES

This section reviews what data modalities are available in
the RS domain as illustrated in Fig. 2, the key benefits, and
challenges of combining data from multiple modalities in the
RS context.

A. Optical Data Modalities

Optical data modalities are mostly imaging data captured
using imaging sensors that capture the visible, and near-infrared
(NIR) portion of the electromagnetic spectrum. As these data
modalities are human perceptible, their use requires less pre-
processing and can directly be used for several purposes such
as land use classification, vegetation analysis, environmental
monitoring, etc. Despite their ease of use, drastic environmental
conditions like cloud and poor illumination can significantly
hinder their capacity. Some common types of optical RS sensors
are as follows.

1) RGB: RGB sensors are inbuilt in most of the RS data
sources, hence most multimodal datasets have RGB channels
available along with other spectral channels. The RGB chan-
nels help to identify the presence of fog, dust, fire, clouds,
volcanic ash, etc., with bare eyes. Several such datasets include
PASTIS-2 [14], Agricultural-Vision [15], LandCoverNet [16],
IDIVAsia [17], etc.

2) PAN: Pansharpening is a commonly used technique in
RS to improve the spatial and spectral resolution of the im-
ages. In RS, panchromatic sensors collect images with high
spatial resolution while multispectral/hyperspectral (MS/HS)
sensors collect low spatial but high spectral resolution. Com-
bining these two modalities produces images with high spatial
as well as spectral resolution, which helps improve down-
stream tasks. Some of the pansharpening datasets include
[18], [19], etc.

3) IR: Infrared (IR) imaging is one of the major data sources
for RS. The location of the IR spectrum is in between the visible
and microwave regions, which is also referred to as the heat
region. Based on the wavelength, the IR spectrum is further
classified as NIR (0.78–2.0 µm), short-wave IR (SWIR) (1.4–
3.0 µm), and long-wave IR (LWIR) (8.0–15.0 µm), etc.

4) Thermal Imaging: Thermal imaging refers to the imaging
of the IR and thermal radiation of object body. In RS, the
thermal IR region of the wavelength, which ranges from 3 to
15 µm, is used for imaging the thermal radiation. Depending
on the emissivity of the radiating objects, the thermal imaging
sensors can discriminate objects. Common thermal imaging data
sources include Landsat-7 and Landsat-8 [20], MODIS [21],
ASTER [22], Sentinel-3 SLSTR [23], etc.

5) Multispectral and Hyperspectral: Multispectral RS sen-
sors capture 3–10 bands, therefore, each image data con-
tain 3–10 different channels. The hyperspectral, on the other
hand, captures hundreds to thousands of bands, and the
bands in hyperspectral are much narrower than multispec-
tral. Landsat-8 [20] and USGS Earth Explorer [24] are
the two common sources of multispectral and hyperspectral
data.

B. Radar

Radio detection and ranging (RADAR) RS sensors use high-
frequency radio waves or microwaves to capture information
about the Earth’s surface. RADAR sensors are designed to
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overcome the limitations of optical sensors for handling par-
ticular situations such as cloud cover, darkness, and the need for
all-weather capabilities. Radar sensors are commonly found on
satellites and aircraft and are used in a variety of applications,
including mapping, agriculture, disaster monitoring, and more.
Here are some common types of radar RS sensors.

1) LiDAR: LiDAR is an RS device that utilizes pulsed laser to
detect and measure variable distances (ranges) to the Earth or any
other targeting object. Usually, LiDAR devices are mounted on
airborne systems to collect data and the collected data produces
a precise 3-D map of the Earth’s surface. IEEE data fusion
challenges [25], [26] are two renowned sources of multimodal
data. Other public LiDAR data sources include USGS Earth
Explorer, OpenTopograpy [27], NOAA Digital Coast [28], etc.

2) SAR: SAR is a moving radar that emits radio waves to
capture the structural properties of the targeting object. Due to
the use of radio waves as an energy source, SAR can work in
different climate condition that includes dust, haze, cloud, etc.
Some of the common SAR data sources are Sentinel-1 [29],
ALOS-1 [30], EAR-1,2, ENVISAT [31], etc.

C. Benefits of Multimodal Processing

In the preceding section, we explored various RS data modal-
ities. Leveraging multimodal data for training DL models of-
fers significant advantages, including heightened accuracy, im-
proved reliability, and enhanced generalization capabilities [32].
Multimodal data are particularly advantageous in scenarios
marked by dynamic or extreme conditions, where one modality
might miss crucial properties that can be effectively compen-
sated for by other modalities. Harnessing this complementary in-
formation empowers models to achieve lower false positive rates
and, consequently, superior accuracy. Moreover, multimodal
training can mitigate the challenges posed by data scarcity,
which is sometimes encountered when acquiring a specific
modality of data, especially if it is costly or scarce. By amalga-
mating multiple modalities, DL models can tap into richer and
more abundant data sources, effectively mitigating the impact
of data scarcity. Furthermore, multimodal colearning plays a
pivotal role in addressing the intricate challenge of domain
generalization within the DL community, resulting in improved
downstream processing and more versatile models capable of
adapting to diverse domains.

D. Challenges in Multimodal Processing

The process of multimodal colearning presents a multitude
of challenges. Integrating data from different sensors can be
complex due to variations in sensor characteristics and alignment
issues. Furthermore, varying data quality, noise levels, and miss-
ing data across modalities require careful handling, necessitating
informed decisions on data weighting and preprocessing [33].
Consequently, there is a need for a well-defined and streamlined
data preprocessing pipeline before initiating multimodal model
training, which can increase operational overhead. The high-
dimensional feature spaces often resulting from multimodal data
pose challenges, including increased computational complex-
ity and the risk of overfitting, highlighting the importance of

dimensionality reduction techniques and feature selection in
colearning. Addressing dependencies and correlations between
modalities is crucial for achieving optimal model performance.
In addition, annotating multiple modalities can be challenging
and costly, particularly for some modalities, making the ac-
quisition of accurate labels reflecting synergistic information
a demanding task. Lastly, the utilization of multimodal data
can introduce unexpected bias, potentially leading to biased
model predictions. Detecting and mitigating this bias before
model training represent significant challenges in the realm of
multimodal colearning.

III. MULTIMODAL RS TASKS AND APPLICATIONS

This section discusses multimodal tasks in RS: segmenta-
tion (also known as pixelwise classification), target detection,
change detection, anomaly detection, and other applications. In
each task, we highlight the multimodal nature of them, how
data from multiple modalities complements each other, and the
applications of these multimodal tasks.

A. Multimodal Satellite Imagery Segmentation

Image segmentation, also known as pixelwise classification,
is a popular task within computer vision where pixels of the
image are partitioned or classified into distinct and meaningful
regions, segments, or objects. This task has gained significant
popularity within the RS community as well due to its myriad of
applications ranging from disaster assessment and management
to vegetation analysis. The goal of segmentation is to identify
and delineate different objects or land cover types within the
remotely sensed image, such as buildings, roads, vegetation, wa-
ter bodies, and more. Compared to segmenting images captured
in a terrestrial setting, segmentation of remotely sensed data
offers unique challenges. The variation in lighting conditions,
poor image resolution, large field of view, and the smaller size
of the objects present difficulties. Multimodal satellite imagery
segmentation is the setting where multiple satellite sensor data
that have been captured from the same or different satellites
are integrated to offer a richer data source. This offers several
advantages over unimodal satellite image segmentation. Specifi-
cally, multimodal data are often helpful in resolving ambiguities
that could arise in a unimodal setting. For instance, optical and
radar data are useful for distinguishing buildings from trees in
monitoring urban areas. Similarly, multimodal sensing could be
useful for making the segmentation framework more resilient to
adverse atmospheric and weather conditions as different sensors
have varying levels of sensitivity to environmental conditions.

In spite of the numerous advantages that multimodal sensing
offers to satellite imagery segmentation, it also presents several
challenges that should be addressed when designing the frame-
work.

1) The lower spatial resolution of the target objects in the
remotely sensed image could hinder the performance of
fine-grained image segmentation. Furthermore, the multi-
modal data are captured from multiple sensors with differ-
ent spatial, spectral, and temporal resolutions, as such, the
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Fig. 3. RGB bands and radar (SAR) modalities of a sample from the PASTIS-
R [34] dataset and ground truth segmentation mask.

alignment and integration of distinct data sources while
ensuring consistency is complex and challenging.

2) As the data are captured from heterogeneous sensors, they
capture different representations in the form of different
scales, units, and ranges. Therefore, normalization strate-
gies should be carefully defined to bring all the sensor data
into the same dynamic range.

3) Acquiring a high-quality multimodal RS dataset using
satellite or aerial platforms poses several challenges. Apart
from the cost associated with obtaining such data, the
distinct revisit times of different satellites could constrain
the types of modalities that can be incorporated into the
multimodal segmentation framework.

Fig. 3 provides visualizations of RGB bands and radar modal-
ities from the PASTIS-R [34] dataset and ground truth segmen-
tation mask. Some popular applications within multimodal RS
image segmentation include crop type classification [7], [34],
[35], [36], urban area monitoring [37], [38], [39], land use and
land cover classification [40], [41], [42], [43], [44], [45], and
environment monitoring [46].

B. Multimodal Satellite Imagery Target Detection

Multimodal target detection attains the identification and lo-
calization of single or multiple targets within the multimodal
data captured using multiple RS sensor modalities such as
optical satellite imagery, IR, radar, and LiDAR. Similar chal-
lenges as in multimodal satellite image segmentation, including,
the challenges with respect to different spatial, spectral, and
temporal resolutions in different sensing platforms, the need
for data normalization, challenges in data transmission, stor-
age, and computation due to increased dimensionality, and the
scarcity of high-quality multimodal RS datasets exists within the
multimodal satellite imagery target detection task. Furthermore,
task-specific challenges also exist which could be summarized
as follows.

1) The variations in the appearance of the target objects
across different sensing paradigms pose a challenge in
multimodal satellite imagery target detection. Compared
to the multimodal target detection with terrestrial data, in
satellite imagery, the objects may cover only a few pixels
in the entire image, as such the detection algorithm should
have sufficient capacity to understand and compensate for
these variations.

2) In addition to variations across modalities, variations
across the appearance of the object across time also pose

Fig. 4. Examples of multimodal satellite image target data from VEDI
dataset [50] and ground truths.

another challenge. The movement of the target objects,
changes in appearance, shape or orientation, and changes
in capture conditions including atmospheric conditions
could render these variations and the machine learning
models should possess sufficient intelligence to accom-
modate these variations.

Example of applications of multimodal satellite imagery-
based target detection include the multimodal vehicle detection
algorithms proposed in [47] and [48], which could detect 11
classes of vehicles in different backgrounds, including grass,
highway, mountains, and urban areas, with the aid of RGB and
IR imaging modalities. Furthermore, Sakla et al. [48] investi-
gated the cross-modality knowledge transfer capabilities, which
demonstrated the ability to transfer the learned semantics from
one modality to another during the modal training such that
the trained model could be evaluated even under the unimodal
setting. In a different line of work, a combination of satellite atti-
tude and orbit information is leveraged in [49] to filter candidate
image patches from the original large-scale satellite image data.
Then, a texture analysis on the filtered patches is performed to
detect the target objects. This algorithm has been evaluated for
aircraft detection from satellite images. In Fig. 4, we provide
some sample RGB and IR images that were taken from the areal
image-based vehicle detection benchmark named VEDI [50].

C. Multimodal Satellite Imagery Change Detection

The change detection algorithms are tasked with identifying
significant changes in two or more observations that were taken
at different times. Visible, IR, SAR, and multispectral and
hyperspectral imaging platforms are readily used modalities
for change detection. Each of these modalities is capable of
capturing the unique characteristics of the observed geospatial
location. For instance, the SAR can penetrate clouds and utilizes
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longer wavelengths that range from centimeters to meter scales.
As such they are capable of accurately capturing the topological
information from the Earth’s surface. In contrast, hyperspec-
tral imaging could generate information regarding the material
properties of the spatial observation. Therefore, the multimodal
change detection algorithms could enhance their accuracy by
combining them.

In addition to the challenges discussed in the previous appli-
cations, multimodal satellite imagery change detection involves
several application-specific challenges.

1) The change detection algorithms compare and contrast
multiple images for detecting changes. However, in satel-
lite image-based change detection, these images should
be registered and aligned as they are captured using
satellites in different poses. Furthermore, the registration
of high-resolution, multimodal satellite images could be
computationally expensive and prone to errors, and these
errors could lead to false-positive or false-negative change
detection.

2) Temporal synchronization poses another challenge with
respect to multimodal satellite imagery change detection.
This is because the multimodal observations are typically
captured from different satellites, as such, the distinct
observations should be properly synchronized with respect
to time as well as accurately calibrated for different atmo-
spheric and other environmental conditions prior to using
them in the change detection algorithm.

3) Capturing large-scale datasets for model training in the
multimodal satellite imagery change detection domain
is particularly challenging. In addition to the cost and
complexities associated with procuring multiple satellites,
change detection is performed across large spatial areas
and over long time horizons. Therefore, annotating such
large-scale datasets is time-consuming and costly.

The existing applications of multimodal satellite change de-
tection include flood detection and monitoring [51], landslide
detection [51], farmland reclaim [52], urban construction mon-
itoring [52], and forest fire monitoring [52], [53]. For instance,
Radoi [51] utilized Sentinel-1 and Sentinel-2 satellite image
time series for monitoring river fires in the Save River in the
South East of Africa. This analysis is conducted using the
SEN12-Flood [54] dataset, which contains both SAR and optical
images. In a supplementary evaluation, Rambour et al. [54] again
used Sentinel-1 SAR and Sentinel-2 visible (B2, B3, B4) bands
from Alunu, Valcea district in Romania to detect a landslide
that occurred on 15 May 2017. Similarly, Chen et al. [52]
used two SAR images that were captured by Radarsat-2 in
2008 and 2009 for analyzing the changes in farmlands. Even
though the two images were SAR images, the first image was
a single-look image, while the second image was a four-look
one, hence, mimicking different modalities. To monitor river
bank erosion caused by flooding at the Yellow River in Estuary
Chen et al. [52] leveraged an SAR image, which was captured
by Radarsat-2 in 2008, and a panchromatic image was captured
by Landsat-7 in 2010. The authors also used two multispectral
images but with different band configurations that were captured
using Landsat-5 (seven bands) and EO-1 ALI (ten bands) to

Fig. 5. Samples from the river bank erosion detection, farmland monitoring,
and urban construction monitoring datasets used in [52]. Recreated from [52].

detect the impact of forest fires in Texas, USA. The Shuguang
dataset used in [52] consisted of SAR and optical aerial images
and had been used to monitor changes in Shandong Province,
China. Samples from the datasets used in [52] for river bank
erosion detection, farmland monitoring, and urban construction
monitoring applications are illustrated in Fig. 5.

D. Multimodal Satellite Imagery Anomaly Detection

Multimodal satellite imagery provides the required levels of
complimentary information to identify unusual or anomalous
patterns or objects within the remotely sensed imagery. Anomaly
detection is referred to as the process of identifying data points
or patterns that deviate significantly from the expected norm,
and within the context of RS, this could include but is not
limited to unusual objects, events, or changes on the Earth’s
surface. Atmospheric conditions such as weather conditions,
cloud cover, as well as other noise artifacts, and sensor-specific
distortions can be mistaken for anomalies as such, distinguishing
the fine-grained long-term anomalous changes without being
confused by natural variations, artifacts, and distortions is chal-
lenging. The complementary information provided by multi-
modal observations enhances the anomaly detection capabil-
ities. Despite these advantages, multimodal satellite imagery
anomaly detection also possesses its own challenges. In addition
to the common challenges that exist across all the multimodal
satellite imagery analysis applications, including, the variability
of resolution, quality, and sensor types across the modalities,
and the higher dimensionality of the multimodal imagery that
needs complex hardware for processing, the anomaly detection
application poses several challenges.

1) While a typical satellite imagery covers hundreds of kilo-
meters of the Earth’s surface in a single image, only a
small proportion of the total pixel data contains anoma-
lous information, leading to class imbalances. This could
affect the robustness, generalization, and reliability of the
machine learning models as they tend to get biased toward
the majority class.
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Fig. 6. Samples from the Los Angeles Stadium dataset used in [56] and the
archaeological dataset proposed in [55].

2) Real-time performance is another challenge, especially
when handling higher dimensional multimodal satellite
imagery. Satellite imagery-based anomaly detection is
typically used in defense and environment monitoring
applications, which require instantaneous responses and
higher dimensionality of the multimodal data requires sub-
stantial time for data downlink across the limited commu-
nication bandwidth. A solution is to process the captured
multimodal satellite imagery on-board in the satellite but
the limited hardware available on the satellite as well as
the restricted energy profile limits the computations that
can be performed using higher dimensional multimodal
data.

There exist numerous applications of multimodal satellite
imagery abnormality detection. For instance, Rowlands and
Sarris [55] have leveraged a compact airborne spectrographic
imager (CASI) that captures visible and NIR portions of the
spectrums, an airborne thematic mapper (ATM) to capture
soil properties and heat capacity using the short wave IR and
the thermal portions of the spectrum and a LiDAR sensor to
measure topological properties. Using these diverse modalities,
Rowlands and Sarris [55] have investigated the possibility of
locating exposed and known buried archaeological remains. In
a different line of work, Ziemann et al. [56] have combined
SAR imagery from Sentinel-1 and multispectral imagery from
both Sentinel-2 and Landsat 8 for the detection of anoma-
lous changes in the environment during the construction of
Los Angeles Stadium at Hollywood Park in Inglewood, CA.
Rodger et al. [57] have proposed a framework to fuse SAR
data captured from Sentinel-1 together with vessel trajectories
extracted using the automatic identification system (AIS) for
the detection of abnormalities in maritime surveillance. Samples
from the datasets used in [56] and [55] are visually illustrated in
Fig. 6.

E. Other Applications

Apart from these popular applications of multimodal RS,
there exists an additional set of diverse applications in which
multimodal satellite imagery has excelled over their unimodal

counterparts. For instance, Florath et al. [58] have used multi-
spectral data to monitor changes in snow and ice types on the
glacier surface. Furthermore, Saad et al. [59] proposed to fuse
Sentinel-2 and Landsat 8 data for leveraging a broader set of
multispectral bands for the location of prospective hydrother-
mal mineral deposits. Li et al. [60] designed an unsupervised
fusion network to fuse hyperspectral and multispectral data. In
a different line of work, Xia et al. [61] fused RGB, hyperspectral,
and ground control points (GCPs) measured using a real-time
kinematic (RTK) receiver to discriminate between susceptible
and resistant weeds in agriculture. Similarly, Quan et al. [62]
combined hyperspectral, LiDAR, and GPS data to investigate the
relationship between weed comprehensive competition indices
and crop parameters. On the other hand, we are transitioning to
general multipurpose architectures such as SpectralGPT [63], in
which a foundation model serves different use cases by changing
downstream heads leveraging features from diverse large-scale
datasets.

IV. PRESENCE OF MISSING MODALITIES

The primary objective of multimodal machine learning is
to create models that use information from multiple modal-
ities to achieve higher accuracy than unimodal models. The
researcher’s focus has led to the development of state-of-the-art
multimodal DL models. However, in real-world scenarios, it
is not always possible to have all modalities available during
training and testing. The prevailing approach to address the
incomplete modality problem involves the utilization of multiple
streams to encode complementary information from distinct
modalities. In addition, diverse fusion strategies are explored for
effectively combining features from these streams. Moreover,
the integration of advanced loss functions, capable of serving
multiple objectives, plays a crucial role in effectively managing
missing modality challenges. Designed architectures fall into
three typical approaches—reconstruction, knowledge distilla-
tion (KD), and multitask learning, as depicted in Fig. 7. On the
other hand, Rahate et al. [13] outlined seven cases of missing
modality, we streamlined it into three cases: 1) fully missing
at test, 2) partially missing at train, and 3) partially missing at
test. This helps the analysis generalize to many scenarios. For
example, one or more modalities can be partially missing at train
while one or more modalities can be fully missing at inference
time. Table I shows representative literature addressing missing
modalities in RS.

A. Reconstruction

Missing modality reconstruction is one of the most intu-
itive methods where given features from available modality,
the network will synthesize unavailable signals and parse all
features to make the prediction. In other words, in addition to
a main downstream task, the network is also trained to trans-
late one type of signal to another. The idea is widely adopted
from conventional methods to DL ones. Non-DL methods [65],
[66] led the way in proving that supplementary information
from missing modality is useful resulting in better performance
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Fig. 7. High-level illustration of three methods dealing with missing modality. The reconstruction approach involves learning to translate a main modality to
others so that, at test time, the missing ones are reconstructed given the main modality and all modalities are parsed through the learned backbone. KD methods
often have multiple stages, where the first one performs learning using all modalities and later stages introduce hallucination branches in which a main modality
learns to mimic the predictive capacity of missing ones. The multitask learning framework proposes a multibranch architecture allowing modality-specific and
modality-correlated information to be harnessed simultaneously, which makes dealing with arbitrary combinations of modalities at inference as straightforward as
excluding the modality-specific branch. (a) Reconstructed. (b) Knowledge distillation. (c) Multitask learning.

TABLE I
REPRESENTATIVE METHODS DEALING WITH MISSING MODALITY IN RS

compared to a unimodal model. They often involve classic
matrix/kernel completion using probabilistic methods, which
define an early form of feature reconstruction category. With
the development of deep neural networks, reconstruction gets
better performance using fully connected and convolutional
neural network (CNN) [67], [68], [69], in which autoencoder
architecture [70] is the core mechanism for missing modality
imputation. The cascaded residual autoencoder [68] still served
as a strong foundation for more modern approaches [69], [71].
Nonetheless, disparate modalities often possess inherent differ-
ences that pose challenges in encoding their information using
similar encoders. For instance, while CNN excels at captur-
ing spatial features, it encounters difficulties in grasping long-
range dependencies found in natural language or sequencelike
modalities. To address this, encoder branches can be tailored
to enhance modality-specific performance [6], [72], [73]. For
example, Wang et al. [6] demonstrated that multimodal feature
distribution alignment could be used to learn shared features
through optimization, while an auxiliary task, such as modality
classification, could yield modality-specific features. In addi-
tion to autoencoder architecture, generative adversarial network
(GAN) [74], comprising a discriminator and generator, also
have emerged as a suitable and extensively utilized method

across various disciplines for tackling the missing modality
challenge [75], [76], [77], [78], [79], [80]. One of the notable
methods among them is the SMIL framework, in which Ma
et al. [79] utilized meta-learning to optimize flexibility and
efficiency in a severe missing modality setting. In such a setting,
the authors observed that missing modalities could be either
in training, in testing, or in both, and most training data could
have incomplete modalities. As such, a Bayesian meta-learning-
based solution is devised to uniformly achieve these two diverse
objectives.

Remote sensing: In the study by Bischke et al. [77], a gen-
erative approach utilizing GANs was employed to address the
issue of missing depth information in the context of building
footprint detection. The research highlights two key findings:
first, models utilizing partial depth features outperform those
relying solely on RGB data; and second, the introduction of
reconstructed depth data leads to improved model performance,
even though it falls short of the performance achieved when
all modalities are available. However, it is important to note
that reconstruction methods exhibit limited flexibility due to
their explicit translation mechanism, which restrains the explo-
ration of diverse input modality combinations, particularly when
dealing with more than two modalities. Furthermore, challenges
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arise in capturing features across modalities within one-to-one
translation relationships.

B. Knowledge Distillation

The KD [88] approach aims to transfer knowledge from one
process to another. In its early stage, this approach focuses on
harnessing useful features from closely related datasets [89].
Subsequently, in the context of addressing missing modality
challenges, KD has evolved to encompass the transfer of knowl-
edge from one modality to another(s), which is achieved through
the implementation of a distillation loss or hallucination net-
work. A classic method is the teacher–student paradigm, wherein
one or more teachers attempt to learn valuable features from the
data derivatives [71], [83], [90], [91] or related datasets [12].
The student network can be simultaneously trained, leveraging
additional information from the teacher(s), and later deployed
for inference. Both distillation loss and hallucination streams
share the common objective of encouraging the student network
to mimic the behavior of the teacher(s). Instead of using actual
ground truth labels in the downstream task, soft labels, or logits
are employed. Nonetheless, the utilization of the hallucination
method might introduce inefficiencies, as it often needs one
or more dedicated network branches to achieve its objective.
This becomes particularly pronounced when dealing with more
than two modalities and different combinations of them are
collected [81], [84], [92]. In contrast, distillation loss incorpo-
rates the knowledge transfer process into the main downstream
task. In addition, architectures utilizing hallucination streams
often require multistage training rather than an end-to-end ap-
proach [82], [93], [94]. Variations of CNN architecture dominate
in this category. Although recurrent neural networks (RNNs)
and bi-LSTM are expected to work better with sequence data;
limited literature explored those options for KD.

Remote sensing: Pande et al. [82] integrated GANs into
a teacher–student training paradigm. On the other hand, the
works of Wei et al. [84] and Li et al. [83] underscored the
utility of hallucination branches. Differing from prior method-
ologies, Kampffmeyer et al. [81] presented an approach capa-
ble of handling three modalities, although it introduces more
one-to-one translation branches (i.e., RGB-IR and RGB-Depth,
assuming RGB as the dominant modality). Fernando et al. [7]
presented a KD framework in which a teacher model with
multiple modalities (i.e., multispectral and radar) and time-series
input is employed to provide guidance to a lightweight stu-
dent network that operates in a single modality. The student
network only receives a single frame from the multispectral
time-series data. Even though a separate hallucination network
is not used, a feature-level distillation loss is used to guide
the student to generate a rich feature vector that is similar to
the multimodal teacher with time-series input. Similarly to the
reconstruction category, the aforementioned methods in KD
face challenges in terms of flexibility and efficiency, due to
the presence of hallucination streams and a multistage training
protocol. Some KD studies exclusively rely on CNNs, which
possess known limitations in capturing expansive receptive
fields and facilitating effective cross-modal interactions. Both
reconstruction and KD techniques often require all modalities

during training; hence, imposing further limitations on their
adaptability.

C. Multitask Learning

Unlike the reconstruction method, multitask learning does
not require the missing modality to be reconstructed explicitly.
On the other hand, it does not require dedicated branch(es)
for translation/hallucinationlike KD. However, multitask learn-
ing architectures also have multiple branches, each of which
is associated with distinct loss to encourage the network to
learn valuable modality-specific and -correlated representations
across different modalities. Each modality can have its dedicated
branch, and a fusion component is employed, which can be
a separate branch [64], [112] or adopt immediate/late fusion
techniques [113], [114]. Fusion strategies can have a significant
impact on model performance depending on the nature of the
data [115]. Transformers [116] with cross-attention mechanism
is promising to provide a generalizable solution for multimodal
fusion [117], [118], exploiting cross-modal features. In contrast
to reconstruction, which can be computationally expensive, mul-
titask learning benefits from the capabilities of Transformers to
learn correlated information, thereby circumventing the explicit
generation of missing modalities [64], [114], [119], [120]. On
the other hand, in multitask learning, engineering appropriate
loss functions are crucial, as neglecting this aspect may lead
the network to exhibit biases toward dominant modalities while
disregarding complementary ones. These auxiliary losses are
also called regularizers [114], [119].

Remote sensing: Multitask learning emerges as a more flex-
ible alternative, tolerating missing modalities during training
and enabling the leveraging of any available information. Con-
sequently, this approach can be generalized to various combina-
tions of modalities, making it highly promising for addressing
missing modality challenges. Even though multitask learning
has gained recognition in medical image processing [6], [93],
[114], [119], [120], [121] and dense prediction task—semantic
segmentation in other domains [91], [94], its potential in RS
remains largely unexplored. One of the pioneers in RS proposing
a multitask architecture was [64], which combined masked
autoencoders (MAE) [122] and contrastive learning to learn
modality-specific and modality-correlated features simultane-
ously. As shown in Fig. 8, it outperforms MultiViT in all
modality-incomplete cases, some of which by a large margin.
The performance differences are about 30% when tested with
missing DSM (SAR, RGB) and RGB only. A similar pattern is
observed in the LULC dataset. On the other hand, the majority
of existing literature addresses missing modalities during infer-
ence, with limited work investigating incomplete modalities at
both the training and testing stages. Hence, applying multitask
learning to RS to flexibly deal with missing modalities is an
appealing research direction.

D. Discussion

In order to deal with missing modality, there are three popular
frameworks: reconstruction, KD, and multitask learning. Table I
summarizes some representative studies for the presence of
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Fig. 8. Effectiveness of multitask learning in situations where one or more modalities are missing at inference. The IMLRS approach is proposed in [64]. MultiViT
is the baseline without a random modality combination strategy. The initial seven data points represent models’ performance on DFC2023 dataset, the remaining
points reflect results evaluated on LULC dataset.

modalities in RS with various downstream tasks (e.g., semantic
segmentation, building extraction, scene classification, etc.).
Existing literature is conducted with different use cases, which
makes it hard to have direct comparisons between them. How-
ever, from an architectural design standpoint, multitask learning
exhibits considerable promise. This is particularly true with
the advancement of attention mechanisms, which offer notable
advantages in terms of effectiveness, efficiency, and flexibility
in contrast to the other two approaches.

Notably, the performance gain of the same architecture can
significantly vary when datasets change (see Fig. 9), as observed
in instances such as Hall Net (Vaihingen, Potsdam), DH-ADNet
(PoDelta, Libourne), MSH-Net, and social sensing (URFC-A,
URFC-B). Fig. 9 also shows that proposed approaches generally
enhance the performance of unimodal models by 2%–4% in
cases of missing nondominant modalities. However, C-GAN
distillation and social sensing show no improvement. The au-
thors of the former paper pointed out that there is limited
correlated information between MS and PAN bands. Although
the performance gap diminishes when employing Indian Pines
and Houston datasets, the proposed student networks exhibit
lower accuracy compared to unimodal branches. Similarly, the
authors of the Social Sensing paper acknowledge the advantages
of modality-specific classifiers over their proposed architecture.
These outcomes offer valuable guidance for future research in
the field of multimodal colearning in RS. On the other hand,
while some models remain robust in missing dominant modality
scenarios (e.g., DH-ADNet, DiffAlignOp, MSH-Net), others
are either not evaluated or are no longer effective. Besides,
the majority of proposed models aim to close the gap with
full modality baseline solutions, meanwhile, C-GAN distilla-
tion and social sensing have the most significant gaps. Only

MSH-Net manages to surpass the full modality baseline in spe-
cific datasets. There are some factors that need to be considered
when assessing the relative performance gains. The variation
in evaluation metrics across reviewed papers, although they
are popular in the field (e.g., IoU, Accuracy, F1), introduces
some level of ambiguity. The effectiveness of a model could
be sensitive to the choice of evaluation metrics; for instance,
DiffAlignOp appears more effective when judged based on IoU
rather than F1 Score. In addition, the use of different baselines
and datasets further complicates the interpretation of perfor-
mance gain presented in Fig. 9.

V. NOISY MODALITIES

Multimodal colearning can also improve model robustness in
noisy conditions which can broadly be categorized into label
noise and data noise. Noise modeling includes noise estimation
and noise reduction in which uncertainty modeling plays an
important role. On the other hand, denoising autoencoders,
regularization, and noise-aware loss function are typical ap-
proaches in noise reduction. In addition, employing a weighted
fusion scheme based on modalities’ estimated noise level or
an ensemble method, where multiple predictors are combined,
can strengthen model robustness toward noise. Representative
methods are presented in Table II and its relative performance
gain is visualized in Fig. 10.

A. Data Noise

Collected signals in RS are often susceptible to environment
inferences, device failures, and nonstationary objects, resulting
in noise. Traditional DL models struggle to differentiate between
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Fig. 9. Relative performance gain analysis. (a) Difference between the proposed method missing nondominant modality and the unimodal baseline. (b) Difference
between the proposed method missing dominant modality and the unimodal baseline. (c) Difference between the proposed method missing nondominant modality
and the full modality model. Green indicates positive values—the proposed approaches are better than selected baseline models in reviewed papers. Red color
represents negative numbers—the proposed approaches cannot surpass selected baselines models. Gray color means no relevant result reported for a given paper.
Hall Net [81], GAN Building [77], C-GAN Distillation [82], DH-ADNet [83], DiffAlignOp [12], MSH-Net [84], Social Sensing [85], Hall Two-stream [86],
DisOptNet [87], Bi-LSTM RS [64]. Table I provides more information about datasets and backbones of each reviewed method.

TABLE II
REPRESENTATIVE METHODS DEALING WITH NOISY MODALITIES; DOWNSTREAM TASKS INCLUDE CLOUD REMOVAL (CR), SEMANTIC SEGMENTATION (SS),

IMAGE MATCHING (IM), CLASSIFICATION (CL), CHANGE DETECTION (CD), AND ROAD EXTRACTION (RE)

noisy and clean signals, leading to decreased performance. How-
ever, completely detecting and removing noisy samples is com-
plicated, costly, and wasteful. Therefore, for modern models, it
is essential to learn useful features even in the presence of noisy
signals. In the early stage, student–teacher networks showed
promising results in handling noisy unimodal data, a concept
later extended to multiview learning. Subsequently, multimodal

colearning methods emerged, leveraging abundant and comple-
mentary features from multiple modalities while tolerating noise
to some extent. There are two types of data noises—adversarial
perturbations and common corruptions. Gaussian noise and en-
vironmental variations such as cloud, fog, rain, motion, etc., are
common sources of noise. SAR signals are particularly suscepti-
ble to randomly distributed speckle noise. Adversarial networks
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Fig. 10. Relative performance gain analysis. Approaches dealing with data noise: NSCT [95], HRO [97], PIQE [98], ACL-CNN [99], and HS2P [9]. Approaches
dealing with label noise: tRNSL [102], NTDNE [103], AF2GNN [105], RSSC-ETDL [106], CSHLC [107], I-FPFN-EM [108], FFCTL [109], RS-COCL-NLF [110],
and RVgg19 [111]. Table II provides more information about datasets, modalities, and backbone of each reviewed methods.

are the leading DL-based methods dealing with noisy data [13].
Especially in the data imbalance scenario, [123] proposed a
deep multimodal fusion GAN (DMGAN) to solve the task of
recognizing faculty homepages (i.e., binary classification from
text, image, and HTML layout). Kong et al. [95] developed a
GAN-based network with an extensive loss function to remove
speckle noise and fuse optical and SAR images simultane-
ously. GAN-based models have demonstrated their potential
in cloud removal for RS applications in several studies [96],
[97], [98]. Recently, attention has also been directed toward
denoising SAR images [8], [9], [100] overcoming the sensitivity
of gradient-based descriptors to noise. While Han et al. [8] took
advantage of a PCA-based approach to filter out noise, Zhu et al.
[100] proposed a structural descriptor SFOC with dilated Gaus-
sian convolution to resist noisy signals. On the other hand, Li
et al. [9] integrated denoising into a fusion network using a
hierarchical spatial-spectral structure in which residual blocks
with channel attention mechanism (RBCA) is an important
component.

The interpretation of Fig. 10 has a few limitations. First,
the methods were evaluated on different datasets (details in
Table II), making direct comparisons challenging. Second, each
method was benchmarked against distinct baselines selected
by the authors, introducing variability in assessments. Despite
different evaluation metrics being employed, the use of both
SSIM structural similarity index measure (SSIM) and Kappa,
which are important factors in assessing model’s robustness
toward data noise, facilitates a relative comparison. Their values
both range from−1 to 1 also allows for meaningful performance
gain interpretation. Fig. 10 reveals subtle improvements, except
for PIQE, underscoring the complexity of the challenge and the
need for sophisticated approaches to enhance the resilience of
these networks toward data noise. Generalizability emerges as

another crucial concern, as evidenced by the varying
performance gains of HRO and ACL-CNN across dif-
ferent datasets. Future research directions should ex-
plore strategies to improve the generalizability of these
methods, ensuring consistent performance across diverse
scenarios.

B. Label Noise

Label noise refers to incorrect ground truth annotations pro-
vided to the network for optimizing model parameters, resulting
in a significant decrease in model performance. Large-scale
dataset is vulnerable to label noise because of human errors
(e.g., lack of expertise, subjective judgment, inconsistency, etc.,)
leading to misclassifications and omissions of true labels. In the
context of multimodal colearning, we assume a single set of
ground truth labels is used for each downstream task. Therefore,
while most studies discussed in this section are conducted in an
unimodal setting, the proposed approaches can be extended to
handle multimodal inputs. Methods dealing with label noise can
be categorized into two groups—label-noise-minimization and
label-noise-correction. The former aims to suppress the impact
of noisy labels, while the latter enhances the training process
by progressively replacing incorrect labels. It is worth noting
that there is a more extensive body of research in label-noise-
minimization compared to label-noise-correction.

Methods for label-noise minimization, such as [101], [102],
and [103], employ dedicated loss functions to mitigate the
impact of noisy labels. Another approach to mitigating the
detrimental effects of noisy data is semisupervised learning,
as demonstrated in [104]. In addition to well-known CNNs,
graph convolution (GConv) models have shown promise. For
instance, Ding et al. [105] introduced the AF2GNN model,
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TABLE III
REPRESENTATIVE METHODS USING SEMISUPERVISED REGIME IN RS.

which reduces noise using adaptive filters and aggregator fu-
sion. Li et al. [106] utilized multiview learning to monitor
uncertain labels and employs the adaptive multifeature col-
laborative representation classifier (AMF-CRC) for iterative
correction of weak samples. However, it is worth noting that
training multiple CNNs, as done in this approach, can be com-
putationally intensive. Another innovative approach is presented
by [107], which progressively refines segmentation output using
a novel constrained smoothing and hierarchical label correction
(CSHLC) scheme. This scheme incorporates techniques such as
pixel group counting comparison (PGCC) and gray similarity
comparison (GSC) coupled with Markov random fields. Ahmed
et al. [108] proposed a multitask architecture where the network
learns to approximate error matrices while extracting building
information. Nevertheless, a clean set of true labels calibrated
by the author is required for the label correction learning pro-
cess, which is costly to apply to other large-scale datasets.
A promising research direction is the combination of noise
minimization and correction, as explored in recent studies [109],
[110], [111]. Most recent approaches commonly involve mod-
eling uncertainty using probabilistic methods to address label
noise [124].

Fig. 10 shows relative performance gain of discussed ap-
proaches. The primary evaluation metric chosen for comparison
is overall accuracy (OA), with intersection over union (IoU) used
as a substitute when data are unavailable. To facilitate a more
intuitive comparison, both metrics are converted to percentages.
Similar to the relative performance gains in the presence of
data noise, there are variations in the performance gains across
datasets. The extent of improvement is also influenced by the
selection of baselines, a factor discussed in the previous section.
Authors nominate baseline models based on the specific chal-
lenges they aim to tackle and prevailing methods at the time of
publication. As can be seen from Fig. 10, the reviewed papers
contribute meaningfully to the development of models resilient

to label noise, even though a majority of them exhibit less than
a 10% improvement.

VI. LIMITED MODALITY ANNOTATIONS

Acquiring annotations for dense prediction tasks is expensive
and time-consuming, especially with very high-resolution RS
data. This section discusses techniques to deal with limited or
no data label scenarios. Specifically, we will review methods
dealing with three levels of data annotations involved in the
training process. 1) Semisupervised learning where only a small
portion of data annotations are available. 2) Weakly supervised
learning where coarse grain level labels are available to support
dense prediction downstream tasks. 3) Unsupervised learning
where no labels are available at all. Representative research
is summarized in Tables III and IV, with associated relative
performance gains in Fig. 14.

A. Semisupervised Learning

In semisupervised learning, the goal is to effectively learn
from a limited portion of data that includes ground truth infor-
mation. According to the taxonomy presented in [150], semisu-
pervised learning methods can be inductive or transductive in
which the former is more popular with typical train and inference
phrases. Inductive methods are further categorized into three
main groups that are 1) unsupervised preprocessing, 2) wrapper
method, and 3) intrinsically semisupervised. Fig. 11 provides a
simplified illustration of typical methods.

1) Unsupervised Preprocessing: The first group, also known
as self-supervised learning, involves the use of self-generated
signals to learn valuable representations (pretraining) before
performing downstream tasks. Within this category, there are
three subcategories as outlined in [151]. 1) Generative meth-
ods aim to reconstruct the original signal from noisy/missing
input. Dalsasso et al. [10] proposed a despeckling framework to
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TABLE IV
REPRESENTATIVE METHODS WEAKLY SUPERVISED AND UNSUPERVISED LEARNING; SEMANTIC SEGMENTATION (SS), DOMAIN ADAPTATION (DA), SEISMIC

ANALYSIS (SA), SR, IMAGE REGISTRATION (IR), CHANGE DETECTION (CD), HYPERSPECTRAL UNMIXING (HU)

Fig. 11. High-level illustration of typical methods in the semisupervised learning area. Unsupervised preprocessing approaches first use labeled and unlabeled
data for some auxiliary tasks that do not require annotations then the backbone is fine-tuned for a main downstream task using labeled data. Self-training employs
an iterative process where labeled data is used to train the network then learned parameters produce pseudolabels for unlabeled data. Cotraining is an end-to-end
framework with multiple classifiers that can use both labeled and unlabeled data. Multiple objectives are optimized simultaneously forcing the network to learn
useful feature representations from the inputs. (a) Unsupervised preprocessing. (b) Self-training. (c) Cotraining.

reconstruct SAR images from noisy acquisitions. 2) Predictive
methods focus on predicting derived properties from the original
inputs, such as the position of a patch in a larger image or
the order of a frame in a video. 3) Contrastive learning seeks
to make the feature space as separable as possible using posi-
tive and negative examples. Clustering is similar to contrastive
learning, where alike samples are pulled together and dissimilar
ones are pushed apart [125]. Generative and predictive models
excel at capturing local descriptors, while contrastive learning is
better suited for capturing global relationships. However, neg-
ative sampling in contrastive learning can be computationally
expensive. Consequently, there is a recent trend in multitask

learning that combines these three techniques to create more
robust networks.

2) Wrapper Method: For the wrapper method, self-training
and cotraining are the two dominant architectures. Self-training
model carries an iterative process in which the model is initially
trained with the available annotations, which are typically lim-
ited in quantity. It then generates pseudolabels for additional
unlabeled data, incorporating them into the training set. This
process is repeated iteratively as demonstrated in studies [10],
[104], [126], [127]. On the other hand, cotraining is usually con-
ducted in an end-to-end manner, where there could be multiple
classifiers benefiting one another [128], [129]. The idea could
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Fig. 12. Examples of different levels of annotations that can be used in
weakly supervised learning. (a) Sample patch from the Vaihingen dataset, (b)
point-, (c) scribble-, (d) polygon-level annotations, (e) dense pixel true label,
and (f) image/block level annotations.

Fig. 13. SAM zero-shot learning on a Vaihingen sample. Object detection is
good at local areas but becomes noisy when expanding to a wider region of
an image. Scale variations significantly affect model performance resulting in
missing objects in large image patches.

be considered as multitask learning; however, unlike the mul-
titask method in self-supervised (unsupervised preprocessing),
auxiliary tasks do not have to use the same dataset. For exam-
ple, Liao et al. [128] proposed FDDA network, where labeled
SAR images are used for detection, while at the same time, unla-
beled SAR images are leveraged for reconstruction and optical

data is used to perform domain adaption with respect to SAR
data.

3) Intrinsically Semisupervised: Intrinsically semisuper-
vised methods are those that directly incorporate unlabeled data
into their objectives. These methods are often categorized into
three popular subcategories, as defined in [150]: perturbation,
manifold, and generative. With perturbation-based methods,
the learning process assumes that model predictions should be
robust to noise. The objective function ensures that encoded
feature spaces are minimally affected by a small amount of noise,
as seen in studies such as [131] and [132]. Manifold methods,
on the other hand, operate under the assumption that some small
variations in the input can yield different results. Multiple lower
dimensional manifolds are constructed given the input space,
where data points belonging to the same group are situated on
the same lower-dimensional manifold[131], [152]. In contrast
to discriminative methods, generative approaches learn useful
features by modeling data-generating distribution, in which
GAN [74] and variational autoencoders (VAE) [153] are the
fundamentals. Recent studies [133] and [134] have demonstrated
the effectiveness of GAN in RS semantic segmentation and scene
classification, respectively, in a semisupervised learning manner.

Graph-based models: Graph-based models represent a class
of transductive methods that connect both labeled and unlabeled
data points through similarity measurements. These algorithms
aim to maximize the matching between predictions and ground
truth labels for labeled data points. As a result, unlabeled data
points will inherit the same label with similar data points deter-
mined by the graph. Xi et al. [135] introduced a cross-scale graph
prototypical network (X-GPN), which utilizes multiple branches
of graph convolutional network (GCN) and uses a self-branch
attention addition (SBAA) component. This design enables the
learning of multiscale features in HSI images. Spectral-spatial
graphs can embed both spectral signatures and spatial proximity
of individual pixels or image patches. However, its complexity
grows exponentially when learning from RS images which are
very high in resolution and have a large number of spectral bands.
Moreover, model performance can strongly depend on local
features. To overcome this challenge, Ding et al. [136] proposed
a global consistent GCN (GCGCN) method to better capture
long-range dependencies of HSI data. While these approaches
have shown promise in unimodal data settings, adapting them
to a multimodal learning landscape remains an open challenge.

B. Weakly Supervised Learning

Weaklysupervised learning seeks to leverage sparse annota-
tions to achieve dense predictions. For instance, in RS semantic
segmentation, instead of having detailed pixel-level labels, more
economical annotations like point markers, scribbles, polygons,
or image-level labels can be used as shown in Fig. 12. An
example of this is the feature and spatial relational regularization
(FESTA) approach introduced in [137], which encodes and
regularizes relations between pixels in both spectral and spatial
domains. Another avenue involves human feedback, where the
model refines its predictions based on user guidance or prompts.
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Fig. 14. Relative performance gain analysis. Semisupervised learning methods: GSCCTL [125], SAR2SAR [10], PTT [126], FDDA [128], SSDCN [129], SAR-
ATR [131], ClassHyPer [132], MDMASNet [133], SSRCSN [134], XGPN [135], and GCGCN [136]. Weakly and unsupervised learning methods: FESTA [137],
SAM [138], MaskedUNet [139], WDCD [139], DCEC [142], MRS-GFN [145], CAAE [146], MUNet [148], and UCSL [149]. Results (OA or F1) are aggregated
wherever data is available (across different datasets or parameters). Tables III and IV provide information about datasets, modalities, and backbone of reviewed
methods.

This approach also opens the door to active learning and zero-
shot learning scenarios. The segment anything model (SAM)
described in [138], originally trained on a large image dataset,
can adapt to RS data with a few coarse-grained user-provided
labels. However, through our experiment, large RS image scale
variations and long-range dependencies are still challenging
despite SAM advances as seen in Fig. 13. Furthermore, these
approaches are primarily designed for unimodal learning and
have yet to harness the potential of multimodal data. Multiple
instance learning (MIL) is another type of weakly supervised
learning where data points are grouped into bags, each sharing
the same label [154]. Promising results have been demonstrated
by applying MIL in a multimodal DL pipeline for tasks like
cancer prediction, as shown in [155]. In the context of RS,
research on weakly supervised learning, particularly in the realm
of multimodal data, remains scarce. A notable exception is the
work by [11], which primarily focused on domain adaptation
algorithms to transfer knowledge from the RGB modality to
others (SWI, INF, SAR). However, the reported quantitative
results assessing the effectiveness of weakly supervised learn-
ing are still limited. Gradient weighted class activation map
(Grad-CAM) [156] and attention map play an important role
in constructing dense prediction. As pointed out in [157], this
is an appealing research direction given that there is room for
improvement to achieve satisfactory performance. Wang et al.
[139] proposed applying UNet to transfer point- and image-level
to dense prediction output, even with as few as 100 labels.
Meanwhile, Li et al. [140] introduced a global convolutional
pooling layer combined with a VGG backbone to generate cloud
masks based on block-level annotations. However, both of these
works only produce binary segmentation maps and operate in

an unimodal setting. Future research in RS should investigate
weakly supervised learning in more complex tasks, such as
multiclass semantic segmentation with multimodal data.

C. Unsupervised Learning

In the realm of unsupervised learning, the objective is to
acquire compact feature representations and perform tasks like
clustering or pattern recognition without the need for explicit
labels [158]. Various backbones can be employed as a feature
extractor [e.g., cascaded autoencoders (CAE), deep cascaded
autoencoders (DCAE)] followed by a clustering method such as
K-Means, as observed in [141], [142], and [143]. CycleGAN-
based framework has been utilized for unsupervised learning
because it does not require training set pairing, for example, Niu
et al. [144] proposed CinCGAN to perform precise rock image
superresolution (SR). However, CycleGAN is not the most ideal
fit for geophysical tasks due to its extremely time-consuming
training process and instability. The combination of a CAE
and lightweight clustering algorithms like KMeans is more
suitable. When it comes to time series tasks, RNN, long short-
term memory networks (LSTM), and transformers provide a
high-performance framework. However, the majority of existing
works supporting unsupervised learning within the RS domain
are conducted in an unimodal setting. A recent paper by Du
et al. [145] is one of the rare research in RS evaluating the
effectiveness of unsupervised learning in the context of mul-
timodal. While feature extraction and fusion are carried out in
an unsupervised manner, pixel-level classification still relies on
classifiers like support vector machines (SVM). Nevertheless,
it alleviates the need for acquiring large training sets with
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Fig. 15. Three types of modality parallelism. (a) Parallel/Strongly paired. (b)
Non-parallel/Weakly paired. (c) Hybrid/Bridge.

dense annotations. In another recent study, Yao et al. [149]
proposed a novel framework unsupervised common subspace
learning (UCSL), which was able to construct useful multi-
modal representation without the need for a label. Unsupervised
learning has been gaining attention in RS benefiting different
downstream tasks such as semantic segmentation [145], change
detection [146], hyperspectral unmixing [147], image regis-
tration [148]. However, change detection tasks dominate the
unsupervised learning landscape, and dense prediction task is
underexplored.

VII. MODALITY PARALLELISM

In an ideal multimodal colearning scenario, for every ob-
served instance, there is associated information in all modalities.
However, real-world applications often do not conform to this
ideal scenario. For instance, considering an action recogni-
tion application, we can lack pixel-level annotations for every
frame describing the object’s action. Instead, we have access
to a short text description of the scene and recorded audio.
These textual, visual, and auditory cues are not directly linked
at the basic unit level (e.g., word, pixel, sound), but they
can converge on a higher level concept, such as describing
a specific action. Rahate et al. [13] suggested that there are
three types of modality parallelism—parallel/strongly paired,
nonparallel/weakly paired, and hybrid/bridge, as illustrated in
Fig. 15. This classification is particularly relevant in domains
involving text-audio-video modalities, such as vision-language
tasks, where elements from frames, textual descriptions, and
audio do not always have a one-to-one mapping. In contrast,
with RS, multimodal inputs are typically assumed to be coreg-
istered through geospatial information, a critical factor in most
downstream tasks.

A. Parallel/Strongly Paired Data

This is the most desirable type of data in multimodal colearn-
ing, in which every observation has a direct link from one

modality to another. Rahate et al. [13] provided many examples
of visual language (VL) tasks and translation-based colearning
methods that benefit from parallel multimodal data. In RS, most
studies about multimodal colearning, especially those that are
presented in this article, assume multimodal inputs (e.g., MS,
HSI, LiDAR, and VHR) are geographically coregistered. For
dense prediction tasks like semantic segmentation and change
detection, it is intuitive to demand a strongly paired dataset
because the learning process is optimized at a pixel level. For
a coarser task like object detection, it remains challenging if
multimodal information is not aligned because the network
still needs to localize objects of interest based on the height
and spectral signature of a given location. In general, multiple-
instance learning in RS requires strongly paired data. However,
creating strongly paired multimodal inputs is challenging. There
is a dedicated research area for RS image registration [160],
[161], [162]. Since modalities are strongly paired, we can apply
transfer or translation-based learning so that given an arbitrary
combination of modalities at inference, the network can derive
the missing ones as discussed in Section IV.

B. Nonparallel/Weakly Paired Data

Nonparallel or weakly paired data refers to multimodal inputs
that are not aligned at a fine-grained level. In other words, the
elements of multimodal inputs do not have a one-to-one corre-
spondence. Instead, they can be connected over some coarser
conceptual level, which is closely related to weakly supervised
learning presented in Section VI-B. Learning multimodal repre-
sentations from nonparallel data can facilitate the establishment
of stronger semantic connections between modalities. To deal
with nonparallel data, we need to perform multimodal alignment
or conceptual grounding in addition to solving downstream
tasks. Rahate et al. [13] gave significant credit to attention
mechanism [116] for implicitly aligning modalities in visual
question answering (VQA) tasks through phrase grounding. The
task of scene classification in RS bears similarities to VQA,
with more relaxed data requirements compared to semantic seg-
mentation and change detection, as discussed earlier. However,
unlike various VQA tasks, RS does not have many large-scale
datasets with meaningful high-level textual descriptions. The
first dataset published recently benchmarking visual grounding
in RS was [163]. One of a few studies where multimodal
inputs were aligned at the area level rather than individual
pixels was [85]. It combined sensed images and social activities
signature. Zheng et al. [12] proposed a DiffAlignOp component
that encourages learning from registration-free data. However,
each modality still has its own set of annotations, which is still
costly to obtain. There are a few studies that learn to perform the
SR task using weakly paired data. Farooq et al. [164] used cycle
GANs to produce superresolved images from low-resolution
ones. The authors in [165] and [166] attempted to leverage
unregistered temporal images, albeit with different objectives;
the former tackled the SR task, while the latter addressed relative
radiometric normalization. Several recent studies have pushed
the boundaries further by learning from unregistered images in
an unsupervised manner. the authors in[167], [168], and [169]
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demonstrated the potential of this approach. On the other hand,
instead of attempting to align actual multimodal inputs, learning
to generate one modality from another and then create coregis-
tered images for downstream tasks is another method [170];
however, the error carried forward from the translation process
is concerning.

C. Hybrid/Bridge Data

This final category involves a pivot modality that acts as
an intermediary bridging unaligned modalities. There are two
subcategories that are 1–1 and 1-many. This category is typically
divided into two subcategories: 1–1 and 1-many, with common
applications found in the VL domain. One illustrative example
is multilingual video searching, where visual cues serve as
the pivot modality connecting different languages. Microsoft
Research Multimodal Aligned Recipe Corpus dataset [171] was
created using this approach. Different recipes of the same dish
are aligned based on the relationship between video transcripts
and textual instructions. While this hybrid data alignment ap-
proach has found applications in fields like VL processing, there
is a notable absence of relevant datasets or studies conducted in
a hybrid data manner within the realm of RS.

VIII. EMERGING RESEARCH DIRECTIONS

From the analysis and insights during the review, we iden-
tify the following promising future directions for multimodal
colearning in the RS context: developing explainable AI (XAI)
techniques to make multimodal colearning interpretable and
transparent, developing onboard processing techniques with
limited resources to allow multimodal colearning to be effec-
tively deployed real-time in satellites or drone platforms, lever-
aging the power of recent generative AI to generate large-scale
synthetic data for RS tasks, and leveraging large pretrained
models and foundation models to improve generalization and
zero-shot learning in the RS context.

A. XAI in Multimodal Colearning

Within the realm of XAI model transparency methods aim to
make the decision-making process of the DL models transparent
by explaining the structure of the model. This could involve
explaining the design choices such as the neural network archi-
tecture, activation functions, number of epochs, batch sizes, and
other hyperparameter values, and/or visualizing model internal
functionality via obtaining decision boundaries, and intermedi-
ate representations.

Model interpretability is the paradigm that involves develop-
ing explainable models or the process of incorporating explain-
ability into a complex model. Compared to classical machine
learning methods such as decision trees or linear models, DL
models are inherently complex. The use of multimodality data
further aggravates this complexity, therefore, special mecha-
nisms should be leveraged to explain the sophisticated mod-
els. Among these techniques, feature attribution [172], [173]
and visualization of model decisions [174], [175] are common
within RS literature. Feature attribution techniques could help

identify the most influential features within the feature space
for a particular decision. Perturbation-based methods including
local interpretable model-agnostic explanations (LIME) [176],
Shapley additive explanation (SHAP) [177], and partial depen-
dence plots (PDPs) [178] fall under this category. Furthermore,
back-propagation or gradient-based methods also generate fea-
ture attribution maps while analyzing the information propa-
gated through the forward and backward passes of a particular
network. Grad-CAM [179] and its variants and Deep-LIFT [180]
are widely used methods under this category. Researchers within
the RS community have also utilized various visualization tech-
niques such as heatmaps, saliency maps, and overlays of model
predictions to understand the salient regions within the remotely
sensed image [181].

Despite the emerging interest, to the best of our knowledge,
none of the existing multimodal colearning approaches have
investigated the use of XAI to explain model decisions. As
elaborated earlier, the use of multiple information sources leads
to complex multibranch network architectures and sophisticated
feature fusion strategies. Therefore, off-the-shelf XAI frame-
works such as feature attribution methods may not accomplish
the intended explainability in such intricate settings. Further
investigations into the applicability of existing XAI methods
and the design of novel explainability paradigms to better handle
multimodal colearning frameworks are required.

B. Onboard Processing in Multimodal Colearning

In RS applications, one of the major bottlenecks for real-time
decisions is the time-consuming data down-linking process over
limited communication bandwidth. As such, processing the
captured data onboard of the satellite is preferred instead of
transmitting the raw data. The advent of low-power embedded
graphic processing units (GPUs) such as the NVIDIA Jetson
series, and Intel Movidius Vision Processing Unit (VPU) series
has propelled this domain even further. When considering the
deployment of DL models in a resource-constrained onboard
evaluation setting literature has readily used model compression
techniques. These techniques encompass the methods used to
reduce the size and computational complexity of a DL model
while maintaining its performance. Among these techniques
model pruning, KD, automated machine learning (AutoML),
and neural architecture search (NAS) are common.

Model pruning techniques start with a large model and it-
eratively remove unimportant weights, neurons, or entire lay-
ers from this network to reduce its size and computational
requirements. Numerous works within the RS literature have
leveraged model pruning for designing lightweight models for
different applications, and these applications range from land
use classification [182], [183] to target detection [183].

In KD, the complex and computationally exhaustive larger
network (called teacher) is replaced using a lightweight student
network. Specifically, the student network learns to mimic the
behavior of the teacher and this training process helps the
transfer of knowledge from a complex model to a simpler one.
Feature distillation [184], cross-modality distillation [7], and
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response-based KD [185] are some methods proposed for KD
in RS applications.

AutoML encompasses various aspects within the machine
learning pipeline, including, data preprocessing, feature selec-
tion, model selection, and hyperparameter tuning, and the aim
of AutoML is the automation of these processes. As such, the
concept of AutoML simplifies the machine learning workflow
and makes it accessible to nonmachine learning experts. The Au-
toML workflow can also be used for model compression which
would enable onboard processing. For instance, Koh et al. [186]
have leveraged AutoML to define a complete high-performance
end-to-end machine learning pipeline for RS image-based plant
phenotyping.

NAS is a subset of AutoML specifically focused on automat-
ing the design and selection of compact network architecture
that meets predefined performance criteria. Numerous NAS-
based architecture for efficient computing has been proposed
for RS applications which extend from satellite image classifi-
cation [187], [188], [189], [190] to object detection [191].

When reviewing the literature, it is clear that the application of
model compression techniques for multimodal RS applications
is scarce. Therefore, research that investigates the applicability
of advanced model compression techniques such as AutoML or
NAS is warranted.

C. Generative AI for Multimodal Colearning

A predominant application of generative AI in RS is to
increase the spatial resolution of the captured images and re-
move noise. Typical RS images have low spatial resolution due
to orbit altitude, sensor characteristics, and data transmission
and storage constraints. Therefore, the researchers have readily
leveraged generative AI to synthesize high-resolution imagery
from low-resolution sensor data [192], [193]. Furthermore, RS
data can become noisy due to atmospheric interference and
illumination conditions. The data-denoising ability of generative
AI could significantly improve the quality of the extracted infor-
mation and has been leveraged in some RS applications [194].

The generative AI models have the ability to hallucinate
missing information in the input data as such they have been
used for pansharpening in RS. Specifically, in pansharpening
high spatial resolution panchromatic images are fused with low
spatial resolution multispectral imagery to create a single high-
resolution image. The generative models could hallucinate the
missing spatial and spectral information in the input information
sources when generating the high-resolution output. The appli-
cations of generative AI for pansharpening include [195], [196],
[197]. Similarly, recent introductions within generative AI such
as diffusion models [198], [199] could augment or bootstrap the
data labeling process via performing conditional generations,
for instance, text-to-image generation. Furthermore, generative
AI models could generate complementary synthetic data and
artificially induce variations within the dataset such as seasonal
variations, day/night variations, and sensor type variations [198],
[200].

Traditional denoising methods often focus on addressing spe-
cific types of noise through iterative removal processes, leading

to inefficiencies when confronted with mixed noise scenarios.
On the other hand, GAN-based approaches exhibit superior
performance in generic image denoising. However, they may
struggle with accurately recovering specific small objects and
complex scenes, necessitating additional detailed supplemen-
tation tasks. The diversity inherent in diffusion models is a
strength, but optimization of the inverse diffusion direction is
crucial for enhanced outcomes. The current randomness in the
diffusion model generation process poses challenges for SR
reconstruction. While diffusion models help mitigate issues like
oversmoothing (common in multiple convolution-based meth-
ods) and mode collapse (associated with the unstable training
of GAN-based methods), there is still room for improvement
in these areas. In addition, future research should focus on
accelerating these processes to enable real-time applications.

Despite the recent interest, the utilization of generative AI
in RS-based multimodal colearning is still under-explored. For
instance, the literature on multimodal RS imagery denoising and
synthetic multimodal RS image generation is scarce. Therefore,
further investigation into the utility of generative AI for multi-
modal colearning is recommended.

D. Large Pretrained Models and Foundation Models

Foundation models capture a broader concept within the realm
of pretrained models and the purpose is to provide a large-scale
starting point or building block for designing more specialized
models. In contrast to LLMs which are purposely built for
a specific downstream task, the foundation models are more
general purpose and are typically pretrained on a broad set of
unlabeled data. The primary goal of foundation models is to
facilitate the transferring of the learned knowledge during the
pretraining into specialized downstream tasks.

The success of foundation models has seeped into the RS
domain. One of the notable developments is the introduction
of “Prithvi”—a temporal vision transformer pretrained by a
team of scientists from IBM and NASA [201]. This model has
been pretrained using a large unlabeled data corpus obtained
from Harmonized Landsat Sentinel 2 (HLS) data and a MAE
based self-supervised learning strategy has been employed for
pretraining. Similarly, numerous works have applied masked im-
age modeling to pretrain large vision transformer models which
have been derived based on the inspiration from large language
models (LLMs). The model introduced in [202] named RingMo
has been pretrained on a large RS dataset captured using both
satellite and aerial platforms. Along these lines, there have been
works that extend the limits of pretrained vision transformer
parameter space from 100 million [203] to billion [204]. As such
in the future, the domain of LLM-inspired pretrained models and
foundation models will only become larger and more robust.

We expect the success of large pretrained models and foun-
dation models in the RS domain will help the formulation of
multimodal foundation models which can be pretrained using
a variety of modalities and could extract contextual informa-
tion across the modalities. The introduction of Microsoft’s
UniLM [205], Google’s VideoBERT [206], and All-In-One
model [207] demonstrates this capability across video, text, and
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image platforms. As such we expect to see the introduction of
multimodal foundation models for RS in the near future.

IX. CONCLUSION

Thanks to the advancements in RS devices and platforms,
we now have unprecedented access to a vast amount of mul-
timodal data. Modalities such as RGB, NIR-IR, multispectral,
hyperspectral, and LiDAR have revolutionized machine learning
in RS by providing abundant and complementary features for
a wide range of downstream tasks surpassing the capabilities
of unimodal methods. Multimodal colearning leveraging both
modality-specific and modality-correlated information, offers a
promising solution to enhance model robustness in nonideal
scenarios. In this article, we focus on four main challenges
under the multimodal colearning regime: 1) missing one or
more modalities at train and/or test, 2) noisy data and label,
3) limited annotated dataset, and 4) nonaligned modalities. All
common downstream tasks in RS such as semantic segmenta-
tion, change detection, and object detection are vulnerable to
these challenges, which hinders superior performance in critical
applications (e.g., disaster monitoring and management and
land usage analysis). Therefore, this article provides a compre-
hensive taxonomy and a systematic review of state-of-the-art
approaches, drawing insights from more than 200 papers in the
field. Future research directions are suggested based on current
development and shortcomings encouraging experts and prac-
titioners to improve the accuracy and reliability of multimodal
DL in RS.
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