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Abstract—The emergence of semisupervised object detection
(SSOD) techniques has greatly enhanced object detection perfor-
mance. SSOD leverages a limited amount of labeled data along with
a large quantity of unlabeled data. However, there exists a problem
of sample inconsistency in remote sensing images, which manifests
in two ways. First, remote sensing images are diverse and complex.
Conventional random initialization methods for labeled data are
insufficient for training teacher networks to generate high-quality
pseudolabels. Finally, remote sensing images typically exhibit a
long-tailed distribution, where some categories have a significant
number of instances, while others have very few. This distribution
poses significant challenges during model training. In this article,
we propose the utilization of SSOD networks for remote sensing
images characterized by a long-tailed distribution. To address the
issue of sample inconsistency between labeled and unlabeled data,
we employ a labeled data iterative selection strategy based on the
active learning approach. We iteratively filter out high-value sam-
ples through the designed selection criteria. The selected samples
are labeled and used as data for supervised training. This method
filters out valuable labeled data, thereby improving the quality of
pseudolabels. Inspired by transfer learning, we decouple the model
training into the training of the backbone and the detector. We
tackle the problem of sample inconsistency in long-tail distribution
data by training the detector using balanced data across categories.
Our approach exhibits an approximate 1% improvement over the
current state-of-the-art models on both the DOTAv1.0 and DIOR
datasets.

Index Terms—Active learning, long-tailed distribution, remote
sensing, semisupervised object detection (SSOD).

I. INTRODUCTION

O bject detection in remote sensing images has under-
gone substantial advancements in recent years. Numerous

remote sensing object detection datasets and detection meth-
ods have been constructed and studied, resulting in notable
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Fig. 1. In remote sensing images, there exists a significant imbalance in the
number of instances across different classes. Different images contain varying
information and contribute differently to training the network.

achievements. However, the process of instance-level labeling
is resource-intensive, posing a hindrance to the enhancement of
existing detection models. To address this challenge, semisu-
pervised methods have emerged as a potential solution. These
methods enable learning with a limited number of labeled sam-
ples and a large pool of unlabeled samples .

Inspired by the successful application of semisupervised
learning (SSL) in image classification [1], researchers have
extended the teacher–student learning framework to semisu-
pervised object detection (SSOD) and achieved promising out-
comes [2], [3]. These algorithms employ a teacher network to
generate high-quality pseudolabels. These pseudolabels serve as
supervision for training the student network. This self-training
approach proves beneficial in scenarios with limited labeled data
and large amounts of unlabeled data. Tarvainen et al. [4] intro-
duced the exponential moving average (EMA) technique to the
teacher network to alleviate the class imbalance and overfitting
problems. Active teacher [5] proposed a dataset-division method
based on active learning to enhance the utilization of annotation
information.

Although these methods have demonstrated remarkable
achievements in the domain of SSOD, they still have certain
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limitations for remote sensing images. The issue of sample in-
consistency significantly affects the efficacy of semisupervised
methods on remote sensing images, as shown in Fig. 1. First,
there exists inconsistency in the value of the samples. Different
remote sensing images have varying information entropy, object
quantity, and categories, resulting in different contributions to
training the network. Traditional approaches relying on random
initialization of labeled data fail to ensure the maximum contri-
butions. However, the acquisition of knowledge from valuable
samples plays a pivotal role in generating high-quality pseudola-
bels.

Second, the long-tail distribution in remote sensing images is
also a manifestation of the sample inconsistency issue. There is
a notable disparity in the number of instances across different
classes in remote sensing images. Imbalanced categories lead
the network to learn a large amount of biased information.

To tackle the inconsistency in sample values, we adopt an
iterative approach that focuses on selecting samples with the
highest contribution to network learning. This idea originates
from the concept of active learning. We extend the traditional
teacher–student framework [6] into an iterative framework. The
labeled dataset is partially initialized, enhanced, and updated
through an active sampling (AS) strategy. This enables the
network to maximize the utilization of limited label information
and improve the quality of pseudolabels. We employ a com-
prehensive set of metrics to select samples that offer the most
value for SSOD. For the long-tail distribution problem, we use
a transfer-learning-based method to address the long-tail prob-
lem. High-quality representations can be learned using long-tail
datasets. At the same time, we can obtain strong long-tail recog-
nition capabilities by tuning classifiers. Features learned from
head classes with abundant training instances can be transferred
to under-represented tail classes. We employ a two-stage training
strategy to decouple the learning process into a representation
learning stage and a detector learning stage. It should be noticed
that this article is an extension and improvement of our prior
work [7] presented in IGARSS 2023.

In summary, the main contributions of this article are as
follows.

1) This article introduces an SSOD network specifically
designed for remote sensing images, with a focus on
addressing the challenge of sample inconsistency. The
network tackles the problem of maximizing the value of
samples by incorporating an active data selection strategy.
Furthermore, it mitigates the impact of the long-tail distri-
bution issue through the utilization of a decoupled training
approach.

2) The active selection strategy filters out the most valu-
able samples for annotation based on predefined metrics.
The data initialization approach improves the quality of
pseudolabels. A two-stage training method is adopted
to decouple the learning process into the representation
learning stage and the detection learning stage.

3) The experimental results prove the state-of-the-art perfor-
mance of the proposed method. This article also provides
a new perspective on the application of SSOD in remote
sensing images.

The rest of this article is organized as follows. Section II
elucidates the relevant literature on object detection, SSOD,
active learning, and long-tail training. Section III presents the
methodology and procedure for active data labeling. It also
expounds on the training strategies employed to address the
long-tail problem. Section IV substantiates the effectiveness
of the proposed methods through extensive experimentation.
Finally, Section VI concludes this article.

II. RELATED WORK

A. Object Detection

The rapid advancement of deep neural networks has led to
remarkable progress in the field of object detection, both in
academic research and industrial applications [8], [9], [10], [11],
[12], [13]. Object detection methods can be broadly categorized
into two genres: one-stage and two-stage detectors. One-stage
approaches, such as YOLO [13] and SSD [12], directly predict
the object’s coordinates and probability distribution from the
feature map. On the other hand, two-stage models, exemplified
by the RCNN series [9], [11] and its variants [14], employ region
proposal networks [15] to sample potential objects, followed by
predicting the probability distribution and coordinate informa-
tion of the objects. In line with prior research efforts [6], [16],
our focus lies in the SSL of two-stage models, and we utilize
Faster-RCNN [15] as our baseline network.

B. Semisupervised Object Detection

In the domain of computer vision, the predominant focus
of current research on SSL is on image classification [17],
[18]. This line of inquiry can be broadly divided into two
categories: consistency-based and pseudolabeling-based ap-
proaches. Consistency-based methods [19], [20], [21], [22] aim
to enhance the model’s resilience to noise by producing consis-
tent prediction outcomes. Pseudo-labeling methods [16], [17],
[22], on the other hand, involve training classifiers with ground-
truth annotations and generating pseudolabels for unlabeled
data, before ultimately retraining models using all available data.

In recent times, a growing number of research efforts [6],
[16], [21], [23] have explored the application of SSL to object
detection. For instance, CSD [21] employs multiple random
image flips to drive the model toward producing consistent
predictions for such flipped images. STAC [16] proposes the
first teacher–student-based framework for SSOD. However, the
static annotation strategy employed by STAC results in fixed
pseudolabels that restrict the final detection performance.

Nevertheless, despite ongoing efforts, the issue of profound
instability during the initial training phase persists, necessitating
the implementation of a stringent confidence score threshold
for the generation of pseudolabels. In an attempt to address
these challenges, unbiased teacher [6] leverages the EMA tech-
nique [4] to progressively optimize the teacher model based
on the knowledge obtained from the student model. Moreover,
unbiased teacher also employs EMA [4] in combination with
focal loss [24] to effectively tackle the problem of pseudolabel
overfitting in the teacher–student learning process.
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Fig. 2. Overall framework of the proposed model.

C. Active Learning

Efforts toward enhancing learning efficiency have garnered
significant attention within the academic community [25], [26].
Moreover, to mitigate the labeling costs associated with object
detection, several active-learning-based approaches have been
introduced [27], [28], [29]. For example, Wang et al. [27]
adopted distinct AS metrics tailored for various stages in the
object detection process. CALD [28] assesses information by
evaluating the data consistency of bounding boxes before and
after augmentation. In addition, MI-AOD [29] employs mul-
tiinstance learning techniques to suppress pseudolabel noises
effectively.

D. Long-Tailed Training

One line of research aimed at addressing the imbalanced
training data is the knowledge transfer from head to tail classes,
which has been explored in the literature [30], [31]. Transfer-
learning approaches in this context seek to leverage the features
learned from head classes, which typically have ample training
instances, to benefit the underrepresented tail classes. Recent
endeavors in this area encompass methods, such as transferring
the intraclass variance [32] and transferring semantic deep fea-
tures [31]. Nonetheless, it is worth noting that devising a dedi-
cated model for effective feature transfer is often a challenging
and intricate task.

In recent studies, it has been demonstrated that the data
distribution does not exert any influence on the representation
learning of networks [33]. Consequently, there has been a shift
toward decoupling the representation and classifier learning
processes, leading to notable performance enhancements on

long-tailed datasets. In our model, we also adopt and incorporate
this fundamental concept to further improve its efficacy.

III. METHOD

A. Semisupervised Object Detection

The overall framework of our network is illustrated in
Fig. 2. The methodology comprises an iterative teacher–student
framework and a two-stage training strategy. The limited la-
bel set is partially initialized and progressively augmented.
Following each iteration, the expert teacher network assesses
the significance of unlabeled instances utilizing the proposed
metrics, namely, information, diversity, and difficulty. Ac-
tive data augmentation is subsequently executed based on
the evaluation outcomes. For solving the problem of cate-
gory imbalance, a two-stage training strategy is employed
to decouple the learning process into a representation learn-
ing stage of the distribution data and a detector learning
stage.

Provided a collection of annotated data DL = {XL, YL},
alongside a collection of unlabeled data DU = {XU}, where
X refers to the examples and Y represents the label set, the
objective of SSL is to optimize the performance of the model by
leveraging both labeled and unlabeled data.

The proposed SSOD approach incorporates a pair of detection
networks, teacher and student network, which share identical
configurations, as illustrated in Fig. 2. For the baseline detection
network, Faster-RCNN [15] is adopted. Specifically, the teacher
network is responsible for generating pseudolabels, whereas
the student network is optimized using both ground-truth and
pseudolabels.
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Fig. 3. Comparison of two semisupervised networks. The left network corresponds to the ordinary semisupervised approach, while the right one corresponds to
our semisupervised approach.

The optimization loss for the student network can be defined
as

L = Lsup + λ · Lunsup (1)

where Lsup and Lunsup represent the losses corresponding to
supervised and unsupervised learning, respectively. λ is the
hyperparameter used to balance between Lsup and Lunsup.

For object detection, Lsup comprises the classification loss
Lcls of RPN and ROI head, in addition to the loss associated
with bounding box regression, denoted as Lloc. Then, Lsup is
defined as

Lsup =
1

Nl

Nl∑
i=1

(
Lcls

(
xi
l, y

i
cls

)
+ Lloc

(
xi
l, y

i
cls

))
(2)

where xl refers to the labeled example, ycls and yloc represent
its corresponding classification and bounding box regression
labels, respectively. The variableNl denotes the number of xl. tc
represents the cth coordinate of the output image xi. In terms of
Lloc, the smooth L1 loss is utilized for bounding box regression,
i.e.,

SmoothL1(x) =

{
0.5x2, |x| < 1

|x| − 0.5, otherwise.
(3)

For Lunsup, we compute the category loss by comparing the
predicted results of the student network with the pseudolabels
generated by the RPN and ROI head of the teacher network. It
is formulated as

Lunsup =
1

Nu

Nu∑
i=1

Lcls
(
xi
u, ŷ

i
cls

)
(4)

where Lcls is the same as (2), and ŷicls is the pseudolabels
generated by the teacher network.

In order to circumvent the problems of overfitting, a technique
proposed in references [6], [23] is employed. The optimization
of the teacher network is frozen during semisupervised training,

and its parameters are updated using EMA via

θit ← αθi−1t + (1− α) θis (5)

where θt and θs represent the parameters of the teacher and
student networks, respectively, and idenotes the ith training step.
α is the hyperparameter to determine the speed of parameter
transmission, which is normally close to 1. To enhance the
quality of pseudolabels, we utilize nonmaximum suppression
(NMS) and a confidence threshold to eliminate redundant and
ambiguous pseudolabels.

B. Active Sampling

Within the proposed framework shown in Fig. 3, the label
set is partially initialized and augmented through the use of the
teacher network after each round of semisupervised training.
We investigate which examples are essential for SSOD. Three
AS metrics, including difficulty, information, and diversity, are
employed.

In SSOD, the difficulty score sdiff
i of an unlabeled example

is calculated based on the category prediction of the teacher
network. This score is defined as

sdiff
i = − 1

ni
b

ni
b∑

j=1

Nc∑
k=1

p (ck; bj , θt) log p (ck; bj , θt) (6)

where ni
b represents the number of predicted bounding boxes

after NMS and confidence filtering. Nc denotes number of
object categories, and p(ck; bj , θt) is the prediction probability
of the k-th category by the teacher network. Referencing (6), the
prediction uncertainty of the teacher network can be utilized to
determine whether an image presents a challenge for SSOD.

Information serves as a metric used to quantify the amount
of information contained in an unlabeled image for SSOD. In
the context of object detection, a higher level of information
richness indicates the presence of an increased number of visual
concepts within the image. It enables the model to learn more
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Fig. 4. Framework of the LTS.

features for object detection. Thus, we utilize prediction confi-
dence to evaluate this metric as follows:

sinfo
i =

ni
b∑

j=1

confidence (bj , θ) (7)

where the confidence(bj , θt) represents the highest confidence
score among the predicted bounding boxes by the teacher
network.

Diversity serves as a metric for evaluating the distribution of
object categories within an image. The diversity score sdive is
computed by

sdive
i =

∣∣∣{cj}ni
b

j=1

∣∣∣ (8)

where cj represents the predicted category of the jth bounding
box, and | · | denotes the cardinality.

The proposed metrics have the potential to address the issue of
determining suitable examples for SSOD. However, a practical
challenge emerges due to the fact that models in different states
may require varying levels of label information. In addition,
optimizing the benefits of these metrics without conducting
extensive experimentation presents a significant hurdle. Hence,
we introduce a simple yet effective method to automatically
integrate these metrics.

Prior to the combination, the values are normalized as

sm̂i =
smi
smmax

(9)

where m ∈ {difficulty, information, diversity} represents the
metrics. smmax denotes the maximum value of this metric.

Considering that these metrics capture image information
from different perspectives, we proceed to construct a 3-D
sampling space to represent each example, represented by �si =
{sdiff

i , sinfo
i , sdive

i }. The evaluation outcome of each unlabeled
example can be viewed as a point in this space. Then, we apply
Lp normalization to the data points, resulting in a single scalar
value sLp

, i.e.,

sLp
= lp (ŝ) = ||s| |p =

p

√∑3

i=1
spi (10)

where ŝ =
(
sd̂iff
i , s

ˆinfo
i , s

ˆdive
i

)
Empirically, we utilize theL1 norm

to combine these three metrics.

C. Long-Tailed Training Strategy

In the remote sensing images, the issue of long-tail dis-
tribution presents a significant challenge. This phenomenon
refers to the occurrence where a large number of classes in
the dataset are represented by a relatively small number of
instances, while a few classes are represented by a large num-
ber of instances. This skewed distribution leads to a scenario
where the majority of classes have insufficient examples, com-
plicating the process of accurate classification and analysis.
The long-tail distribution in remote sensing images hampers
the efficacy of SSOD algorithms, which typically presume a
relatively balanced dataset. It necessitates the development of
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Fig. 5. Experimental results on DOTAv1.0. Experiments were conducted with a setting of 20% labeled data. The red circles, respectively, indicate the missed
objects, falsely detected objects, and low-scoring objects within the image. (a) Ground Truth. (b) EPC. (c) Active Teacher. (d) Soft Teacher. (e) Unbiased Teacher.
(f) Ours.
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Fig. 6. Samples selected by different metrics. (a) Sample selected by difficulty. (b) Sample selected by information. (c) Sample selected by diversity. (d) Sample
selected by combination metrics.

specialized approaches that can effectively handle the dispar-
ity in sample sizes across various classes, thereby ensuring a
more robust and comprehensive analysis of the remote sensing
data.

For the class imbalance problem, previous work [34] shows
that high-quality representations can be learned using long-tail
datasets, and at the same time, strong long-tail recognition
capabilities can be obtained by tuning classifiers using only
class-balanced datasets. In remote sensing images, the issue of
long-tail distribution does not hinder the learning of features.
The network can utilize all the data for thorough feature ex-
traction and learning. With a substantial amount of data, the
network is capable of learning both low-level and high-level
features of remote sensing objects. However, in specific clas-
sification and detection processes, the long-tail distribution has
a significant impact on the detector. Therefore, it is necessary
to create a specially balanced subdataset to train the detector
separately. To retain the vast amount of effective and diverse

features previously learned by the network, fine-tuning on a
pretrained model presents an ideal solution. This approach
not only maximizes the preservation of knowledge previously
acquired through extensive data but also mitigates the limi-
tations imposed by the long-tail distribution problem on the
detector.

Inspired by this, we employ a two-stage training strategy
to decouple the learning process into a representation learning
stage of the distribution data and a detector learning stage shown
as Fig. 4. In the representation learning phase, neural networks
are trained on a given dataset. During the detector learning
phase, only the detector parameters are updated for retraining by
freezing the backbone parameters on the class-balanced dataset.
We construct these class-balanced datasets from given labeled
data without additional images.

Utilizing data augmentation during the testing phase yields
improved overall performance. Nonetheless, owing to the in-
fluence of the long-tail constraint, the model inclines toward
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TABLE I
EXPERIMENTAL RESULTS ON DOTAV1.0. THE EVALUATION METRIC IS MAP

TABLE II
EXPERIMENTAL RESULTS ON DIOR. THE EVALUATION METRIC IS MAP

TABLE III
EFFECTS OF AS AND LTS ARE STUDIED IN EXPERIMENTS CONDUCTED ON

10% DOTAV1.0 LABELED DATA SETTINGS

predicting samples as belonging to the dominant class. Con-
sequently, the efficacy of test-time augmentation (TTA) is di-
minished. To address this concern, we employ a nonparametric
postprocessing methodology known as classification with alter-
nating normalization (CAN [35]).

IV. EXPERIMENT

A. Datasets and Evaluation Metrics

In order to demonstrate the practicality and generalization
of the model proposed in this article, experiments were con-
ducted on two datasets, namely, the DIOR dataset [36] and the
DOTAv1.0 [37] dataset.

1) DOTAv1.0: [37] contains 2806 large-scale aerial images
with sizes ranging from 800 × 800 to 4000 × 4000. It con-
sists of 188 282 instances, including airplanes (PL), baseball
diamonds (BD), bridges (BR), ground track fields (GTF), small
vehicles (SV), large vehicles (LV), ships (SH), tennis courts
(TC), basketball courts (BC), storage tanks (ST), soccer fields
(SBF), roundabouts (RA), harbors (HA), swimming pools (SP),
and helicopters (HC).

2) DIOR (See [36]): Serves as a substantial and openly
accessible benchmark for object detection tasks in optical
remote sensing images. It comprises 23 463 images and a total of
192 472 instances, covering a diverse range of 20 distinct object
classes.

During our experimental process, the split is further divided
into two subsets: the labeled set and the unlabeled set. This
division follows a similar approach to prior studies in SSOD.
In our practical implementation, we employ various proportions
of labeled data from the DOTAv1.0 and DIOR dataset, namely
10%, 20%, and 40%, for conducting experiments and comparing
the results with other SSOD methods. The remaining examples
are considered as unlabeled data.

For model evaluation, we adhere to the methodologies em-
ployed in previous studies [6], [16], [21], [23] and utilize mean
average precision (mAP) with intersection over union (IoU)
thresholds ranging from 0.5 to 0.95 as the evaluation metric for
our experiments. In addition, the validation sets of DOTAv1.0
and DIOR are employed for evaluation purposes.

B. Implementation Details

In accordance with prior studies [38], [39], a cropping tech-
nique is employed to divide the original images into patches of
size 1024× 1024, with a stride of 824 pixels. It results in a pixel
overlap of 200 between adjacent patches. In order to augment
the unlabeled data, we utilize an asymmetric data augmentation
approach. All models undergo training for a total of 180 000
iterations using 2 GTX2080 GPUs. The stochastic gradient
descent (SGD) optimizer is employed with an initial learning rate
of 0.001, which is reduced by a factor of 10 at iterations 120 000
and 160 000. The momentum is set to 0.9, while the weight decay
is set to 0.0001. The EMA is configured with α = 0.9996, and
the unsupervised loss is assigned a weight parameter of λ = 4
for all experiments. In all conducted experiments, half of the
labeled dataset is randomly selected, while the remaining half
is actively chosen after the process of SSL. The batch size is
set to eight, comprising four labeled images and four unlabeled
images selected through random sampling.

C. Results on DOTAv1.0

Initially, we conducted a comparison between our method and
a range of teacher–student based SSOD methods on DOTAv1.0,
the outcomes of which are presented in Table I. For a fair
comparison, we reimplemented these methods with the same
settings. We evaluated our method under different labeled data
proportions. The aforementioned table indicates that all the
teacher–student based techniques significantly outperform the
conventional supervised learning approach. Furthermore, we ob-
served that the aforementioned teacher–student methods, such as
active teacher [5], which have been recently proposed, exhibited
marked improvements over the pioneering method, namely, un-
biased teacher [6], owing to their meticulous design frameworks.
This observation underscores the noteworthy advancements in
teacher–student based SSOD. Our method achieves state-of-the-
art performance under all proportions.

The method achieves good performance under all proportions.
Specifically, it obtains 65.34%, 73.68%, and 76.87% mAP on
10%, 20%, and 40% proportions, respectively, surpassing our
supervised baseline by +15.13, +12.22, and +9.62 mAP. Fur-
thermore, we outperform the method EPC [41] by+0.64,+0.75,
and +0.42 under various proportions.
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TABLE IV
ABLATION EXPERIMENTS OF LTS ON DOTAV1.0; EXPERIMENTS ARE PERFORMED USING 10% OF LABELED DATA

Fig. 7. Experimental results on DIOR were conducted using a 20% labeled
data setting. Each line represents the ground truth on the left side, while the
predicted visualization results are shown on the right side.

TABLE V
EFFECTS OF AS ARE INVESTIGATED IN EXPERIMENTS CONDUCTED ON 10%

DOTAV1.0 LABELED DATA SETTINGS

The qualitative results of our method compared with other
networks are shown in Fig. 5. The proposed model in this
article can accurately detect large-scale roundabout targets and
dense small-scale small vehicle targets, while also detecting
swimming pool targets in complex backgrounds. In addition to
achieving high accuracy in category recognition, the regression
of detection boxes is also highly precise. With the help of our AS,
the model is able to exploit more potential semantic information
from the unlabeled data, helping reduce false predictions and
improve the pseudolabel quality. By employing the long-tailed
training strategy, the model can effectively alleviate the problem
of category imbalance. Furthermore, our proposed model can
identify missing annotated instances, which demonstrates that
the model has good generalization and robustness.

D. Results on DIOR

Furthermore, we performed a comparative analysis between
our approach and the SSOD methods on the DIOR dataset.
To ensure a fair and unbiased comparison, we reimplemented
these methods on object detectors using identical augmentation
settings. We evaluated the performance of our method across
different proportions of labeled data. The corresponding results
are presented in Table II.

Our method achieved mAP values of 62.47%, 69.76%, and
73.94% when evaluated on labeled data proportions of 10%,
20%, and 40%, respectively. These results demonstrate an im-
provement of +13.12, +10.77, and +7.21 mAP over our su-
pervised baseline. In addition, our approach outperformed the
active teacher [5] by +0.37, +1.36, and +0.22 for the different
data proportions.

Fig. 7 shows that the proposed method achieves precise
bounding box regression and accurate class recognition for
detected objects. Specifically, the network is able to accurately
detect objects such as aircraft targets of various sizes and densely
packed small targets like vehicles. This is attributable to the AS
module, which selects labels that provide the maximum training
assistance. It enhances feature extraction and semantic learn-
ing capabilities and improves the quality of label generation.
In addition, the LTS module helps in balancing the detection
biases among different object categories. Overall, our proposed
method has achieved superior results compared to the baseline
approaches on two well-known remote sensing datasets. These
results effectively demonstrate the effectiveness, robustness, and
practicality of our method.

E. Ablation Study

In this section, we conduct extensive studies to validate each
of our each modules. Unless specified, all ablation experiments
are performed using 10% of labeled data.

1) Ablation Study of Each Component: We have conducted
a study to analyze the effects of the proposed methods, AS and
LTS. As shown in Table III, both methods have been proven
to be effective and complementary. AS and LTS individually
contribute to performance gain. When combined, AS and LTS
synergistically enhance the performance of the baseline model.
It indicates that the active labeled data sampling by AS and the
decoupled training of the backbone and detector by LTS can
benefit the SSL process. These methods facilitate the generation
of high-quality pseudolabels and mitigate the impact of class
imbalance on the detector.

Fig. 8 illustrates that the incorporation of active learning
enables the selection of images that cover a comprehensive
range of difficulties, information content, and class quantities.
This, in turn, enhances the quality of the pseudolabels used for
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Fig. 8. Samples selected by active learning. (a) Selected Samples of DOTAv1.0. (b) Selected Samples of DIOR.

model training. As a result, the model demonstrates exceptional
performance in detecting dense objects, complex background
objects, and small objects.

In Table IV, we observe that the inclusion of the LTS module
improves the model’s mAP to 65.34, which is a 1.14 improve-
ment. Notably, classes with limited instances, such as baseball-
diamond, ground-track-field, soccer-ball-field, roundabout, and
helicopter, experience an average improvement of 1.2. The
decoupling training approach, based on transfer learning, effec-
tively enhances the learning of rich image features and semantic
information while mitigating the bias caused by imbalanced
instance quantities during the training process. As a result, the
approach significantly improves detection accuracy.

2) Ablation Study of AS: Regarding the selection metrics in
active learning strategies, this article conducted detailed ablation
experiments. The results from the Table V demonstrate that
using the individual metrics of diff, info, and div for image
selection yielded training results of 63.75, 63.67, and 63.15,
respectively. However, the joint selection strategy combining all
three metrics shows an average improvement of 2% points on
mAP. Furthermore, the strategy used L1 norm outperforms the
strategy used L2 norm.

As shown in Fig. 6, the difficulty metric primarily filters
images in which instances are difficult to detect, such as those
with complex backgrounds and small targets. The information
metric filters images with a higher number of instances, often
including densely populated objects such as small vehicles or
ships. The diversity metric selects images that contain rich
category information. Our proposed combined filtering strategy
integrates these three metrics to comprehensively filter images,
initially selecting a subset of images that can provide the maxi-
mum training benefits to the model.

V. DISCUSSION

This article effectively addresses the issue of sample in-
consistency in SSOD in remote sensing images. In remote

sensing images, objects often have specific orientations, which
are overlooked by the horizontal bounding boxes used in
this study. Remote sensing objects are densely arranged
and have specific orientations, which poses significant chal-
lenges to SSOD. However, the angle information of the ob-
jects can also provide richer features and learnable knowl-
edge for SSOD. Considering the characteristics of remote
sensing objects, future research could explore how to de-
sign an effective semisupervised oriented object detection
network.

VI. CONCLUSION

In this article, we propose an SSOD framework for remote
sensing data, addressing the issue of sample inconsistency. We
present a data initialization method in the student network based
on the concept of active learning and conduct extensive exper-
iments to select sampling indices and strategies. Our approach
effectively tackles the problem of maximizing the value of
samples in the context of sample inconsistency. Furthermore,
the issue of sample inconsistency is also manifested in the
category imbalance of remote sensing data. To address this
issue, the teacher–student semisupervised network adopts a
two-stage training strategy, decomposing the learning process
into a representation learning stage and a detector learning
stage. Experimental results demonstrate the state-of-the-art per-
formance of the proposed method and offer a novel design
approach for semisupervised object detection in remote sensing
images.

REFERENCES

[1] D. Hong, N. Yokoya, G.-S. Xia, J. Chanussot, and X. X. Zhu, “X-modalnet:
A semi-supervised deep cross-modal network for classification of re-
mote sensing data,” ISPRS J. Photogrammetry Remote Sens., vol. 167,
pp. 12–23, 2020.

[2] B. Xue and N. Tong, “Diod: Fast and efficient weakly semi-supervised deep
complex ISAR object detection,” IEEE Trans. Cybern., vol. 49, no. 11,
pp. 3991–4003, Nov. 2019.



WANG et al.: ADDRESSING SAMPLE INCONSISTENCY FOR SEMISUPERVISED OBJECT DETECTION IN REMOTE SENSING IMAGES 6943

[3] B. G. Weinstein, S. Marconi, S. Bohlman, A. Zare, and E. White, “In-
dividual tree-crown detection in RGB imagery using semi-supervised
deep learning neural networks,” Remote Sens., vol. 11, no. 11, 2019,
Art. no. 1309.

[4] A. Tarvainen and H. Valpola, “Mean teachers are better role models:
Weight-averaged consistency targets improve semi-supervised deep learn-
ing results,” Adv. Neural Inf. Process. Syst., vol. 30, 2017, pp. 1703–1712.

[5] P. Mi et al., “Active teacher for semi-supervised object detection,” in Proc.
IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2022, pp. 14482–14491.

[6] Y.-C. Liu et al., “Unbiased teacher for semi-supervised object detection,”
in Proc. Int. Conf. Learn. Representations, 2021, pp. 2102–2113.

[7] Y. Wang, L. Yao, G. Meng, X. Zhang, J. Song, and H. Zhang, “Semi-
supervised object detection in remote sensing images based on ac-
tive learning,” in Proc. IEEE Int. Geosci. Remote Sens. Symp., 2023,
pp. 5571–5574.

[8] Z. Ge, S. Liu, F. Wang, Z. Li, and J. Sun, “YOLOx: Exceeding YOLO
series in 2021,” 2021, arXiv:2107.08430.

[9] R. Girshick, “Fast R-CNN,” in Proc. IEEE Int. Conf. Comput. Vis., 2015,
pp. 1440–1448.

[10] R. Girshick, J. Donahue, T. Darrell, and J. Malik, “Rich feature hierar-
chies for accurate object detection and semantic segmentation,” in Proc.
IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2014, pp. 580–587.

[11] K. He, G. Gkioxari, P. Dollár, and R. Girshick, “Mask R-CNN,” in Proc.
IEEE Int. Conf. Comput. Vis., 2017, pp. 2961–2969.

[12] W. Liu et al., “Ssd: Single shot multibox detector,” in Proc. Eur. Conf.
Comput. Vis., 2016, pp. 21–37.

[13] J. Redmon, S. Divvala, R. Girshick, and A. Farhadi, “You only look once:
Unified, real-time object detection,” in Proc. IEEE/CVF Conf. Comput.
Vis. Pattern Recognit., 2016, pp. 779–788.

[14] T.-Y. Lin, P. Dollár, R. Girshick, K. He, B. Hariharan, and S. Belongie,
“Feature pyramid networks for object detection,” in Proc. IEEE/CVF Conf.
Comput. Vis. Pattern Recognit., 2017, pp. 2117–2125.

[15] S. Ren, K. He, R. Girshick, and J. Sun, “Faster R-CNN: Towards real-time
object detection with region proposal networks,” Adv. Neural Inf. Process.
Syst., vol. 28, pp. 1137–1149, 2015.

[16] K. Sohn, Z. Zhang, C.-L. Li, H. Zhang, C.-Y. Lee, and T. Pfister, “A
simple semi-supervised learning framework for object detection,” 2020,
arXiv:2005.04757.

[17] P. Bachman, O. Alsharif, and D. Precup, “Learning with pseudo-
ensembles,” Adv. Neural Inf. Process. Syst., vol. 27, pp. 3365–3373, 2014.

[18] S. Laine and T. Aila, “Temporal ensembling for semi-supervised learning,”
in Proc. Int. Conf. Learn. Representations, 2016, pp. 7110–7122.

[19] D. Berthelot et al., “Remixmatch: Semi-supervised learning with distri-
bution alignment and augmentation anchoring,” in Proc. Int. Conf. Learn.
Representations, 2020, pp. 6832–6844.

[20] D. Berthelot, N. Carlini, I. Goodfellow, N. Papernot, A. Oliver, and C.
A. Raffel, “Mixmatch: A holistic approach to semi-supervised learning,”
Adv. Neural Inf. Process. Syst., vol. 32, pp. 2314–2322, 2019.

[21] J. Jeong, S. Lee, J. Kim, and N. Kwak, “Consistency-based semi-
supervised learning for object detection,” Adv. Neural Inf. Process. Syst.,
vol. 32, pp. 1132–1141, 2019.

[22] K. Sohn et al., “Fixmatch: Simplifying semi-supervised learning with
consistency and confidence,” Adv. Neural Inf. Process. Syst., vol. 33,
pp. 596–608, 2020.

[23] Y. Tang, W. Chen, Y. Luo, and Y. Zhang, “Humble teachers teach better
students for semi-supervised object detection,” in Proc. IEEE/CVF Conf.
Comput. Vis. Pattern Recognit., 2021, pp. 3132–3141.

[24] T.-Y. Lin, P. Goyal, R. Girshick, K. He, and P. Dollár, “Focal loss for
dense object detection,” in Proc. IEEE Int. Conf. Comput. Vis., 2017,
pp. 2980–2988.

[25] S. Zhang, F. Jia, C. Wang, and Q. Wu, “Targeted hyperparameter optimiza-
tion with lexicographic preferences over multiple objectives,” in Proc. Int.
Conf. Learn. Representations, 2022, pp. 777–788.

[26] X. Zheng et al., “DDPNAS : Efficient neural architecture search via
dynamic distribution pruning,” Int. J. Comput. Vis., vol. 131, no. 5,
pp. 1234–1249, 2023.

[27] Z. Wang, Y. Li, Y. Guo, L. Fang, and S. Wang, “Data-uncertainty
guided multi-phase learning for semi-supervised object detection,” in Proc.
IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2021, pp. 4568–4577.

[28] W. Yu, S. Zhu, T. Yang, and C. Chen, “Consistency-based active learning
for object detection,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern
Recognit., 2022, pp. 3951–3960.

[29] T. Yuan et al., “Multiple instance active learning for object detec-
tion,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2021,
pp. 5330–5339.

[30] Y.-X. Wang, D. Ramanan, and M. Hebert, “Learning to model the tail,”
Adv. Neural Inf. Process. Syst., vol. 30, pp. 674–685, 2017.

[31] Z. Liu, Z. Miao, X. Zhan, J. Wang, B. Gong, and S. X. Yu, “Large-scale
long-tailed recognition in an open world,” in Proc. IEEE/CVF Conf.
Comput. Vis. Pattern Recognit., 2019, pp. 2537–2546.

[32] X. Yin, X. Yu, K. Sohn, X. Liu, and M. Chandraker, “Feature transfer learn-
ing for face recognition with under-represented data,” in Proc. IEEE/CVF
Conf. Comput. Vis. Pattern Recognit., 2019, pp. 5704–5713.

[33] B. Zhou, Q. Cui, X.-S. Wei, and Z.-M. Chen, “BBN: Bilateral-branch
network with cumulative learning for long-tailed visual recognition,” in
Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2020, pp. 9719–
9728.

[34] B. Kang et al., “Decoupling representation and classifier for long-
tailed recognition,” in Proc. Int. Conf. Learn. Representations, 2019,
pp. 1432–1443.

[35] M. Jia, A. Reiter, S.-N. Lim, Y. Artzi, and C. Cardie, “When in doubt:
Improving classification performance with alternating normalization,”
Findings Assoc. Comput. Linguistics, pp. 1154–1163, 2021.

[36] K. Li, G. Wan, G. Cheng, L. Meng, and J. Han, “Object detection in
optical remote sensing images: A survey and a new benchmark,” ISPRS J.
Photogrammetry Remote Sens., vol. 159, pp. 296–307, 2020.

[37] G.-S. Xia et al., “DOTA: A large-scale dataset for object detection in aerial
images,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2018,
pp. 3974–3983.

[38] J. Han, J. Ding, J. Li, and G.-S. Xia, “Align deep features for oriented
object detection,” IEEE Trans. Geosci. Remote Sens., vol. 60, pp. 1–11,
2021.

[39] J. Han, J. Ding, N. Xue, and G.-S. Xia, “Redet: A rotation-equivariant
detector for aerial object detection,” in Proc. IEEE/CVF Conf. Comput.
Vis. Pattern Recognit., 2021, pp. 2786–2795.

[40] M. Xu et al., “End-to-end semi-supervised object detection with soft
teacher,” in Proc. IEEE/CVF Int. Conf. Comput. Vis., 2021, pp. 3060–3069.

[41] J. Shen, C. Zhang, Y. Yuan, and Q. Wang, “Enhancing prospective con-
sistency for semi-supervised object detection in remote sensing images,”
IEEE Trans. Geosci. Remote Sens., to be published.

Yuhao Wang (Student Member, IEEE) received the
B.S. degree in aerocraft control and information en-
gineering in 2022 from Beihang University, Beijing,
China, where he is currently working toward the mas-
ter’s degree in electronic information engineering.

His main research interests include remote sensing
image processing, semisupervised learning, and ob-
ject detection.

Lifan Yao received the B.S. degree in electronic
information engineering from Beihang University,
Beijing, China, in 2010.

He studied with the University of Nottingham dur-
ing the period from 2008 to 2009. He is currently an
Executive Dean of Aerospace Technology Applica-
tion Research Institute, Qingdao Research Institute,
Beihang University. His main research interests in-
clude remote sensing image processing and analysis,
remote sensing data fusion, and applications.

Mr. Yao is a Senior Member of the Chinese Society
of Astronautics.

Gang Meng received the Ph.D. degree in pattern
recognition and intelligent system from Beihang Uni-
versity, Beijing, China, in 2011.

He is currently a Senior Engineer with the Beijing
Institute of Remote Sensing Information, Beijing. His
research interests include intelligent object detection
and recognition in remote sensing images, pattern
recognition, and machine learning.



6944 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

Xinye Zhang received the B.S. degree in computer
technology from Qingdao University of Science and
Technology, Qingdao, China, in 2020.

He is currently an Intermediate Engineer with
Qingdao Research Institute, Beihang University, Bei-
jing, China. He mainly engages in the applica-
tion research of artificial intelligence in the field of
aerospace. His main research interests include image
processing and computer vision.

Jiayun Song received the B.S. degree in business ad-
ministration from Beijing International Studies Uni-
versity, Beijing, China, in 2019.

She is currently an Intermediate Engineer with
Qingdao Research Institute, Beihang University, Bei-
jing. She mainly engages in artificial intelligence
and commercial aerospace industry development re-
search.

Haopeng Zhang (Member, IEEE) received the B.S.
degree in detection, guidance and control technology
and Ph.D. degree in pattern recognition and intelligent
system from Beihang University, Beijing, China, in
2008 and 2014, respectively.

He is currently an Associate Professor with the
Department of Aerospace Information Engineering
(Image Processing Center), School of Astronautics,
Beihang University. His main research interests in-
clude remote sensing image processing, multiview
object recognition, 3-D object recognition and pose

estimation, and other related areas in pattern recognition, computer vision, and
machine learning.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


