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Building Height Extraction From High-Resolution
Single-View Remote Sensing Images Using

Shadow and Side Information
Wanqi Xu , Zhangyin Feng , Qian Wan , Yakun Xie , Dejun Feng , Jun Zhu , and Yangge Liu

Abstract—Extracting building heights from single-view remote
sensing images greatly enhances the application of remote sensing
data. While methods for extracting building height from single-
view shadow images have been widely studied, it remains a chal-
lenging task. The main reasons are as follows: 1) the traditional
method for extracting shadow information exhibits low accuracy;
and 2) the use of only shadow information to extract building
height results in limited application scenarios. To solve the above
problems, this article introduces building side and shadow infor-
mation to complement each other, and proposes a building height
extraction method from high-resolution single-view remote sensing
images using shadow and side information. First, we propose the
RMU-Net method, which utilizes multiscale features for the extrac-
tion of shadow and side information. This method aims to address
issues related to pixel detail loss and imprecise edge segmentation,
which result from significant scale differences within segmentation
targets. Additionally, we employ the area threshold method to
optimize the segmentation results, specifically to tackle small stray
patches and holes, enhancing the overall integrity and accuracy
of shadow and side information extraction. Second, we propose
a method for building height extraction that integrates shadow
and side information based on an enhanced proportional coeffi-
cient model. The accuracy of measuring building side and shadow
lengths is improved by incorporating the fishing net method, in-
formed by our analysis of the geometric relationships among build-
ings. Finally, we establish a dataset containing building shadow and
side information from remote sensing images, and select multiple
areas for experimental analysis. The results demonstrate a shadow
extraction accuracy of 91.03% and a side extraction accuracy
of 90.29%. Additionally, the average absolute error (MAE) for
building height extraction is 1.22, while the average root mean
square error is 1.21. Furthermore, the proposed method’s valid-
ity and scalability are affirmed through experimental analyses of
applicability and anti-interference performance in extensive areas.
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I. INTRODUCTION

IN RECENT years, due to the rapid urbanization process,
especially with the proposal and development of “Smart

Cities,” urban structures have been expanding both horizontally
and vertically [1], [2], [3]. Building height is a crucial metric for
vertical development [4], enabling various urban development
applications, such as urban development assessment [5], [6],
digital city construction [7], [8], and 3-D urban form analysis [9],
[10], [11]. Furthermore, the development of remote sensing tech-
nology provides a more convenient method for obtaining surface
information, and how to accurately obtain building height from
remote sensing images constitutes a crucial component in the
field of remote sensing research.

There are three primary methods for extracting building
heights using remote sensing images. The first method involves
building height extraction based on synthetic aperture radar
(SAR) images, which includes single high-resolution SAR im-
age extraction [12], [13], [14], measurement based on SAR
data [15], [16], [17], and quantitative analysis of electromag-
netic backscattering intensity [18], [19], [20]. For example,
Tian et al. [21] extracted the heights of urban buildings using
a backscattering model combined with multipolarization infor-
mation from SAR images; Chen et al. [22] proposed a method
for extracting building heights based on VHR SAR images; and
Li et al. [23] achieved improved accuracy in building height esti-
mation by iterating simulated InSAR images and matching them
with measured SAR images. While using SAR data for building
height extraction offers certain advantages, the postprocessing is
intricate and requires the involvement of professionals to handle
the data.

Second, as stereo imaging technology has advanced, methods
for building height extraction based on stereo image pairs have
been continuously proposed [24]. For instance, Liu et al. [25]
employed the morphological reconstruction method to eliminate
topographic height from the DSM to derive height above ground,
or they normalized the DSM to represent building heights;
Zhang et al. [26] introduced a method that relies on a stereo
matching algorithm to impose roof contour constraints, and uses
a DSM-based bottom elevation, to estimate building height from
Gaofen-7 (GF-7) satellite images; and Wen et al. [27] proposed
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a novel approach for generating building heights based on
high-resolution multiview ZY-3 satellite images. However, the
complex surface environment often leads to mutual obstruction
among buildings, resulting in matching failures. Furthermore,
the widespread utilization of multiview remote sensing sensors
is hindered by their limited applicability and data acquisition
challenges.

The third category comprises building height extraction meth-
ods based on single images [28], [29], [30]. For example,
Xie et al. [31] proposed a multiscene building height extraction
method based on shadows from high-resolution remote sensing
images. Additionally, Liu et al. [32] introduced an automatic
building height extraction framework based on high-resolution
satellite remote sensing images, demonstrating that shadow
rectification significantly enhances building height estimation
accuracy. Moreover, Hao et al. [33] employed building shadows
from a single RGB satellite image and satellite image metadata to
estimate building height. However, many of the existing shadow
detection methods are often reliant on specific assumptions and
have limited applicability [34], [35], [36]. The single building
height calculation method based on shadows still exhibits certain
limitations [37], including its inability to calculate building
height when shadows are obscured or obstructed. Furthermore,
the intricate surface environment and the relatively low accuracy
of existing shadow extraction methods directly contribute to the
restricted accuracy of building height extraction.

The development of artificial intelligence technology has led
to a continuous influx of deep-learning-driven building height
extraction methods [38], [39], [40], [41], [42], [43]. For example,
Liu et al. [44] introduced the convolutional neural network
architecture IM2ELEVATION, which is dedicated to the task
of extracting building height information from a single airborne
or satellite optical image in a fully automatic manner; Chen
et al. [47] devised an effective building height estimation method
by combining photogrammetry and deep learning, leveraging
Chinese multiview GF-7 images for high-resolution building
height estimation; Lu et al. [45] developed a simple and efficient
height-hierarchy guided dual-decoder network (HGDNet) for
building height estimation; Yan and Huang [46] introduced a
method for estimating building height from a single street view
images using single-view metrology and deep learning; and
Tang et al. [48] proposed the use of the Otsu algorithm and
learning vector quantization neural network to extract building
side information from high-resolution remote sensing images,
calculate its length, and subsequently estimate the building’s
height based on a physical model of the images.

While deep learning [49], [50], [51], [52] can enhance certain
auxiliary information, its accuracy is constrained. For instance,
the accuracy of HGDNet is 80.12%, and the accuracy of building
extraction based on instance segmentation [53] is 70%. Building
height cannot be accurately obtained through a single prediction
method alone. Furthermore, in remote sensing images, the sides
of buildings are important sources of information, in addition
to the tops of the buildings. However, existing methods do not
effectively utilize this information. Finally, most high-resolution
building height information extraction is limited to a small scale,
and an effective building height extraction method on a large

scale is lacking. Therefore, to address these issues, this article
introduces a building height extraction method that incorporates
shadow and side information. The main contributions are as
follows.

1) To address the limited application scenarios of the shadow
method, this article introduces a building height extrac-
tion method that combines shadow and side informa-
tion to enable multiscene building height calculation.
The experimental results demonstrate that the proposed
method can achieve high-precision extraction not only in
small areas but also at a large scale for building height
extraction.

2) To address the challenges posed by complex ground object
types and the low accuracy of shadow and side extrac-
tion, this article presents a building shadow and side
extraction method that combines the RMU-Net model
with multiscale features and the area threshold method.
This approach enhances the network’s ability to capture
scale features and pixel details, resulting in improved
accuracy and integrity in the extraction of shadow and
side information. Additionally, a dataset of shadow and
side information is established, which can facilitate the
advancement of this field.

The rest of this article is organized as follows. Section II
introduces the methods employed in this article, which en-
compass the shadow and side extraction method, extraction
results optimization, shadow and side length calculation, and
the building height inversion model. Section III presents the ex-
periments and results, including data and evaluation criteria, and
provides a detailed analysis of the accuracy, applicability, and
anti-interference of the proposed method. Finally, Section IV
concludes this article.

II. METHODS

This article presents a method for extracting building height
using a combination of shadow and side information, as il-
lustrated in Fig. 1. Initially, we perform feature analysis of
building shadows and sides. Based on this analysis, we establish
an RMU-Net model with multiscale features to extract shadow
and side information. Subsequently, we optimize the removal of
stray patches and internal holes in the segmentation results by
employing the area threshold method. Additionally, we use the
fishing net method to enhance the accuracy of building shadow
and side length calculation. Finally, leveraging the nonlinear
relationship between shadow and side information, we propose
an improved proportional coefficient model for building height
inversion with shadow and side information complementing
each other.

A. RMU-Net With Multiscale Features

1) Feature Analysis of Building Shadow and Side: Shadow
refers to the dark areas created when objects on the ground
block a light source due to their opacity, and any ground objects
with height can form shadows. Particularly, in urban areas, the
characteristics of building shadows in remote sensing images
are notably intricate and variable, encompassing diverse shapes,
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Fig. 1. Overall framework of the method in this article.

Fig. 2. Structure of RMU-Net.

intricate backgrounds, and significant scale disparities. The
building side represents the facade of a real-world structure,
typically having a polygonal shape that resembles its shadow.
Moreover, the spectral characteristics of the building side exhibit
greater complexity and variability, with noticeable variations in
scale.

2) RMU-Net Design: This module enhances the network’s
capacity for global and local feature extraction through an aggre-
gation structure, enabling the extraction of multiscale features.
This article aims to enhance the precision of building shadow
and side information extraction by initially focusing on the spec-
tral characteristics of complex terrains, edge details, and scale
variations. We introduce the RMU-Net, an advancement over
the U-Net, which integrates residual connection and multiscale
convolution fusion modules, depicted in Fig. 2. RMU-Net is
structured as an end-to-end symmetrical model, comprising both
encoding and decoding components. During the encoding phase,

the skip-layer connections of the residual network facilitate a
comprehensive capture of building shadow and side features,
thus bolstering the network’s feature extraction capabilities.
Conversely, in the decoding phase, the multiscale fusion module
(MCF) adeptly retrieves both shallow-level fine details and deep-
level semantic information, augmenting the network’s global
and local feature extraction efficiency. Ultimately, the network’s
final aggregation structure ensures effective multiscale feature
assimilation.

a) Residual connection structure: In this article, a residual
connection [54] is employed in each encoder block of RMU-Net,
and a direct connection channel is established between the
input layer and the output layer. This channel directly conveys
the input feature information to the output layer for activation
and pooling, thereby ensuring the preservation of input data
features’ integrity. The inclusion of skip connections simplifies
the network’s training process.
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Fig. 3. Residual module.

Fig. 4. Operation of multiscale convolution fusion.

Residual blocks typically require more than two layers to be
effective. The residual concept can be understood as the summa-
tion of the input and the nonlinear transformation of the input,
which enhances the network’s feature extraction capability. The
residual module is illustrated in Fig. 3.

b) MCF structure: As the network layers become deeper,
the downsampling process can lead to the loss of fine-grained
details, and the low-dimensional features of the images may be
overlooked, resulting in a loss of detail in the extraction process
and imprecise edge segmentation. To better aggregate the details
of building shadow/side information and semantic information
in remote sensing images, this article establishes a multiscale
convolution fusion structure, as shown in Fig. 4. The structure
convolves the output results of each layer with different receptive
fields. Through the use of different receptive fields, semantic and
detailed features at the same scale are obtained and aggregated
to improve the accuracy of shadow/side information extraction
from buildings.

B. Postprocessing Method Based on Area Threshold

Given the issues of stray patches and internal holes in the
shadow/side extraction results obtained from the deep-learning
model, this article proposes a postprocessing method based on
the area threshold to enhance the completeness of the results.
The method employs area connectivity to conduct initial post-
processing on the segmentation results, calculates the size of
each connected region, assesses the areas, and applies threshold
constraints to eliminate stray spots. The contour area filling
method is employed to fill the holes in the patches, with the
main process depicted in Fig. 5.

1) Removal Stray Patches Based on Area Connectivity: A
method for area connectivity removal is established to eliminate
stray patches in the shadow and side images. First, all closed
polygonal connected regions in the predicted binary images
are examined, and the valid connected regions are labeled.
Subsequently, the number of connected regions is counted, and
the polygon area, maximum length, and width of each connected
region are calculated. A dynamic area threshold is set based on
these detection results. Finally, all polygonal areas are traversed
to determine whether they are less than the area threshold. If
an area is smaller than the threshold, it is considered a stray

Fig. 5. Postprocessing of extraction results.

Fig. 6. Comparison before and after the postprocessing of extraction results.
(a) Shadow exhibits holes and stray patches. (b) Post-processing of shadows.

patch and its pixel value is set to zero; otherwise, it is deemed
an inerrant patch.

2) Filling in Holes Based on Contour Area: To fill holes in
the contour, this article detects the contour of the target polygon
based on the binary image, determines whether the contour
contains one or more smaller polygons, calculates the area of
the inner polygon and the outer polygon, and computes the ratio
of the interior area to the exterior area as well as the size of the
internal area. If the area of the inner polygon is small and the ratio
to the area of the outer polygon is minimal, it can be determined
that the polygon is a hole. Subsequently, we can trace the position
of the hole and set its pixel value to 1 according to its contour.
The comparison diagrams before and after the postprocessing
of the extraction results are depicted in Fig. 6.

C. Calculation and Optimization of Shadow and Side Length

The length of the shadow/side feature line is a prerequisite for
height calculation. Currently available methods for calculating
the length of feature lines primarily include the pixel method,
back calculation of area and circumference, computation method
using the closest corner points, and the fishing net method.
Among these methods, the fishing net method is the most
advantageous; however, it faces challenges in handling complex
building shadow and side shapes through traditional approaches.
To address this issue, this article introduces an optimized
algorithm for shadow and side length calculation, as depicted
in Fig. 7.
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Fig. 7. Feature line extraction.

1) Feature line generation: The shadow and side of the
building exhibit a unified inclined direction, with each type
of pixel sharing the same angle. In consideration of this,
two sets of lines are generated in parallel with the inclined
direction of the shadow or side vector surface. These lines
are then overlaid and intersected with the shadow/side
contour shapes to determine the length of feature lines.
The primary process is as follows.
a) The shadows create regularly spaced parallel lines

originating from the direction of the sunlight, while
the building’s side produces a cluster of equally spaced
parallel lines corresponding to the building’s projection
in the images.

b) The polygon at the top of the building generates the
corresponding corner point. By examining the pixel’s
external contour, we can determine the pixel width and
obtain the segmentation line for the building’s shadow
or side.

c) The vector contour is clipped along the boundary by the
segmentation lines after overlaying pixel contours, cor-
ner points, and segmentation lines of the shadow/side
layer. We then assess whether the polygon surpasses its
corresponding corner points. If the polygon does not
exceed these corner points, a new target contour and
corresponding feature line are created, and any portion
that exceeds the corner points is removed.

2) Gross error elimination: Gross errors may occur in the
clipped line as a result of pixel contour deformation or seg-
mentation result errors. The probabilistic interval for the
value distribution is calculated based on the 3σ principle
of normal distribution. If the feature line clipped along the
pixel contour exceeds this interval, it is classified as a gross
error and should be eliminated. If there are holes in the
shadow/side vector surface of any building, it is advisable
to remove these holes before extracting the feature lines to
prevent interference from broken lines during the feature
line length extraction process. Fig. 8 illustrates the steps
of feature line extraction.

Fig. 8. Diagram of steps of the feature line extraction process. (a) Create
parallel lines. (b) Generate corner points and segmentation lines. (c) Polygon
segmentation. (d) Generated line feature.

D. Dual-Feature Building Height Inversion Model

When shadows in the images are absent, damaged, obstructed
by other ground objects, or overlap with each other, accurate
information extraction becomes challenging based on semantic
segmentation results, leading to exceptions in the length of the
corresponding shadow feature line of the building. Similarly,
similar issues may also arise on the building’s sides. Therefore,
in cases where information is missing or abnormal, the building
height calculated using normal data can be automatically used
as a supplement by searching for an abnormal proportional
coefficient. This integration of shadow and side information
helps reduce the error rate in building height estimation resulting
from information gaps and enhances the universality of height
estimation.

By conducting theoretical calculations and empirical analyses
on the relationship between a building’s shadow/side, the sun,
and sensor azimuth, we observe a nonlinear relationship between
a building’s height, shadow, and side. As an example, when the
sun and satellite are on the same side, model analysis results
illustrate the complementary nature of the shadow and side.
Through an analysis of the relationship between shadows and
building sides, we can introduce a shadow/side proportional
coefficient and propose an enhanced proportional coefficient
model, which integrates shadow and side information for build-
ing height estimation. The key steps are illustrated in Fig. 9.

When the satellite and the sun are positioned on the same
side, the geometric relationship among building height, building
shadow, building side, sun, and satellite is illustrated in Fig. 10.

In Fig. 10, α represents satellite elevation, β represents solar
elevation, θ represents satellite azimuth, γrepresents solar az-
imuth, ω is the angle between the shadow and the bottom of the
building, CE is parallel to the building’s horizontal line at its
base, FH and AB represent building height H, FG corresponds
to the length of the side feature line (Lside) in the image, BD
represents the actual shadow length, and ED is the length of the
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Fig. 9. Improved proportional coefficient model.

Fig. 10. Geometric relationship of building, sun, and satellite.

shadow feature line (Lshadow) in the image. According to the
geometric relationship:

According to the trigonometric functions as follows:

AB = BC × tanα (1)

AB = BD × tanβ = (BE + ED)× tanβ (2)

and as

∠CBD = θ − γ (3)

according to the nature of parallel lines as

∠BEC = ω (4)

according to the Sine Law as follows:

BE

sin (180◦ − ω − θ + γ)
=

BC

sinω
(5)

FG = BC + δ (δ → 0) (6)

the building height H as

H =
Lside sin (180

◦ − ω − θ + γ) tanβ

sinω
+ Lshadow tanβ.

(7)
Based on the formula and geometric relationship described

above, it can be inferred that there is also a fixed proportional
coefficient between the shadow and the side of the building, and
the calculation formula is as follows.

Fig. 11. Images and labels. (a) Training set for shadow analysis. (b) Test set
for shadow evaluation. (c) Training set for side analysis. (d) Test set for side
evaluation.

Substituting (5) and (6) into (1) and (2), we obtain

BC×
(
tanα− sin (180◦ − ω − θ + γ) tanβ

sinω

)
=ED tanβ

(8)

ED

FG
=

sinω tanα− sin (180◦ − ω − θ + γ) tanβ

sinω tanβ
. (9)

The proportional relationship between the shadow and the
side of the building as

Lshadow

Lside
=

tanα

tanβ
− sin (180◦ − ω − θ + γ)

sinω
= k. (10)

Therefore, k is a constant coefficient that can be calculated
when the angle is known. It is evident that within the same image,
a fixed proportional coefficient exists between the building’s
shadow and its side.

III. EXPERIMENTAL RESULTS AND ANALYSIS

A. Experimental Data and Evaluation Criteria

1) Experimental Area and Dataset: All the images used in
this article are submeter-level high-resolution remote sensing
images downloaded from Google Earth, specifically worldview-
III satellite images. The dataset is extensive, encompass-
ing various domestic and international areas. The shadow
datasets include Alxa, Chongqing, Changchun, Hangzhou,
Naqu, Chengdu, New York, Tokyo, Xinjiang, and Beijing.
However, there are no open-source side datasets available; all
side datasets were manually created and include Chengdu,
Changchun, Shanghai, Hangzhou, Busan, Daejeon, and Seoul.
In this article, we conducted experiments in the areas of
Changchun, Shanghai, and Chengdu. All images in the dataset
were cropped to 256 × 256 pixels. The dataset is divided into
a training set and a verification set. The training set comprises
24 000 image sets with corresponding labels, while the test set
consists of 6000 image sets with corresponding labels. A portion
of the images is displayed in Fig. 11.



6520 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

Fig. 12. Shadow extraction results on different networks. (a) Original image. (b) RMU-Net. (c) Res-Net. (d) U2-Net. (e) ECANet. (f) MSASDNet.

2) Evaluation Indexes: In this article, we have selected four
evaluation indexes to assess the accuracy of shadow and side
extraction, namely Accuracy (Acc) (11), Intersection over Union
(IoU) (12), Kappa coefficient (13), and F1 score (14). For
building height extraction, we have chosen absolute error (15),
relative error (16), and Root Mean Square Error (RMSE) (17), as
the evaluation indexes. Absolute error quantifies the deviation
between the observed value and the true value, relative error
expresses the absolute error as a percentage of the true value,
and RMSE measures the deviation between the predicted value
and the true value.

Acc =
TP + TN

TP + TN + FP + FN
(11)

IoU =
TP

TP + FP + FN
(12)

Kappa =
po − pe
1− pe

(13)

F1score = 2× precision × recall
precision + recall

(14)

E1 = b− a (15)

E2 =
b− a

a
× 100% (16)

RMSE =

√
1

N

∑n

i=1
(Yi − f (xi))

2. (17)

Regarding IoU and Acc, True Positive is defined as instances
where the building shadow/side is correctly identified as such.
False Positive (FP) occurs when the background class is mistak-
enly identified as building shadow/side. True Negative refers to
correctly identifying the background class as background, while
False Negative (FN) occurs when the building shadow/side is
erroneously classified as background. In the context of Kappa
statistics, po denotes the overall classification accuracy, whereas
pe represents the expected accuracy. For error metrics E1 and
E2, b symbolizes the predicted height of buildings and a denotes
the actual height. In the RMSE calculation, N signifies the total
number of buildings, Yi the actual height of the i building, and
f(xi) is predicted height.

B. Analysis of Shadow/Side Extraction Results

1) Qualitative Analysis: Fig. 12 presents building shadow
extraction results for three experimental areas. RMU-Net
outperforms the other four networks in prediction accuracy,
characterized by minimal FPs and FNs, smooth textures, dis-
tinct boundaries, and detailed precision. In contrast, Res-Net,
U2-Net, and ECANet [55] results are marked by multiple holes,
mottled textures, increased FPs, fragmented patterns, and gen-
eral disarray. MSASDNet’s [56] outcomes feature fragmented
patterns and less nuanced detail. Specifically, in the high-
lighted Changchun 1 and Chengdu areas, while Res-Net, U2-
Net, ECANet, and MSASDNet demonstrate numerous holes,
RMU-Net maintains surface integrity with hole-free extractions.
In similar road and shadow spectral areas like Changchun 2 and
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Fig. 13. Side extraction results on different networks. (a) Original image. (b) RMU-Net. (c) Res-Net. (d) U2-Net. (e) ECANet. (f) MSASDNet.

Shanghai, all networks, except RMU-Net, exhibit FPs. Over-
all, RMU-Net shows superior performance in addressing FPs,
negatives, holes, and fragmented shadow patterns. Its enhanced
modules effectively reduce interference from nonshadow areas,
preserving shadow region integrity.

Fig. 13 illustrates the side extraction results obtained by
different networks across three experimental areas. RMU-Net’s
predictions exhibit a clean, coherent arrangement with minimal
fragmentation, shapes closely resembling the originals, regular
boundaries, a pristine surface, and complete interior patterns.
In the Changchun area, Res-Net and U2-Net provide relatively
comprehensive predictions. However, in Chengdu, Res-Net’s
predictions lack integrity for irregular buildings, featuring dis-
jointed sides, unclear boundaries, and scattered patterns. U2-Net
offers improved pattern completeness but shares similar issues
with unclear boundaries and increased fragmentation. More-
over, Res-Net and U2-Net introduce more fragmented small
areas with mispredictions in the Shanghai region. ECANet and
MSASDNet yield better predictions in the three experimental
areas compared to Res-Net and U2-Net, but they tend to produce
more fragmented patterns and holes. Notably, within the high-
lighted regions (Changchun 1 and Changchun 2), only RMU-
Net avoids mispredictions and provides accurate results, distin-
guishing it from other networks. In the highlighted Chengdu
region, Res-Net, U2-Net, ECANet, and MSASDNet incorrectly
classify trees as building sides, while RMU-Net demonstrates
superior discrimination without such misidentifications. In the
highlighted Shanghai region, Res-Net and U2-Net produce ex-
cessive fragmented small areas, resulting in clutter and reduced

clarity. ECANet and MSASDNet exhibit unclear boundaries and
fewer fragmented patterns, whereas RMU-Net maintains clear
boundaries and explicit details, facilitating subsequent process-
ing. These findings underscore the superiority of RMU-Net in
side information extraction.

2) Quantitative Analysis: To better quantify and analyze the
segmentation accuracy of the network proposed in this article,
we conducted predictions on three experimental zones using
Res-Net, U2-Net, ECANet, and MSASDNet. The effectiveness
was evaluated using accuracy metrics, and the results are pre-
sented in Table I. According to the table, our method achieved the
highest segmentation accuracy among the four evaluation met-
rics. In terms of Acc, IoU, Kappa, and F1 for building shadow
segmentation results, our method outperformed Res-Net, U2-
Net, ECANet, and MSASDNet by 0.17% to 1.65%, 0.22% to
4.49%, 0.45% to 3.68%, and 0.34% to 3.48%, respectively.
For building side segmentation results, our method surpassed
Res-Net and U2-Net by 0.03% to 12.60%, 0.44% to 9.25%,
0.07% to 8.45%, and 0.21% to 8.89%, respectively. Based
on the quantified accuracy assessment, it is evident that our
network exhibits higher accuracy in various metrics compared
to Res-Net, U2-Net, ECANet, and MSASDNet, demonstrating
superior feature extraction capabilities and greater applicability.

C. Analysis of the Building Height Extraction Results

1) Height Extraction in Changchun Area: In the Changchun
experimental area, the original vector superposition images of
the building tops and the extraction of feature lines are depicted
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TABLE I
EVALUATION OF SEMANTIC SEGMENTATION ACCURACY

Fig. 14. Vector superposition and feature line extraction of the Changchun
area.

in Fig. 14. The pink areas represent the building tops, the
regions with green parallel lines above the pink areas indicate
the shadows of each building, and the areas with purple parallel
lines below the pink regions represent the sides of each building.
The numbers of the building tops, the shadows of the buildings,
and the sides of the buildings correspond one-to-one.

The data for the Changchun experimental area were captured
on October 27, 2020, with a resolution of 0.22 m. The results

were computed using the improved proportional coefficient
model of the combination method based on the shadow/side
feature lines. We examined the published data for actual building
heights, and found that the height of building 1 is 60.15 m.
Subsequently, we calculated the proportional coefficient based
on the feature line length, identified any abnormal coefficients,
and computed the heights for each building.

As shown in Fig. 15, through the combination method’s
calculations, in the area, there were 26 buildings with absolute
height errors between 0 and 1 m, 15 buildings between 1 and
2 m, 8 buildings between 2 and 3 m, 3 buildings between 3
and 5 m, and no buildings above 5 m. Out of the 51 buildings,
46 had height relative errors of less than 5%, accounting for
90.20% of the total. The maximum relative error value was not
more than 7%, and the RMSE was 1.41. Given the above results,
the overall accuracy meets the required standards, with a stable
error distribution and no significant deviations, indicating the
method’s practical value.

2) Height Extraction in Shanghai Area: The distribution of
buildings in the Shanghai experimental area is relatively regular,
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Fig. 15. Building height estimation accuracy of Changchun area.

Fig. 16. Vector superposition and feature line extraction of Shanghai area.

with low density, making it easy to extract building heights.
Fig. 16 displays the original images of the building tops’ vector
superposition and the feature line extraction in the Shanghai
experimental area.

The data for the Shanghai experimental area were collected on
14 November 2021, with a resolution of 0.12 m. Building heights
were determined using the combination method in conjunction
with shadow/side feature lines. Real-world data were obtained
by referencing the actual site, and the true height of building 1
was measured at 54.20 m.

The accuracy of the estimated building height in this area, as
shown in Fig. 17, is such that the absolute value of the absolute
error is between 0 and 1 m for 20 buildings, 1 and 2 m for 10
buildings, 2 and 3 m for 7 buildings, and 3 and 5 m for 5 build-
ings, with no buildings exceeding 5 m in height. A remarkable
93.33% of height results exhibit relative errors below 5%, and the
RMSE is measured at 1.12. The error curve displays minimal
fluctuations, without any erratic jumps. Notably, for building
number 27, while the side feature lines are absent, the shadow
feature line length remains normal. Consequently, following the
methodology outlined in this article, the shadow-based height
result is deemed the final outcome for this specific building,
effectively mitigating the impact of missing information on
the overall results. The buildings in this area are meticulously
arranged in a regular distribution, contributing to a high degree
of semantic segmentation accuracy. Particularly in scenarios
where buildings are evenly spaced, and shadow side information

Fig. 17. Building height estimation accuracy of Shanghai area.

Fig. 18. Vector superposition and feature line extraction of Chengdu area.

remains intact, and the precision of building height extraction is
significantly improved.

3) Height Extraction in Chengdu Area: The Chengdu area is
characterized by a multitude of buildings with irregular exterior
shapes. In Fig. 18, the original remote sensing image and the
vector superposition images of the building tops, each labeled
with a building number, are presented on the left. On the right,
you can see the image showing the extraction of feature line
lengths during data processing.

The imagery for the Chengdu experimental area was captured
on 29 February 2020, featuring a resolution of 0.51 m. Ground
truth data, acquired by onsite positioning and floor count verifi-
cation, revealed that the height of building 1 is 33.50 m. These
heights were calculated using the refined scaling factor model.

As shown in Fig. 19, the results obtained for building heights
in the region indicate that 24 buildings exhibit absolute errors
within the 0–1 m range, while 8 buildings have errors ranging
from 1 to 2 m. Importantly, all absolute errors in this area remain
below 3 m. The percentage of height results displaying relative
errors below 5% stands at 87.9%, accompanied by an RMSE
value of 1.10. A closer examination of the accuracy plot reveals
a consistently stable distribution of errors for the joint method.

D. Comparative Analysis of Combination Method and
Single Method

To verify the improvement in building height extraction
achieved by the combination method, and to compare it with the
performance of the shadow method or side method alone, we
compared the building height obtained using the combination
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TABLE II
COMPARISON OF THE BUILDING HEIGHT ESTIMATION ACCURACY THROUGH THE COMBINATION METHOD AND THE SINGLE METHOD

Fig. 19. Building height estimation accuracy of Chengdu area.

Fig. 20. Feature line extraction of Chengdu area. (a) Images and quantitative
data for Chengdu. (b) Shadow and side feature lines. (c) Shadow feature line.
(d) Side feature lines.

method in a specific area with that obtained using either the
shadow method or side method separately. As shown in Fig. 20,
the selected experimental area was a residential area in Chengdu
characterized by high building density, diverse building types,
and irregular facades, making it a representative example of
complex scene scenarios.

The Chengdu experimental area was imaged on 29 February
2020, with a resolution of 0.51 m. Abnormal coefficients were
identified through the experimental steps of the model proposed
in this article, and the abnormal buildings were examined to
determine whether there was a normal value in either the shadow
or side information. If a normal value was found in either dataset,

that value was used. If neither dataset contained a normal value,
a nearby value was assigned. As seen in Fig. 20, neither shadow
nor side information was available for building 16. Therefore,
the height of building 17 was assigned to building 16 based on the
area index calculation. The actual height data for the Chengdu
experimental area were obtained through field measurements,
with the height of building 1 measured at 98.04 m. Table II
presents a comparison of building height estimation accuracy
between the combination method and the single method.

It can be observed from Table II that the building height results
obtained by the method proposed in this article are stable in this
area, with absolute errors consistently below 3 m. In contrast, the
shadow method or the side method alone leads to larger errors.
This is because exceptions arise in the feature lines of the corre-
sponding buildings due to the longitudinal adhesion of shadows
or the absence of shadow and side information. Consequently,
essential foundational information is missing when using the
traditional height inversion model, resulting in incorrect building
heights and fluctuating errors.

In summary, the proposed method is suitable for buildings
in complex scenes. The accuracy of the combination method
is 82.35%, surpassing that of the shadow method is 64.71%
and the side method is 70.59%. This indicates that the height
inversion accuracy of the combination method in this article is
superior to that of the shadow method or the side method used
independently. By employing optical remote sensing images,
we can attain higher accuracy and applicability in the field of
building height extraction.

E. Applicability Analysis

To assess the applicability of the proposed method in large
areas, we conducted experiments in the expansive region of
Changchun and analyzed the statistical results of height extrac-
tion within this large area. Fig. 21 illustrates images from each
stage of the experimental process.

Given that it is not possible to obtain the true height of
all buildings within the extensive area, the following section
comprises a statistical analysis of the results from the height
extraction experiments conducted in this large area, displayed at
various levels. The large area contains a total of 10 691 buildings,
and their distribution by height level is illustrated in Fig. 22.

The building heights are categorized into five levels, with
corresponding colors ranging from light green to dark green.
Table III presents a statistical summary of the building height
extraction. It is evident from both the figure and the table that
buildings taller than 100 m constitute a smaller proportion,
accounting for only 4.17%. Those with heights between 60 and
100 m make up 16.77%, while buildings with heights ranging
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Fig. 21. Each stage of experimental process in the large area. (a) Origi-
nal image. (b) Chart for predicting shadows. (c) Chart for predicting sides.
(d) Diagram of vectorized superposition.

Fig. 22. Building height level distribution in the large area.

TABLE III
BUILDING HEIGHT EXTRACTION LEVELS

from 0 to 60 m represent the majority at 78.12%. In terms
of height distribution, the likelihood of incorrect extraction is
higher within the 0–10 m range and for buildings exceeding
100 m in height. The instances of 0 m occur when certain
buildings lack shadow or side information, have a small top area,
and upon inspection of the exception, it becomes impossible
to assign a height value. Therefore, in such cases, building
height remains unextracted. Heights exceeding 100 m may be
attributed to exceptionally tall structures or heights calculated
using abnormal values derived from the feature lines. Assuming

Fig. 23. Influences of holes on feature lines. (a) Exhibits holes. (b) Filling in
holes.

that both the 0–10 m and greater than 100 m height categories
are considered as part of the error rate, the accuracy rate in
the large area reaches 79.78%. When we compare the height
results in the sampled area to the actual building heights, the
quantitative analysis indicates that even in areas with complex
building distributions, the accuracy of the proposed method
remains at 82.35%. Therefore, it is reasonable to estimate that
the accuracy in larger areas will be at least 80%.

F. Anti-Interference Analysis

To further validate the anti-interference performance of the
combination method, we utilize the approach described in
Section II-B to enhance the initial segmentation outcomes for
shadows and sides. Given that the preliminary semantic segmen-
tation results for the sides are relatively comprehensive with
few gaps, we will focus exclusively on the shadow areas for
display and analysis in the following sections. We have selected
the postprocessed results of preliminary building shadow ex-
traction for a specific region in Changchun, emphasizing the
improvements made to address any incomplete portions. As
evident from the images in both the upper and lower sections of
Fig. 23, the presence of gaps results in incomplete feature line
extraction. In particular, the broken feature lines at these gaps
fail to accurately connect to the intended contour boundary. Such
incomplete feature lines can significantly affect the precision of
building height calculations.

In the figure above, the red boxes mark the locations of the
holes. The corresponding feature lines are not entirely connected
to the entire vector area boundary. The green boxes indicate the
positions where the holes have been repaired, and the feature
lines are now seamlessly connected to the boundary. Conse-
quently, the height measurements in this area are considerably
more reliable. Table IV presents a comparison of building
heights before and after the restoration process in the respective
area.

In the table, the second and third columns display the building
height and absolute error obtained without hole filling, while the
last two columns show the building height and absolute error
after hole filling. Since the displayed area contains only shaded
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TABLE IV
BUILDING HEIGHT EXTRACTION LEVELS

regions with holes, building height is calculated solely using
the traditional proportional coefficient model of the shadow
method and compared with the actual building heights. The table
illustrates that the absolute error in building height estimation is
reduced after hole filling, resulting in estimates that are closer to
the true values and a higher level of height extraction accuracy.

IV. CONCLUSION

Although there has been extensive research on building height
extraction based on shadow information from single-view re-
mote sensing images, achieving accuracy and applicability poses
significant challenges due to the complexity of the scenes. In
this article, we propose a method for extracting building height
from high-resolution remote sensing images, which combines
shadow and side information. The effectiveness of this frame-
work is verified through experiments in various areas, along
with detailed experimental analysis. First, to address the issue
of low accuracy in shadow information extraction by traditional
methods, we propose a building shadow and side extraction
method that combines multiscale features from the RMU-Net
and utilizes area thresholds. Additionally, we establish a seman-
tic segmentation dataset for remote sensing images to enhance
the accuracy of shadow and side information extraction. Second,
to address the limited applicability of building height extrac-
tion using shadow information alone, we develop a building
height calculation model that combines both shadow and side
information. Additionally, we introduce a fishing net method to
calculate the lengths of building shadows and sides, significantly
enhancing the accuracy of building height extraction. Finally, the
effectiveness of the method presented in this article is demon-
strated through several experimental analyses. The superiority
of the proposed method is established by comparing it with the
shadow or side methods individually. Furthermore, applicability
and anti-interference analyses confirm the scalability of the pro-
posed method. However, despite advancements in deep-learning
technology, there is still room for further improvement in the
accuracy of shadow and side information extraction. Given the
complexity of remote sensing image environment, this arti-
cle represents an initial breakthrough from traditional shadow
methods. In the future, we aim to explore broader application
scenarios and develop real 3-D digital city models using this
technology.
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