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Abstract—The rapid proliferation of environmental sensor net-
works (ESNs) used for monitoring environmental systems, such as
meteorology and air quality, and advances in database technolo-
gies [e.g., structured query language (SQL)] has made significant
progress in sensor data management. Notwithstanding the strength
of these databases, they can inevitably lead to a data heterogeneity
problem as a result of isolated databases with distinct data schema,
which are expensive to be accessed and preprocessed when the
data are consumed spanning multiple databases. Recently, knowl-
edge graphs have been used as one of the most popular integra-
tion frameworks to address this data heterogeneity problem from
the perspective of establishing an interoperable semantic schema
(also known as ontology). However, the majority of the proposed
knowledge graphs in this domain are a product of an extraction–
transform–load approach with all the data physically stored in a
triplestore. In contrast, this article examines an approach of virtu-
alizing knowledge graphs on top of the SQL databases as the means
to provide a federated data integration approach for enhanced
heterogeneous ESNs’ data access, bringing with it the promise
of more cost efficiency in terms of input/output, storage, etc. In
addition, this work also considers some motivating application
scenarios regarding the efficiency of time-series data access. Based
on a performance comparison between the proposed integration
approach and some popular triplestores, the proposed approach
has a significant edge over triplestores in multiple time-series
structuring and acquisition.

Index Terms—Environmental sensor networks (ESNs), ontol-
ogy-based data access, structured query language (SQL) databases,
virtual knowledge graphs (VKGs).

I. INTRODUCTION

W ITH the growing usage of information and communica-
tion technologies in the Internet of Things sector [1], [2],

environmental measurements are able to be recorded in a timely
manner through wireless environmental sensor networks (ESNs)
and station-based ESNs, providing substantial data sources for
environmental data consumers. In general, most of these ESN
data sources, such as National Oceanic and Atmospheric Ad-
ministration (NOAA)1 and PurpleAir,2 are made accessible on
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the Internet at scale through the use of structured query language
(SQL) databases as the back-end data server. However, due to
the vast content coverage of the earth’s environment ecosystem,
each environmental sensor SQL-based data service is typically
the outcome of a limited monitoring scope in terms of time,
location, or in variety of scales. This issue is also impacting
downward data analysis model development in this field [3],
[4], since the approach to design robust modeling frameworks,
such as popular deep learning methods, is intrinsically linked
to the amount and diversity of upward environmental data in-
put [5], [6]. Consequently, how to preprocess heterogeneous
environmental sensor data from diverse data suppliers in order
to provide easy access to a broader range of consistent ESN data
to facilitate environmental data ( e.g., climate) analysis [7], [8],
[9] has become one of the most critical questions confronting
academia and industry in this area.

Acquisition and integration of heterogeneous environmental
sensor data from various sources continue to require consid-
erable work even today [10]. Technically, this difficulty of-
ten occurs as a result of the interoperability gap [11] among
ESNs, including different hypertext transfer protocols (HTTPs)
schemas, and naming conventions [12], [13]. In a more general
context, “interoperability” refers to the degree to which informa-
tion may be exchanged across systems. It varies among domains
and may be considered at various degrees, ranging from no
interoperability to complete interoperability [14]. In our research
setting, the interoperability gap mainly occurs in the data access
to various data sources. For example, for data consumers who
intend to acquire and integrate data from multiple data sources,
they must handle the schema mismatch before the data are ready
for their data processing tasks.

A. Semantic Approaches for Data Integration

Recently, semantic research has made significant progress
in establishing semantic interoperability across data from di-
verse areas through ontology-based data access/integration
(OBDA/I) [15]. The knowledge graph (KG) is a critical concep-
tualizing framework in the semantic web research community,
which serves as a universal model to model everything shared
by heterogeneous entities [16] by utilizing the data-graph-based
World Wide Web Consortium (W3C) standard representation
resource description framework (RDF) [17]. The augmentation
of access to KGs on the World Wide Web can be signifi-
cantly heightened through the publication and annotation of
entities and relationships within KGs in adherence to linked
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TABLE I
LIST OF DOMAIN ONTOLOGIES FOR ESN MODELING

data principles [18], as outlined by established best practices for
data dissemination. These practices encompass the following
recommendations: 1) use uniform resource identifiers (URIs) as
names for things; 2) use HTTP URIs so that people can look
up those names; 3) when someone looks up a URI, provide
useful information; and 4) include links to other URIs so that
they can discover more things. In comparison to the widespread
adoption of semantic data structuring in social networks and
encyclopedias, such as Facebook Graph Search3 and Google
Knowledge Graph,4 the higher level of interoperability with
respect to a broader range of subjects, such as the domain, the
features, and the events that may be made accessible and shared
via conceptual meanings using KGs, is underexplored in the area
of ESNs. However, the most prevalent approaches in this area
(as shown in Table I) seek to construct KGs in triplestores via an
extract–transform–load (ETL) approach, which directly ingests
data from data services and preprocesses them with semantic
annotations. The most significant disadvantage of using triple-
stores in this manner is the extra storage capacity needed for the
materialization of the data, which is often much bigger than the
original datasets. In addition, an effective synchronization mech-
anism for on-the-fly data materialization must be implemented
for triplestore-based KGs derived from original data providers in
order to maintain their currency. This mechanism even demands
more efficacy when data providers update large amounts of data
frequently (e.g., streaming data) [19].

To circumvent the disadvantages of a triplestore-based ap-
proach, an approach has been introduced that uses an SQL
database to house the data and enables the virtualization of
the KG [also known as virtual knowledge graph (VKG)] by

3[Online]. Available: https://en.wikipedia.org/wiki/Facebook_Graph_
Search

4[Online]. Available: https://en.wikipedia.org/wiki/Google_Knowledge_
Graph

translating SPARQL protocol and RDF query language
(SPARQL) [20] queries into SQL queries on the fly at runtime
and the return of the data to the consumer as graph data. The
semantic annotation is then undertaken during the query transla-
tion in accordance with the W3C standard RDB to RDF mapping
language (R2RML) [21] uplift mapping language. The VKG
approach is gaining popularity in a variety of contexts [22] for
delivering OBDA/I; nevertheless, to the best of our knowledge,
there are still knowledge gaps about the extent to which a
VKG can be comparable to a triplestore-based KG in terms
of ESN data integration. Specifically, this article will address
the following gaps in the state of the art by: 1) proposing a
VKG-based federation approach for the efficient integration of
ESN data with less physical data storage cost involved and with
the faster processing of tabular data when compared to conven-
tional triplestores and 2) providing an evaluated comparison of
the VKG approach with conventional triplestores with respect
to the efficiency of accessing semantically integrated ESN data.
This will be evaluated according to their applications in some
typical ESN time-series data access scenarios.

B. Contributions of This Work

We list the major contributions of this work as follows.
1) We propose a novel VKG-based federation approach for

the semantic integration of ESN data using Ontop [23]
and PostgreSQL [24]. This approach utilizes the expanded
climate analysis (CA) ontology and VKG to integrate
various ESN data using shared semantics seamlessly. In
addition, it leverages the efficient tabular data processing
capabilities offered by SQL-type databases.

2) We use Ontop to incorporate the linked data principles for
ESN data publication, which makes the ESN data more
accessible to other SPARQL endpoints on the web by
leveraging the RDF data model.

https://en.wikipedia.org/wiki/Facebook_Graph_Search
https://en.wikipedia.org/wiki/Facebook_Graph_Search
https://en.wikipedia.org/wiki/Google_Knowledge_Graph
https://en.wikipedia.org/wiki/Google_Knowledge_Graph
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Fig. 1. Schematic diagram of ESNs, with the left half representing station-based ESNs and the right half representing wireless sensor networks.

3) We have evaluated the query processing efficiency of the
proposed VKG-based integration approach, specifically
for accessing multiple time series. We conclude that it
significantly outperforms traditional triplestores in terms
of time-stamped alignments, which has not been addressed
by previous studies in the area.

The rest of this article5 is organized as follows. Section II
presents the related literature that informs this research.
Section III highlights the technical aspects in relation to the
Ontop-PostgreSQL federated integration approach, including
the architectural design, and performance benchmark comparing
conventional triplestores for time-series alignment using a
set of SPARQL queries. Finally, Section V concludes this
article.

II. RELATED WORK

A. Heterogeneous Data From ESNs

We begin by defining an ESN based on a literature discus-
sion. An ESN consists of a collection of sensor nodes and a
communication system that transmits their data to a server [25].
The left half of Fig. 1 illustrates the data flow: the sensor
nodes (e.g., temperature and precipitation sensors) collect data
autonomously and transmit the data to one or more base stations,
which then send them to a sensor network server. ESNs can
also be wireless-sensor-based networks (see the right half of
Fig. 1) and are regarded as a subtype of ESN, in which the base

5In the spirit of reproducible research, the source code is available at https:
//zenodo.org/record/8082674

stations are removed from the network to increase the mobil-
ity of the sensor nodes [26]. Notably, the station-based ESNs
have a significant advantage over today’s wireless network in
terms of their capacity for long-term monitoring stability. Some
of NOAA’s National Centers for Environmental Information
(NCEI)6 stations in Ireland have climate data that span over 150
years. This provides ideal long-term data evidence for classic
climate classification [27] and trend analysis [28].

An ESN can be categorized as homogeneous or heterogeneous
based on whether or not its sensor nodes are identical [29].
However, the ESNs in our research are all heterogeneous (most
modern sensor networks are heterogeneous networks [30]), and
we have focused primarily on the heterogeneity of the top hier-
archy of ESNs—the open heterogeneous environmental sensor
data. Fig. 1 is essential to readers because it illustrates how the
top-level heterogeneity among different ESNs accumulates as
data travel from sensors to servers and are ultimately distributed
independently over the web by the top servers (or the data
suppliers). The heterogeneity in a single ESN is often managed
separately by each ESN prior to data publishing; nevertheless,
this may ultimately result in inter-ESN data heterogeneity since
there is presently no consensus on protocols or standards for
ESN data publication.

B. KG as Semantic Integration Framework

The KG [31] consists of a graph data model or ontology of
the domain to conceptualize the things, events, and ideas and

6[Online]. Available: https://www.ncei.noaa.gov/
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how they are connected, composed, and generated in web on-
tology language (OWL) and/or resource description framework
schema (RDFS), as well as the content and other data that are
informed by and can be integrated with the aid of this model.
All types of data may be merged using a semantic-based KG,
and all of that data can be kept alongside the data model(s),
with everything, including data models or schemas and instance
data, being encoded using the W3C-standard-based RDF rep-
resentation. Being standard based ensures that the KG can be
easily harnessed by applications, making it possible to simplify,
avoid duplication, and scale application development beyond
organizational boundaries.

Nowadays, KGs have been used in many areas as a powerful
way to represent and integrate data. They can be constructed
from either unstructured data (e.g., news and reports) using
popular natural language processing technologies or structured
data (e.g., SQL, JavaScript object notation (JSON), and repre-
sentational state transfer (REST)ful) using declarative mapping
rules such as the W3C-standard-based R2RML language [21].
Recently, many studies have focused on exploring KGs from
the perspective of domain knowledge inference [32], [33], [34],
[35]. For example, Shiri et al. [35] proposed the “Maritime
DeepDive”—a probabilistic KG to describe a set of random
variables and how they are correlated for enhancing inference
about maritime events. Nevertheless, these studies tend to define
their own data graph schemas and build offline KGs. A major
limitation of these offline KGs is that data cannot be easily
shared across them. In other words, the extensibility of a KG
to a broader scope of data for enhanced KG functionality is
absent. In contrast, our research examines the application of
KGs to ESNs in terms of the improvement of data accessibility.
We explore the environmental monitoring area and use KGs to
enhance data accessibility. As outlined in Section I, a KG may be
materialized in a triplestore or virtualized as a VKG, depending
on whether the real data are kept as graph data or in other forms
(e.g., relational model and plain tables). Currently, the majority
of VKG implementations only natively support SQL database
virtualization. For nonrelational data types, such as JSON and
eXtensible markup language (XML), an SQL wrapper for data
type transition is often required in the technology stack, which
can significantly reduce the semantic processing efficiency of
VKGs. Prospective VKG implementations are currently under-
going active development to achieve the same level of semantic
processing (such as question answering) as triplestores [22].
Even though a VKG has a fraction of a triplestore’s semantic
processing capabilities, this article demonstrates that it has a
considerable advantage over triplestores for ESN time-series
data processing.

C. Integrating ESNs for Improved Data Accessibility

The existing ESNs (including wireless sensor networks) built
for environmental monitoring are unable to provide dense cov-
erage in terms of geographical locations or environmental pa-
rameters, particularly for those that monitor the environment
globally with station-based sensor networks, such as NOAA’s
NCEI. Several NCEI stations are situated in Ireland, and yet
the available measurements primarily include only temperature

and precipitation. Thanks to the publication of integrated ESN
data sources by a number of projects, data consumers can
obtain a denser coverage of environmental sensor data all at
once. The Royal Netherlands Meteorological Institute (KNMI)
Climate Explorer7, for instance, is a large climate data provider
that incorporates several high-quality and reliable ESN data
producers, such as NCEI, the European centre for medium-range
weather forecasts (ECMWF)8, the European climate assessment
& dataset (ECA&D)9, and others. To aid users in navigating data
sources for analytical purposes, KNMI [36] is developed with a
graphical user interface (GUI) that allows users to fill out a form
with climate indices of interest and conduct direct analyses on
selected data. OpenSensorWeb [37] is another sizable project
that aims to provide an all-inclusive ESN data explorer. So far,
OpenSensorWeb has recorded data from 44 ESNs with a total
of 2 800 000 devices and 72 700 sensors. For severe weather
event analysis, it has also been strengthened by the EXTRUSO
project [38], which combines remote sensing, geoinformatics,
and other techniques. OpenSensorWeb, in contrast to KNMI, of-
fers a more contemporary graphical dashboard with a map view
to identify all the gathered sensors and data of environmental
elements, such as atmosphere, soil, water, etc.

1) Limitations of Triplestore-Based ESN Integration Frame-
works: In order to deliver consistent multisource ESN data ac-
cess, the aforementioned ESN integration approaches tackle the
data heterogeneity issue by designing a new schema to rearrange
different data forms from the original data sources. However,
this design is often employed only for a system of integrated
ESN data sources and typically results in minimal cross-system
interoperability. In addition, data consumers must undergo a
learning curve (e.g., learning from documentation) whenever
they encounter a new system of integrated ESNs due to the lack
of information exchange across schemas of various systems.
As indicated in Section II-B, due to the shareable schema (also
known as an ontology) of a KG, the KG is now widely used as a
framework to integrate ESN data while resolving heterogeneity
issues at a higher level via the semantic exchange of information
across systems. Specifically, we characterize some important
ontologies in this field in Table I, which includes information
on the subject areas and some example ESNs they link. In
state-of-the-art semantic integration frameworks, exemplified by
advanced systems such as KARMA [39] and evolving semantic
knowledge and aggregation processing engine (ESKAPE) [40],
a notable challenge arises wherein the requisite storage of data
in a KG incurs substantial costs associated with storage for
semantic annotations. In addition, the processing of tabular data,
including time-series data, demands considerable computing
power.

2) Advantages of Adopting VKGs for ESNs Integration: The
majority of relevant studies in Table I employ triplestore-based
KGs, which can potentially pose a synchronization problem
for KG materialization from dynamic data sources impacting
critical requirements on materializing bandwidth and overhead.
The emergence of a VKG brings the possibility of eliminating

7[Online]. Available: https://climexp.knmi.nl/
8[Online]. Available: https://www.ecmwf.int/
9[Online]. Available: https://www.ecad.eu/
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materialization while sharing the semantics among data of dif-
ferent domains. According to Calvanese’s study [23] and the
Norwegian Petroleum Directorate10 benchmark [62], the well-
known efficiency of relational databases (i.e., better transaction
handling, table locking, input/output (I/O), caching, etc.) can be
viewed as the decisive factor to empower a VKG to outperform
a triplestore in some use cases other than where advanced
SPARQL features are required (e.g., navigation of arbitrary paths
through the graph). Nevertheless, to the best of our knowledge,
the available literature on VKG applications [63], [64], [65] does
not adequately represent the reality of ESN-specific analytical
tasks, such as semantic queries to acquire multiple time series
at once [66]. By contrast, examining the usage of VKGs to
integrate ESN data for increased data accessibility will be the
primary emphasis of this work, which will principally address
this research gap. Due to the fact that VKG applied to data
formats other than the relational models will compromise the
performance by adding SQL wrappers on the stack, this work
will only focus on the VKG applied to the derived relational
databases from a variety of ESN data sources and so retain the
benefits of harnessing the schema information during the query
translation [23]. For example, integrity constraints, including
primary and foreign keys, may be employed to mitigate the size
and intricacy of the query within the SPARQL-to-SQL conver-
sion process. This can be achieved, for instance, by eliminating
redundant self-joins and identifying conditions that are either
unsatisfiable or trivially satisfiable. Notably, this also reveals
a fundamental limitation of this strategy, since the transforma-
tion of ESN data sources into SQL databases would incur an
inevitable data materialization cost. However, compared to the
transformation of ESN data sources into triplestore-based KGs
as accomplished by frameworks like KARMA [39], employing
VKGs can still minimize the semantic annotation cost, which
often occupies a significant fraction of the storage space in
a triplestore-based KG, and exploit the power of underlying
SQL databases. This is also known as data integration through
database federation in studies such as those by Haas et al. [67]
and Gu et al. [68], but this work relies on the ETL process
to effectuate the transformation of data sources into relational
databases, thereby facilitating expedited processing of tabular
data. We have chosen the Ontop-PostgreSQL combination as
the VKG unit, as its performance has been lauded in Lanti’s
work and is comparable to Ontop with other relational back
ends (e.g., MySQL) [62]. Moreover, we advocate the adop-
tion of PostgreSQL also due to its recognized scalability and
the presence of a dynamic and engaged open-source com-
munity. We compare the performance of the proposed VKG-
based federated integration approach with two popular open-
source triplestores: Apache Jena Fuseki11 and GraphDB’s free
version12.

10[Online]. Available: https://www.npd.no/en/
11[Online]. Available: https://jena.apache.org/documentation/fuseki2/
12[Online]. Available: https://graphdb.ontotext.com/

Fig. 2. VKG architecture designed for integrating heterogeneous ESN data.

Fig. 3. Minimal relational model for an NOAA’s GHCND station (blue) and
an observation (green); the numbers in brackets represent the length of the data
in bytes.

III. METHODOLOGY

A. Proposed VKG Architecture

We introduce the proposed VKG-based federated integration
architecture (see Fig. 2) as easy access to various sources of ESN
data. One thing to note here is that there is yet no usability devel-
opment for the approach such as a GUI for practical applications.
The proposed approach is evaluated in Section III-B exploring
how much power can be exploited from the proposed integration
approach in terms of the speed of SPARQL query responses in
completing typical time-series data access scenarios in the ESN
domain.

1) Heterogeneous ESN Data Sources: Each source of hetero-
geneous ESN data will be retrieved online and parsed for storage
in an SQL database. For example, we modeled NOAA’s Global
Historical Climatology Network daily (GHCND) data, as seen
in Fig. 3. Here, we chose PostgreSQL as the SQL connection to
“mapping layer.” In this architecture, each ESN data source has
a parser and Ontop mapping engine since different data sources
can hold different protocols for data access.

https://www.npd.no/en/
https://jena.apache.org/documentation/fuseki2/
https://graphdb.ontotext.com/
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Fig. 4. Representation of aggregative properties in CA ontology; the concepts
and the relationships between concepts are denoted by nodes and directed edges,
respectively. Terminologies of CA ontologies are in filled nodes. ssn and owl
denote terminologies adopted from SSN and OWL ontologies (see Table I),
respectively.

2) Mapping Layer: The Ontop is used as the mapping engine.
The role of the Ontop mapping engine is to execute the SPARQL-
to-SQL rewriting according to the mapping rules, which can
define a VKG by declaring the way of populating the ontological
models (see “ontology layer” in Fig. 2) with corresponding SQL
tables. Listing 1 provides an example set of Ontop mapping
declarations for NOAA’s data13. Importantly, the VKG will not
be materialized through the mapping. Instead, the actual data
access is finalized by querying the underlying SQL databases
(PostgreSQL). It is acknowledged that users must establish
distinct schema mapping rules through Ontop’s integrated ap-
plication programming interfaces (APIs) for data sources out-
side the purview of this study. This process entails creating
mapping declarations akin to those illustrated in Listing 1,
customized to diverse database management system schema
structures. Presently, the mapping definition is dependent on
Ontop configuration files. However, there is a future aspiration
to introduce a GUI-based mapping definition approach, catering
to nonexpert users and mitigating the complexity associated with
Ontop configuration files.

3) Ontology Layer: The schema unifying heterogeneous
ESN data sources happens on the “ontology layer,” where each
Ontop VKG applies the same sets of ontological models to vari-
ous SQL databases. Typically, we reuse the sensor, observation,
sample, and actuator/semantic sensor network (SOSA/SSN)
ontology (see Table I) and our CA ontology [69] as the major
domain ontologies for ESN data modeling. The advantage of
using the CA ontology over other relevant domain ontologies
is its ontological expressivity for aggregation functions (see
Fig. 4), which are often used in ESN data (NOAA’s GHCND data
use “TMAX” for maximum temperature, for example). Fig. 5
gives an example of ontological modeling of tables in Fig. 3.

4) Endpoint Layer: In the endpoint layer, Ontop sets an
endpoint for each VKG virtualization from an SQL database.
One thing to note is that Ontop endpoint does not support
SPARQL federated queries, which means that Ontop VKGs can
provide data access independently but data in each VKG are
not accessible between each other. However, the Ontop VKGs
are mutually accessible through an intermediate linked data
triplestore (see Section III-A5) such as Apache Jena Fuseki.

13Refer to our repository at https://zenodo.org/record/8082674 for the full set
of mapping rules.

5) Linked Data Layer: The integration of Ontop endpoint
services is implemented by using a triplestore to assemble all
the Ontop VKGs as one linked data endpoint in this layer.

6) User Access Layer: On the top layer, there is user access;
this system can be designed to supply dialog-based query for-
mulations to allow users to perform online data preprocessing
based on semantic queries (SPARQL).

B. Multiple Time-Series Accessibility Benchmark

Multiple ESN time-series data structuring is the major use
case examined (with SPARQL queries) in this article. Multiple
time-series structuring is an important time-series preprocessing
step for enabling end users to swiftly get an initial understanding
of historical data. Finely aligned multiple time series in consis-
tent sequence of time are easily usable as multivariate time-series
input in further data analyses, such as the correlation analysis
and the preparation of the multistep forecasting datasets [66].
A comparable multiple time-series preprocessing platform is
provided by the KNMI Climate Explorer.14 Recapping the se-
mantic interoperability issue discussed in Section I, the key
strength of our work over KNMI is that the VKGs are readily
available to all the linked data endpoints, allowing users to easily
query a larger dataset (sometimes spanning domains) despite
schematic heterogeneities. For example, in our earlier work, we
complemented the administrative geography of ESN sensors by
using data from Wikidata SPARQL endpoints [73].

Due to the rising effort required by end users for multiple
time-series acquisition from diverse ESN data sources, semanti-
cally integrated ESN data providers need to prioritize SPARQL
query processing efficiency to improve multiple time-series data
accessibility. The following are two common multiple ESN
time-series data access scenarios that are generally regarded
by end users in this field for downstream multistep time-series
forecasting tasks [66], [74]. The performance comparison of our
approach against conventional triplestores w.r.t. for each of the
two scenarios was conducted in the following configurations.

1) Hardware: Intel Xeon W-1290P (ten cores at 3.7 GHz),
64 GB of RAM, and 1-TB M.2 PCle SSD.

2) Software:
a) OS: Ubuntu 18.04 LTS;
b) Java: 11.0.13;
c) SQL database: PostgreSQL 14.4;
d) VKG implementation: Ontop 4.2.1;
e) Triplestores: i) Apache Jena Fuseki 4.4.0 (with 4-GB

memory of JVM) and ii) Ontotext GraphDB 10 Free
Edition (with 4-GB memory of JVM).

3) Launch type: Hot start, i.e., benchmarks are conducted
when the processes of VKGs and triplestores are already
running in the background.

4) Cost measurement: Arithmetic mean of the execution time
of each query in different platforms; each query is run 20
times to get the mean value.

5) Queries used per scenario:
a) property navigation as per class (see Section III-B1 for

more details): Listing 2;

14[Online]. Available: http://climexp.knmi.nl/start.cgi

https://zenodo.org/record/8082674
http://climexp.knmi.nl/start.cgi
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Fig. 5. Minimal ontological models representation of an NOAA’s GHCND station (in orange) and an observation (in brown); the concepts and the relationships
between concepts are denoted by nodes and directed edges, respectively. sosa, ca, rdfs, and geo denote terminologies adopted from SOSA, CA, RDFS [70], and
WGS84 [71] ontologies, respectively. Different literal types (e.g., decimal and string) are defined by XML schema definition (XSD) ontology [72].

Fig. 6. Performance benchmark for arbitrary path navigation.

b) multivariate time-series structuring (see Section III-B2 for
more details): Listings 3 and 4.

6) Dataset: NOAA’s GHCND within the spatial extent of
Ireland.15

1) Property Navigation as per Class: For domain ESN data
consumers, understanding how the ESN data are modeled is
a major problem for first-time users ingesting the time-series
data. Particularly, in ontological modeling, ontologies may be
partially reused and coupled to others in a flexible manner. This
may result in a learning curve before being acquainted with the
terminology used in ontologies. In our work, SOSA:Sensor
and SOSA:Observation are two primary classes taken from
SOSA ontology. However, the properties of an SOSA:Sensor
(Observation) can be represented by other ontologies. For
instance, we use WGS84’s lat/long as an SOSA:Sensor’s
latitude/longitude coordinate properties. To ensure how an
SOSA:Sensor (Observation) is modeled using various
ontologies, the query Listing 2 might be made. The logarithmic
(base e) query response time comparison between the proposed
VKG and native triplestores is shown in Fig. 6. As seen in the
figure, the VKG is significantly less efficient than the Apache
Jena Fuseki triplestore during the sensors’ property search but
considerably better than GraphDB during the observations’
property search. For any separate database, i.e., a triplestore or
an SQL database, the cost of this query is mostly determined
by the number of traversed objects. In this experiment, we have
collected from NOAA’s GHCND all the sensors (in the quantity
of 25) and observations (in the quantity of over 1 000 000) in

15[Online]. Available: Archived at https://zenodo.org/record/8082674

Fig. 7. Performance benchmark for 1, 2, 3 time-series alignment based on
known stations.

Ireland. This result indicates that GraphDB performs better in
the navigation of arbitrary paths while traversing a small num-
ber of entities, but its triplestore-based advantage diminishes
substantially as the number of traversed entities increases.

2) Multivariate Time-Series Structuring: ESN data analysis
makes growing use of multivariate time series that may be
obtained by aligning multiple time series that are assumed to be
interrelated. During the analysis of environmental data, several
environmental factors might occasionally interact to decide the
ultimate result. For instance, the air pressure and humidity
time series may influence the precipitation time series [66]. To
prepare consistent multiple time series simultaneously, one of
the difficulties when creating SPARQL queries is unstacking
and aligning the different types of observational data to the same
sequence of time steps. In this scenario, multiple daily ESN time
series are aligned using simple and only SPARQL queries, which
can essentially minimize the bandwidth and compute resource
demands of procedural programming techniques.

Listing 3 is an example SPARQL query of aligning two
daily time series (station EI000003969 is given explicitly)
on the same date sequence of year 2022. The comprehensive
performance comparison regarding length of time series and
number of time series being aligned is given in Fig. 7. As
shown in the figure, generally, the proposed VKG-based fed-
erated integration outperforms the other two triplestores by a

https://zenodo.org/record/8082674
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Fig. 8. Performance benchmark for 1, 2, 3 time-series alignment based on
unknown stations.

Fig. 9. Performance benchmark for 3 time-series alignment based on
1) unknown stations and 2) optional results.

considerable margin, and query costs rise as the number of time
series for alignment increases on all the platforms. However, as
time-series length increases, Ontop VKG and Fuseki triplestore
have constant query costs, but GraphDB has a growing query
cost (almost linear for the number of time series over 2). A
similar performance discrepancy can be observed in Fig. 8 of
which the queries for performance comparison were made by
parameterizing EI000003969 in Listing 3 as a variable being
projected onto the SELECT clause for stations retrieving.

Prior SPARQL queries have been capable of aligning various
time series in the same time order. However, only dates with val-
ues for all the aligned time series can be tied to query solutions. In
fact, ESN data records are often absent at certain time intervals.
Sometimes, ESN data consumers are more interested in time-
series alignments with missing values, which are subsequently
filled using interpolation techniques. Listing 4 is a more complex
variant of Listing 3, which is written by an expert to compare the
platforms’ performance of time-series alignment with missing
values, and the results are shown in Fig. 9. According to the cost
curves, the proposed Ontop VKG-based federated integration
approach requires the least amount of time (but growing with

the quantity of data) for time-series alignment in response to
the costly SPARQL OPTIONAL clause (see Listing 4), whereas
the GraphDB triplestore has a much more rapid cost increase as
the amount of data increase.

IV. DISCUSSION

In this section, we summarize the findings of this study and
discuss some significant points that may inform future prospec-
tive studies addressing the data heterogeneity problem of various
ESN data sources.

A. Semantic Interoperability

One of the most significant rationales for proposing the VKG-
based federated integration approach is the efforts made toward
semantic interoperability among diverse ESN data sources. Se-
mantic interoperability seeks to facilitate data sharing across
organizations or systems by ensuring a shared understanding
and interpretation of data, employing domain concepts, context
knowledge, and formal data representation. In a broader context,
semantics, which explores the meaning of language, is crucial for
fostering mutual understanding among individuals with diverse
experiences or perspectives [75]. Interoperability, meanwhile,
pertains to the capacity of multiple systems to collaborate seam-
lessly, irrespective of variations in interfaces, platforms, and
adopted technologies [76].

Currently, the most sophisticated and widely used ESN data
integration platforms, such as KNMI, are likely to be based
on relational databases that expose RESTful APIs for data-
consuming purposes. The major limit of such platforms is that
they cannot be easily extended to additional data sources unless
various heterogeneity problems (e.g., schemas, data models,
and platforms) are addressed [77]. By contrast, the proposed
VKG-based federated integration adheres to the linked data
principles and RDF data model framework for data modeling.
From the perspective of schematic heterogeneity, different ESN
data sources can share the same “schema (i.e., ontologies)” when
being transformed into KGs since semantic models are reusable
due to the usage of the RDF data model as the representation
backbone. This minimizes the schema unification cost during
the data integration, as well as the learning curve of different
schemas for data consumers. From the perspective of platform
heterogeneity, incorporating linked data principles into the pro-
posed approach provides interoperable access to various ESN
data sources situated in different linked data endpoints. In other
words, we expose SPARQL endpoints on the web so that the data
in the VKG can also be queryable in other KGs using SPARQL
queries (e.g., federated queries [78]), as well as the potential to
reference in the VKG data in other linked data KGs.

B. Enhanced Time-Series Data Analytics

Semantic interoperability can bring many advantages for
time-series data analytics. One of the most notable applications
is its use in feature selection for machine learning tasks. Our
previous studies [66], [79], [80] have examined triplestore-
based KGs in terms of their ability to enable data consumers
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to acquire time-stamped features from multiple data sources
using SPARQL queries. This considerably reduces the I/O cost
and preprocessing efforts during the training dataset prepara-
tion. Compared to triplestore-based KGs, the proposed VKG-
based federated integration approach can further facilitate time-
stamped feature alignment in two additional ways. First, the
VKG performs better at aligning time-series data with respect
to time stamps. This is due to the effectiveness of VKGs’ un-
derlying SQL-based databases (e.g., PostgreSQL) in optimizing
tabular data processing. Second, the I/O and storage costs are
decreased further due to the absence of semantic annotations
of the underlying tabular data. For complex connections in a
VKG (e.g., where the properties query in Section III-B1) that
cannot be efficiently condensed into tables, the usage of VKGs
can be inferior to triplestores. In practice, however, the ESN
data may contain additional complex data other than the simple
time-stamped structured data. In such a case, data partitioning
techniques that divide data into triplestore-based KGs and VKGs
in order to enhance the data processing efficiency might be
explored. We view this as a prospective research direction for
future studies in this area.

C. Limitations in Streaming Sensor Data Handling

The proposed VKG-based federated integration focuses on
dealing with a derived SQL database (i.e., PostgreSQL) of
various data sources. Though this approach can enable data
consumers to consume data in an interoperable manner by using
only SPARQL queries and requires less storage than directly
using triplestore-based KGs, it still incurs additional I/O and
storage costs during the data materialization from original data
sources (e.g., NOAA) into PostgreSQL. This limit can be notable
in streaming sensor data, posing a challenge of timely data
processing. In this case, direct access to various ESN data
sources for VKG-based virtualization and the incorporation of
RDF stream processing [81] languages (e.g., C-SPARQL [82],
and CQELS [83]) into the VKG-based federation integration
approach would be an appropriate research direction for future
studies in this area.

V. CONCLUSION AND FUTURE WORK

The fast expansion of ESNs has caused a severe data het-
erogeneity problem, resulting in an expense growth of ESN
data acquisition from diverse data sources. To enable efficient
access to various data sources, we propose a novel VKG-based
federation integration approach with Ontop-PostgreSQL for
ESN data integration based on semantic models. In addition,
we incorporate the linked data principles into the proposed
approach, allowing other triplestores to easily use the VKGs for
ESN data integration and vice versa. Compared to the existing
sophisticated relational model-based integration platforms, such
as the KNMI Climate Explorer, the proposed VKG-based fed-
eration integration approach is schema-less, i.e., independent of
the schema isolation across different data sources, and is readily
extensible to other KGs that adhere to linked data principles.
To evaluate the performance of the data acquisition through

semantic queries to the proposed approach, we compared our
approach to that of two commonly used triplestores (Apache
Jena Fuseki and GraphDB). In particular, the benchmark fo-
cused primarily on SPARQL queries in the processing of multi-
ple time-series data access purposes, a subject not addressed
by earlier research. Though the VKG architecture performs
poorly in property navigation, it has a substantial benefit in
multiple time-series alignments, which is expensive in con-
ventional triplestores. In the future, based on the findings of
this study, we will conduct data partition research to explore
a more efficient semantic ESN data integration architecture
that combines the benefits of both conventional triplestores and
VKGs.

APPENDIX

Listing 1: Part of Ontop VKG mapping declarations for an NOAA’s GHCND
station and an observation.

Listing 2: Query to investigate how an SOSA:Sensor (SOSA:Observation) is
modeled in our KGs.
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Listing 3: Two daily time series alignment.

Listing 4: Time series alignment with missing values.
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