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An Urban Land Cover Classification Method Based
on Segments’ Multidimension Feature Fusion

Zhongyi Huang ", Jiehai Cheng

Abstract—Using object-based deep learning for the urban land
cover classification has become a mainstream method. This study
proposed an urban land cover classification method based on
segments’ object features, deep features, and spatial association
features. The proposed method used the synthetic semivariance
function to determine the hyperparameters of the superpixel seg-
mentation and subsequently optimized the image superpixel seg-
mentation result. A convolutional neural network and a graph
convolutional neural network were used to obtain segments’ deep
features and spatial association features, respectively. The random
forest algorithm was used to classify segments based on the multi-
dimension features. The results showed that the image superpixel
segmentation results had the significant impact on the classification
results. Compared with the pixel-based method, the segment-based
methods generally yielded the higher classification accuracy. The
strategy of multidimension feature fusion can combine the advan-
tages of each single-dimension feature to improve the classification
accuracy. The proposed method utilizing multidimension features
was more efficient than traditional methods used for the urban land
cover classification. The fusion of segments’ object features, deep
features, and spatial association features was the best solution for
achieving the urban land cover classification.

Index Terms—Graph convolutional neural network (GCN), high
spatial resolution remote sensing image, land cover classification,
segments’ multidimension features, superpixel.

I. INTRODUCTION

RBAN land cover plays an important role in urban re-
U source management, urban planning, and environmental
protection [1], [2], [3]. In recent years, with the abundance of
high spatial resolution remote sensing images, it has become
a common practice to generate urban land cover data by using
high spatial resolution remote sensing images [4], [5], [6].

High spatial resolution remote sensing images have high
spatial detail and the characteristics of increase of the intraclass
variation and decrease of the interclass variation [7], [8]. As a
result, the traditional pixel-based image classification techniques
always produce salt and pepper effect and have low classification
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accuracy [9]. Object-based image analysis methods (OBIA)
can effectively overcome the above shortcomings and greatly
improve the urban land cover classification accuracy [10], [11].
OBIA takes segments as the basic units [12], [13], [14] and ex-
tracts segments’ object features to classify the segments [4], [15],
[16]. However, in a complex urban scene, only the segments’
object features are used for classification, which may lead to
misclassification. This is because the segments’ object features
are essentially the statistical information of pixels within the
segments, which belong to the shallow features of the segments
[17], [18]. In addition, the spatial association information be-
tween segments are not utilized [19].

Segments’ deep features were proposed for remote sensing
image classification in many studies. Fu et al. [20] set the
segments’ centroids as the centers of the image patches and
used CNN to extract the deep features of each segment and
classify them. Compared to the approach of utilizing segments’
object features, this approach significantly improved the image
classification accuracy. Zhang et al. [ 16] proposed to decompose
each segment into multiple image patches based on the moment
bounding box, and the deep features of the segment were jointly
expressed by the deep features of these image patches. Similar
approaches were proposed by Lv et al. [21] and Martins et al.
[22], which further considered the influence of the image patch
size on classification results. In addition, some studies fused
segments’ object features with deep features. Zhao et al. [23]
fused segments’ object features with deep features extracted by
CNN and obtained better classification results compared to using
only object features or deep features. Zhang et al. [24] fused
superpixels’ deep features with object features of segments ob-
tained by multiresolution segmentation and showed that fusing
multidimension features can obtain better classification results.

Tobler’s [25] first law of geography states that everything
is related to everything else, and that things that are close
together have a greater degree of relatedness. In urban scenes,
the land cover in remote sensing images shows more obvious
spatial association. For example, buildings are connected to
buildings or adjacent to roads; vegetation is located in the center
or on both sides of the road. Fully and reasonably utilizing
spatial association information can improve the performance of
classifiers [26]. Recently, graph convolutional neural networks
(GCNs) in the deep learning field have been applied to urban
land cover classification work [27], [28]. Researchers applied
GCN to obtain spatial association information between segments
and neighboring segments [26], [29]. Zhang et al. [19] used
segments as graph nodes and the adjacency relationship between
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segments as edges to construct GCN for image classification,
and proved that using spatial association information for image
classification was a feasible approach. Liu et al. [30] combined
CNN and GCN while considering deep features and spatial
association features to improve image classification accuracy.

Although multidimension feature fusion is considered suit-
able for improving the urban land cover classification accuracy,
few studies have fully considered segments’ object features,
deep features, and spatial association features. In addition, seg-
mentation results can directly affect urban land cover classifica-
tion results. However, the segmentation results in most studies
were determined by manually setting segmentation parameters
or exhaustive enumeration, which are subjective and uncertain.
To address these problems, this study proposes an urban land
cover classification method based on segments’ multidimension
feature fusion. The main contributions of this study include the
following.

1) Developing a novel urban land cover classification method
that can be easily integrated into an object-based deep learning
paradigm and takes advantage of multidimension features that
can be extracted from segments.

2) Determining if the proposed method utilizing multidimension
features is more efficient than traditional methods used for the
urban land cover classification.

3) Exploring the significant impact of image superpixel segmen-
tation results on classification results.

The rest of this study is organized as follows. Section II
illustrates the principle of the proposed method. The experi-
mental results and analysis is shown in Section III. Section IV
discusses the experimental results. Finally, Section V concludes
this article.

II. METHOD

The flowchart of the proposed method is illustrated in Fig. 1.
Zero parameter version of simple linear iterative cluster (SLICO)
algorithm [31], [32] is adopted for the image superpixel seg-
mentation. The final image segmentation result is obtained
through automatic optimization of segmentation parameters.
Taking each segment on the segmentation result as the basic
unit, the object features, deep features, and spatial association
features of the segment are extracted. Segments are classified
to obtain the urban land cover classification result by fusing the
above three type features.

A. Image Segmentation

The SLICO algorithm clusters similar pixels based on their
spectral and distance information to generate the segmentation
result, where the shape and size of the segments are relatively
uniform

S = /N/K (1)

where S represents the expected superpixel size; K represents
the number of presegmented superpixels; and /N represents the
number of pixels in the image.
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As shown in Formula (1), the hyperparameter K need to be
set. In existing studies, K was usually set manually. If S is deter-
mined, K can be estimated. S is related to the image land cover
variation characteristics. The synthetic semivariance function
[33] is used to set .S. The synthetic semivariance in Formula (2)
is the mean of the horizontal and vertical semivariances

(T (l:) + Lo ()]

T, (L) = 5 @)

AT, (i) =T (1) = Y (lim1) (3)

where Y5 (1;),Y,(l;) and Y(I;) represent the horizontal semi-
variance, vertical semivariance, and synthetic semivariance, re-
spectively, when the lag is [;; AY ¢(I;) represents the increment
in the synthetic semivariance when the lag changes from ; to
li-a

m=2x%l,+1 “4)

where [ is the lag when AY ;({;) in Formula (3) is O or less than
0 for the first time.
S is set by the value of m in Formula (4).

B. Segments’ Object Features

In this study, the segments’ object features were obtained
from three aspects: spectral features, spatial features, and texture
features in Table I.

C. Segments’ Deep Features

The CNN model was used to extract segments’ deep features
shown in Fig. 2. The model included four convolution layers,
two pooling layers, one flattening layer, and two fully connected
layers (including 1024 and 512 nodes, respectively). The specific
parameters of the model were shown in Table II. The image patch
size was set by m in Formula (4). The output of the last fully
connected layer was taken as the segments’ deep features.

D. Segments’ Spatial Association Features

The graph can be defined as Graph = (V, E) where V. =
{v1,v2,...,v5|1 <k < n} represents nodes, £ = {e;;|1 <
i <mn,1 < j < n}represents edges, i.e., the adjacency relation-
ship between nodes, and 7 is the number of nodes. The segments
were regarded as graph nodes. The segment adjacencies were
regarded as edges. In this way, the GCN model was used to
extract the segments’ spatial association features (shown in
Fig. 3).

The GCN model included an input layer, two hidden layers,
and an output layer. The GCN input had two parts: the segment
feature matrix X and the segment adjacency matrix A. In this
study, the segments’ object features and deep features were used
to construct the feature matrix X. The adjacency matrix A was
constructed in the following way: 1) Creating a zero matrix
of n X n (n is the number of segments); and 2) completing
the adjacency analysis between the segments. If two segments
were adjacent, the corresponding position in the zero matrix was
assigned to 1.
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TABLE I
SEGMENTS’ OBJECT FEATURES

Feature type Name

Spectral features
Spatial features

NDVI, Mean, Standard deviation, Skewness, Brightness
Area, Border length, Length, Asymmetry, Border index, Compactness, Main

direction, Roundness, Shape index

Texture features

GLCM (gray-level co-occurrence matrix) homogeneity, GLCM contrast,

GLCM dissimilarity, GLCM entropy, GLCM ang.2nd moment, GLCM mean,
GLCM standard deviation, GLCM correlation (0°, 45°, 90°, 135°)

Conv+Conv+Maxpool

Conv+Conv+Maxpool

Flatten

—)

-

Input

4 ‘.|:|
e’

S

Feature layers

Fig. 2. Deep feature extraction model.

Feature layers

Deep features
Fully-Connected
Fully-Connected

TABLE I
ARCHITECTURE OF THE DEEP FEATURE EXTRACTION MODEL

Layer Convolution kernel Steps  Activation function
Convolution 5x5, 64 1 RelLU

Convolution 3x3,32 1 RelLU

Max pooling 2x2, - 2 -

Convolution 5x5, 64 1 RelLU

Convolution 3x3,32 1 RelLU

Max pooling 2x2, - 2 -

Flatten - - -

Fully Connected - - ReLU

Fully Connected - - ReLU

In the hidden layers, the GCN aggregates node features and
neighborhood node features through convolution operations to
generate new node features containing spatial association infor-
mation. The output of the /th hidden layer in the GCN can be
represented by Formula (5). In the literature [34], it was found
that the number of hidden layers in the GCN model should not
be set too high; usually, 2-3 layers are sufficient. Therefore, two
hidden layers are set in this study

S0 = o (D HAD 4 row!) )

where fs(l) represents the feature matrix of the nodes in the I/th
hidden layer, fs(o)

X; A represents the adjacency matrix

with self-rings, i.e., A= A+ , I is the identity matrix; D
represents the degree matrix of A; W represents the matrix of
trainable parameters in the /th hidden layer; and o (-) represents
the nonlinear activation function.

The output of the last hidden layer in the GCN model was
taken as the segments’ spatial association features.

E. Urban Land Cover Classification

1) Feature Fusion: If the image is segmented, N segments
are generated. The segments’ object features are denoted as
fo € RN*Po_ The segments’ deep features are denoted as f,; €
RN>*Da_The segments’ spatial association features are denoted
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Fig. 3.  Spatial association feature extraction model.

as fy € RN*Ps D, D;, and D, denote the dimensions of the
object features, deep features, and spatial association features,
respectively. The acquired object features, deep features, and
spatial association features were fused by F' = {f,, fa, fs} €
RN*P and D = D, + Dg+ D; to obtain the classification
features of the segments.

2) Classifier Determination: Random forest, support vec-
tor machine, and K-nearest neighbor classifiers were used to
classify urban land cover in existing studies. Ramezan et al.
[35] compared the classification accuracy of several supervised
classifiers. The study showed that the random forest classifier
had fewer parameters, good stability, and high classification
accuracy. In this study, the random forest classifier was selected
for urban land cover classification.

III. EXPERIMENTS AND RESULTS
A. Data

The data in this study were WorldView-3 high spatial resolu-
tion remote sensing images of Zhengzhou City, Henan Province,
China. The panchromatic and multispectral bands (red, green,
blue, and near-infrared bands) of the data were fused to generate
a multispectral image with a spatial resolution of 0.5 m (see
Fig. 4). The image size was 2728 x 2728, and the land cover
types included building, vegetation, water, road, bare land, park-
ing lots, and shadow. For the convenience of application, bare
land and parking lot were combined into road.

B. Results

1) SLICO Superpixel Segmentation: The lag in the synthetic
semivariance was set to [2 ,50] with a step of 1. The increment

in the synthetic semivariance was calculated and plotted, as
shown in Fig. 5. The increment in the synthetic semivariance
appeared to be less than O for the first time at [; = 8, i.e., [,
was 8. According to Formula (4), m was 17, i.e., the expected
superpixel size S was 17. N was 2728 x 2728. According to
Formula (1), the number of SLICO presegmented superpixels
was 25 751.

After SLICO superpixel segmentation, the actual number of
segments obtained was 25 181. The segmentation result was
shown in Fig. 6. The image patches matched well with the
corresponding segments in terms of morphology, which can
ensure that the deep features of the segments were not lost to the
greatest extent.

2) Multidimension Feature Extraction and Classification of
Segments: According to Table I, 55 object features for each
segment were calculated.

The deep features for each segment were extracted using
the model shown in Fig. 2. The image patch size was set to
17 x 17. The learning rate was set to 0.0001. For each land cover
category, 30% of the segments, except for water, were randomly
selected as the training samples. Due to the small number of
water segments, 60% of the segments were randomly selected
as training samples. To ensure sample balance and maintain
sample resolution, sample enhancement (random rotation) was
performed on the water training samples. For each land cover
category, 10% of the segments were randomly selected as the
validation samples. After model training, all the segments were
fed into the model, and the output of the last fully connected
layer was used as the segments’ deep features extracted by the
model. The dimensions of the deep features were 25181 x 512.

In the spatial association feature extraction model, the feature
matrix consisted of object features and deep features of segments
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with dimensions of 25181 x 567. The number of nodes in the
hidden layer of the model was set to 128 and the learning rate was
set to 0.01. For each land cover category, 30% of the segments,
except for water, were randomly selected as the training samples,
60% of the water segments were randomly selected as training
samples. After model training, all the segments were fed into the
model, and the output of the last hidden layer was used as the
segments’ spatial association feature extracted by the model. The
dimensions of the spatial association features were 25181 x 128.

The object features, deep features, and spatial association
features for each segment were fused to generate a total of 695

wEE T e e e 2 =2 I Shadow

(b)

features. A random forest classifier was used to achieve urban
land cover classification.

C. Comparison Analysis

To evaluate the performance of our method, on the basis of
the image superpixel segmentation results, the corresponding
urban land cover classification results were obtained based on the
object features, deep features, spatial association features, object
features + deep features, object features + spatial association
features, deep features + spatial association features, and object
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Fig. 6 Segmentation result.
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1 Segments

Patches

TABLE III
CLASSIFICATION ACCURACY COMPARISON OF DIFFERENT METHODS

Classification OA for each land cover category (%)

method Fl-Score  OA (%) Kappa Building  Vegetation = Road = Water  Shadow
OF 0.7843  79.59 0.7277  73.50 87.18 76.23  80.53  81.11
D F 0.7887  80.09 0.7344  73.76 87.57 76.61  83.11  82.04
S F 0.7661  78.45 0.7126  73.91 83.25 7871 90.42  77.72
(O+D) F 0.7947  80.50 0.7398  74.68 87.53 7725 8296  82.13
(O+S) F 0.8174  82.18 0.7619  79.32 86.78 80.73  89.10  81.03
(D+S) F 0.8178  82.31 0.7639  78.51 86.92 80.96 89.59 8243
Pixel CNN 0.7362 7747 0.6987  73.37 90.68 61.11 91.66  78.78
OCNN 0.7758  79.11 0.7209  74.85 87.15 71.26  88.69  80.65
MULTI _Fi4 0.8168  81.88 0.7578  78.48 87.46 80.28  82.78  80.67
MULTI_Fs4 0.7114  72.49 0.6321  70.60 81.40 73.66 67.08  62.68
MULTI F 0.8183  82.54 0.7669  78.59 87.56 81.00 89.81 8247

The bold value in each column represents the maximum value in that column for the convenience of readers.

features + deep features + spatial association features of the
segments, which were noted as O_ F, D_F, S_F, (O+D)_F,
(O+S)_F, (D+S)_F, and MULTI_F, respectively. In addition,
the following methods were selected as comparison methods:
1) Pixel_CNN: The method took a pixel as the basic unit, and
set the image patches with the fixed size centered on pixels.
The land cover classification was carried out according to the
pixel deep features extracted from the image patches. 2) OCNN
[23]: The method fused the pixel-level deep features extracted
by the CNN with the object features, and classified land cover
by majority voting by counting the pixel categories within each
segment.

Considering the impact of different superpixel segmentation
results on the classification results, S in Formula (1) was also set
to 14 and 34, and the superpixel segmentation was performed
on the image according to the calculated K value. Based on the
object features + deep features + spatial association features,
the corresponding urban land cover classification results were
obtained and denoted as MULTI_F;4 and MULTI_F34.

The classification results of different methods were shown in
Fig. 7, and the classification accuracy comparison of different
methods was shown in Table III. The description of the accuracy

evaluation metrics was shown in the following:

Precision = TP ©)
~ TP +FP
TP
1l = —— 7
feca TP + FN (7
- Prec%s%on x Recall )
Precision + Recall
" F1
F'1 — Score = M (9)
n
Zﬂ—l Xii
OA = &=="— 10
N (10)
Kappa = N> o1 Xaa = 2ar (0ins Xia X 200 Xai)

N2 =01 (i Xia x 2212y Xai)
(11)

where TP represents true positive; FP represents false positive;
FN represents false negative; F'1_a represents F'1 of class a; n
represents the number of classes; IV represents the total number
of the samples; X ,; represents the number of the samples whose
actual and predicted classes are a and ¢, respectively.



HUANG et al.: URBAN LAND COVER CLASSIFICATION METHOD BASED ON SEGMENTS’” MULTIDIMENSION FEATURE FUSION

y
:

- _.:;' -g‘ - J
ST T S P T LT

B )
MULTI F,,

[T

5587

A o I .’-?.-;_
(o= et IR

" MULTI Fs,

[ 1Building [ Vegetation [ |Road |l Water [l Shadow

Fig. 7. Classification results of different methods.

In Table III, F1-Score, OA, and Kappa of the MULTI_F
classification result in this study were greater than those of the
Pixel_CNN and OCNN methods. In terms of the classification
accuracy for each land cover category, road (OA is 81.00%) and
shadow (OA is 82.47%) had the highest classification accuracy
in the MULTI_F classification result.

IV. DISCUSSION

The multidimension feature fusion was suitable for improv-
ing the urban land cover classification accuracy. As shown in
Table II1, in comparison with other methods, our method, which
fused multidimension features of segments achieved the higher
classification accuracy. This proved the effectiveness of the
proposed method.

A. Segment-Based Versus Pixel-Based Methods

A comparison with Pixel_CNN was performed to compare the
differences between segment-based and pixel-based urban land
cover classification. Table III showed that the segment-based
methods generally yielded the higher classification accuracy

than the pixel-based method. Similar to pixel-based method,
D_F used the CNN to obtain the deep features and classified the
urban land cover based on the deep features. The classification
accuracy of D_F (F1-Score 0.7887, OA 80.09%, and Kappa
0.7344) was significantly better than that of Pixel CNN (F1-
Score 0.7362, OA 77.47%, and Kappa 0.6987). Fig. 8 showed
that there were many misclassified phenomenain the Pixel_CNN
classification result, especially when roads were misclassified as
buildings. In addition, there was a severe salt-and-pepper phe-
nomenon in the Pixel_CNN classification result. This indicated
that using segments as the analysis unit for classification is more
effective.

Notably, the Pixel_CNN classification result had a higher clas-
sification accuracy for vegetation and water in Table III. Through
analysis, it was found that there was some isolated vegetation in
the image. The image had shadows around some water, and the
two were similar in spectrum and shape. Pixel_CNN took pixels
as the analysis unit and can correctly classify some vegetation
and water in these areas with higher accuracy. During image seg-
mentation, isolated vegetation and a small amount of water were
segmented into the same segments that were mainly covered
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Fig. 9. Local classification results of Pixel CNN and MULTI_F.

by other land covers, resulting in a small amount of vegetation
and water being misclassified via the segment-based method,
as shown in Fig. 9. In general, the pixel-based analysis method
has certain advantages in some details. However, the overall
classification accuracy of pixel-based methods is not high, and
these methods are very time-consuming. In addition, the author
believes that the segment-based classification accuracy will be
further improved by optimizing the image segmentation result.

For the segment-based methods, the accuracy of the clas-
sification results based on different single-dimension features
(i.e., O_F, D_F, and S_F) was different. In arcas A and B
of Fig. 10, D_F and S_F existed the misclassification phe-
nomena in the red rectangular areas. The vegetations were
misclassified as the shadows, roads or buildings, and the

Pixel CNN
[1Segments

MULTI_F

Selected segments

buildings were misclassified as the roads or vegetations. How-
ever, the classification results of O_F were consistent with the
reference classification results. The raw image showed that the
red rectangular area of A mainly belonged to vegetation, and
the connections between vegetation categories were not tight.
The buildings in the red rectangular area of B were surrounded
by a large amount of vegetation and can be easily ignored. The
classification results of O_F in the red rectangular areas of A and
B demonstrated the advantages of object features and proved the
necessity of object features in urban land cover classification.
As shownin areas C and D of Fig. 10, O_F and D_F existed the
misclassification phenomena in the red rectangular areas. The
roads were misclassified as buildings, and the buildings were
misclassified as the roads. However, the classification results
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of S_F were consistent with the reference classification results.
The raw image showed that there were many cars in the red
rectangular area of C (parking lot) with complex spectral infor-
mation, which was close to that of some buildings composed
of high-reflectivity materials. In the red rectangular area of D,
there were buildings with roofs of different materials and large
intraclass spectral differences. The classification results of O_F
and D_F in the red rectangular areas of C and D showed that
the object features and deep features focusing on the segments’
internal information still had limitations in the complex urban
scene for the land cover classification. The spatial association
features in the red rectangular areas of C and D were very
obvious, such as vehicles were on the road; buildings were
adjacent to each other; etc. Utilizing the spatial association
features can compensate for the deficiency of object features
and deep features. Although both O_F and D_F existed the
misclassification phenomena in the red rectangular area of C,
the classification result of D_F was significantly better than that
of O_F in the red rectangular area of area D. This indicated
that deep features had stronger generalization ability than object
features in the areas with large intraclass spectral differences.

Local classification result of each single-dimension feature classification method.

B. Impact of Image Superpixel Segmentation Results on
Classification Results

As shown in Table III, the classification accuracy of
MULTI_Fq4, MULTI_F34, and MULTI_F was different. This
demonstrated that the image superpixel segmentation results
have a direct impact on the classification results.

As shown in area A of Fig. 11, in the segmentation result
of S = 17, the combination of the five selected segments can
represent the corresponding road; however, in the segmentation
result of S = 14, the number of segments representing the
road increased to 6, among which some of the segments were
misclassified as buildings. The reason was that the spectral
characteristics of buildings and roads in this area was similar,
while the internal spectral difference in the road was large.
When S decreased, the image superpixel segmentation results
tended to the state of oversegmentation. The difference between
road segments increased, and the difference between some
road and building segments decreased. Therefore, roads can
be misclassified as buildings. The oversegmentation results can
bring additional noise in the urban land cover classification
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Fig. 11.  Local segmentation results for S = 17, S = 14, and S = 34 and local classification results for MULTI_F, MULTI_F; 4, and MULTI_F34. First row:
Raw images and ground truth; Second row: segmentation results for S = 17 and classification results for MULTI_F; Third row: segmentation result for .S =
and classification result for MULTI_F14, segmentation result for S = 34 and classification result for MULTI_F34.

process, and lead to the “salt-and-pepper phenomenon” similar
to the what often occurs in pixel-level land cover classification
methods.

As shown in area B of Fig. 11, in the segmentation result
of S = 17, the selected segments contained two land cover
categories: buildings and shadows; however, in the segmentation
result of S = 34, the number of the selected segment reduced to 1,
and the selected segment also contained buildings and shadows.
According to the classification results of MULTI_F34, some
shadows were misclassified as buildings, and some buildings
were misclassified as shadows. The reason was that when S
increased, the image superpixel segmentation result tended to
the state of undersegmentation, and multiple land covers can
appear in the same segment, resulting in a higher classification
error rate. It can also be seen from Fig. 11 that when S = 17, the
segments and the image patches of the deep feature extraction
model were very consistent in morphology.

This study used a synthetic semivariance function to deter-
mine the hyperparameters of the superpixel segmentation. The
obtained segmentation result had the advantages of a single land
cover category within each segment and the good matching
degree between the segment and image patch in morphology.
This strategy was beneficial for improving the accuracy of urban
land cover classification.

C. Effectiveness of the Multidimension Feature Fusion
Strategy

Table IIT showed that the classification accuracy of fusing
two-dimension features was better than that of single-dimension
features. Among the methods for fusing two-dimension features,
(O+D)_F improved the classification accuracy compared with
each single-dimension feature classification method but did
not show an obvious advantage. The classification accuracies
of (O+S)_F and (D+S)_F were obviously better than that of
(O+D)_F. This indicated that spatial association features were
important for improving the land cover classification accuracy.
As shown in Table III, spatial association features had the large
impact on building, road, and water categories. After fusing
two-dimension features, the classification accuracy of building,
road, and water increased from 73.76%, 76.61%, and 83.11%
(the highest accuracy in O_F or D_F) to 79.32%, 80.96%,
and 89.59% (the highest accuracy in (O+S)_F or (D+S)_F),
respectively. Deep features had the large impact on vegetation
and shadow categories. After fusing two-dimension features,
the classification accuracy of vegetation and shadow increased
from 87.18% and 81.11% (the highest accuracy in O_F or S_F)
to 87.53% and 82.43% (the highest accuracy in (O+D)_F or
(D+S)_F), respectively.
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Table I1I also showed that the classification accuracy of fusing
three-dimension features was better than that of fusing two-
dimension features. In addition, after fusing three-dimension
features, the classification accuracy of each land cover cate-
gory was close to or even higher than the highest result of
this land cover category for all single-dimension features and
two-dimension features. This verified the effectiveness of the
multidimension feature fusion strategy in this study.

As shown in Table I11, the classification accuracy of MULTI_F
(F1-Score 0.8183, OA 82.54%, and Kappa 0.7669) was sig-
nificantly better than that of OCNN (F1-Score 0.7758, OA
79.11%, and Kappa 0.7209). It can be seen in Fig. 12 that the
OCNN classification result was prone to misclassification at the
junction of buildings and roads, while the classification result
of MULTIL_F was significantly optimized at the same scene.
In addition, the units for extracting object features and deep
features in the OCNN method were inconsistent. Directly fusing
the features of different units may increase invalid informa-
tion and make it difficult to effectively improve classification
accuracy. (O+D)_F also adopted the strategy of fusing object
features and deep features, but the units for extracting object
features and deep features were consistent. This ensured that
the fusion of object features and deep features can provide
multiangle and valuable information for segments, thus improv-
ing the classification accuracy. Comparing with OCNN, it was
further demonstrated that the three-dimension feature fusion
strategy in this study was more suitable for the urban land cover
classification.

V. CONCLUSION

This study proposed an urban land cover classification method
based on segments’ multidimension feature fusion. Compared
with other methods, our method had a higher accuracy. The
specific conclusions were as follows.

1) Compared with the pixel-based method (F1-Score 0.7362,
OA 77.47%, and Kappa 0.6987), the segment-based meth-
ods generally yielded the higher classification accuracy.
For the segment-based methods, the classification accu-
racy from different single-dimension features was differ-
ent.

2) The image superpixel segmentation results had the
significant impact on the classification results. Using
the synthetic semivariance function to determine the

hyperparameters of the superpixel segmentation was pro-
posed. The obtained segmentation result had the advan-
tages of a single land cover category within each segment
and the good matching degree between the segment and
image patch in morphology.

3) Single-dimension features based on segments’ object
features, deep features, and spatial association features
had their own advantages for the urban land cover
classification, with the classification accuracies of (F1-
Score 0.7843, OA 79.59%, and Kappa 0.7277), (F1-Score
0.7887, OA 80.09%, and Kappa 0.7344), and (F1-Score
0.7661, OA 78.45%, and Kappa 0.7126), respectively.
The strategy of multidimension feature fusion can com-
bine the advantages of each single-dimension feature to
improve the classification accuracy. Three-dimension fea-
ture fusion was the best solution for achieving the urban
land cover classification, with the classification accuracy
of (F1-Score 0.8183, OA 82.54%, and Kappa 0.7669).

The proposed method shows great potentials in the urban land

cover classification. In future research, it can be tried to filter and
optimize the multidimension features when reducing the data re-
dundancy. Using deep neural networks to learn multidimension
features of segments and constructing the improved models for
the urban land cover classification can also be attempted. In
addition, it is possible to explore how to adaptively apply the
idea of fusing multidimension features of segments based on
the optimal segmentation results from different segmentation
algorithms.
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