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Thin Cloud Correction for Single Optical Satellite
Image Using Complementary Dark Objects on

Multiple Visible Bands
Peng Yi, Chi Zhang , Member, IEEE, Li Ma, Yang Liu , Huagui He, and Wenxiong Hu

Abstract—Optical satellite images frequently suffer from thin
clouds, degrading the data quality. A thin cloud correction method
is developed based on complementary dark objects on multiple
visible bands to address this problem. First, thin cloud images are
divided into irregular subareas using the superpixel segmentation
algorithm, enabling the proper identification of dark objects in
the spatial domain across different visible bands. A criterion is
then established to classify the dark objects into two types, namely,
absolute dark objects (ADOs) and relative dark objects (RDOs).
Subsequently, the quantitative correlation of thin clouds between
visible bands is estimated by adopting the ADOs. Dark objects
present complementarity in visible bands; thus, the RDOs on one
band are spatially densified by referencing the RDOs on the other
visible bands. Thereby, a thin cloud map with fine spatial details
is interpolated by using all the ADOs and RDOs on a band, and
the correction procedure is performed through subtraction. Eight
visible data captured by Landsat platforms are collected for simu-
lated and real experiments to evaluate the method’s performance.
Three representative thin cloud correction approaches are selected
for visual and quantitative comparisons. The proposed method can
correct thin clouds effectively and restore various scenes accurately.
The interpolated thin cloud maps show enhanced texture details
and finer representation compared with the benchmarks. In ad-
dition, the advantages of dark-object densification for thin cloud
map generation and the limitations of the proposed method are
investigated.

Index Terms—Band correlation, complementary dark object,
optical satellite image, spatial interpolation, thin cloud correction.

I. INTRODUCTION

THIN clouds pose a considerable challenge to optical remote
sensing observations because they are semitransparent,

Manuscript received 15 August 2023; revised 18 December 2023; accepted 28
January 2024. Date of publication 21 February 2024; date of current version 13
March 2024. This work was supported in part by the Guangzhou Collaborative
Innovation Center of Natural Resources Planning and Marine Technology under
Grant 2023B04J0301, in part by the Key-Area Research and Development
Program of Guangdong Province under Grant 2020B0101130009, in part by
the Guangdong Enterprise Key Laboratory for Urban Sensing, Monitoring,
and Early Warning under Grant 2020B121202019, and in part by the Science
and Technology Foundation of Guangzhou Urban Planning and Design Survey
Research Institute (RD No. 2220201132 and 2230201025). (Corresponding
authors: Chi Zhang; Yang Liu.)

The authors are with the Guangzhou Urban Planning and Design Survey
Research Institute, Guangzhou 510060, China, and also with the Guangdong
Enterprise Key Laboratory for Urban Sensing, Monitoring and Early Warning,
Guangzhou 510060, China (e-mail: kalma@163.com; zhangchi9502@outlook.
com; pppmali@126.com; liuyang_052@163.com; gzhehuagui@163.com;
251125113@qq.com).

Digital Object Identifier 10.1109/JSTARS.2024.3366178

highly reflective, and usually tend to exhibit slow spatial vari-
ation in satellite views [1]. These characteristics cause thin
cloud-covered regions to appear brighter than their surround-
ings, containing radiation from clouds and land surfaces. In
some cases, thick clouds are present in the scene at the same
time, which are opaque and out of the scope of this article
[2], [3]. Consequently, correction procedures are necessary for
cloud-contaminated images before the images are applied in real
applications, such as natural resource monitoring, land cover
change detection, and regional environmental evaluation.

Numerous efforts have been made to address the issue of
thin clouds in optical satellite images, particularly in the vis-
ible bands. This study focuses on thin cloud correction in
the visible bands and categorizes the existing approaches into
four main types: deep-learning-based, frequency-domain filter-
based, spectral-correlation-based, and dark-object-based meth-
ods. Deep-learning-based methods aim to map thin cloud images
to cloud-free images through nonlinear transformations, opti-
mizing transformation parameters using large-scale datasets via
backpropagation [4], [5], [6]. Convolutional neural networks and
generative adversarial networks are popular architectures, and
variations, such as residual symmetrical concatenation network
[7], residual learning and channel attention mechanism (RL-
CAM) integrated network [8], and attention mechanism-based
generative adversarial network [9], have been designed for thin
cloud correction tasks. Although these methods show promising
performance, they rely heavily on robust network structures
and large datasets for optimal results, limiting their practicality,
especially in emergency cases with limited data.

Unlike deep-learning-based methods, the other three cate-
gories of approaches rely solely on information from the image
itself and do not need pretraining, thus being more practical.
Frequency-domain filter-based methods assume that thin clouds
correspond to low-frequency components due to their spatial
smoothness, while land surfaces, which are rich in textures, are
considered high-frequency components. These methods convert
thin cloud images to the frequency domain and remove thin
clouds using homomorphic filtering [1] and other high-pass
filters [10], [11], [12], [13]. Although frequency-domain filter-
based methods do not have specific data requirements and are
suitable for various types of optical images, they suffer from
certain limitations. For instance, smooth land covers, such as
uniform water surfaces, might be mistakenly treated as thin
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clouds and subsequently corrected, leading to color distortion
in the resulting images. Spectral-correlation-based methods are
employed to distinguish between thin clouds and land surfaces
based on their different correlations across bands. Represen-
tative techniques include haze-optimized transformation [14],
linear band transformation [15], tasseled cap transformation
[16], independent component analysis [17], principal compo-
nent analysis [18], and principal component transformation [19].
These methods require pending thin cloud images that consist
of data from at least two bands to perform the spectral transfor-
mations.

Dark-object-based methods rely on the existence of pixels
with very low reflectance, known as dark objects, in one or
several bands. Dark objects are real and widespread on the
Earth’s surfaces, making this category of methods more practical
and applicable compared with the other three categories. Several
milestone approaches and their variants have been developed
for correcting thin clouds in visible satellite data. These meth-
ods include primeval dark-object subtraction (PDOS) [20], im-
proved dark-object subtraction (IDOS) [21], haze thickness map
(HTM) [22], dark channel prior (DCP) [23], and spatial–spectral
adaptive dark channel prior (SSADCP) [24]. PDOS is an early
method that uses dark objects to correct uniform thin clouds in
individual bands. Building upon this method, IDOS extends the
correction scope from the individual band to multiple visible
bands by introducing the scattering law. HTM further optimizes
the search strategy of dark objects from a global to a local scale,
leading to finer thin cloud maps for each band. DCP can be
regarded as an enhanced version of HTM, as it extends the search
for dark objects from band-by-band to multibands, promising an
increased number of dark objects and improved cloud correction
performance. However, DCP has limitations because it ignores
the band varying of thin clouds and may be sensitive to bright
surfaces lacking dark objects. SSADCP achieves substantial
progress by proposing a band-varied thin cloud estimation ap-
proach and developing a spatial adaptive strategy, which helps
address the adverse effects of cloud varying and bright surfaces
to some extent. In summary, dark-object-based methods have
proven to be efficient for correcting thin clouds in visible satellite
data. However, their performance heavily relies on the density
of dark objects in the spatial domain. When dark objects are
spatially sparse, the accurate estimation of thin clouds becomes
challenging, leading to overcorrection or undercorrection in the
results.

From the above findings, dark-object-based methods are more
practical and widely applicable, often yielding satisfactory re-
sults compared with the other three categories of methods. This is
because dark objects are real and commonly found on the Earth’s
surfaces, making the assumption of their existence reliable and
robust. Representative land covers that contain dark objects
include dark soils, shadows, and dense vegetation. However,
as mentioned previously, the efficiency of dark-object-based
methods is limited by the spatial density of dark objects. Theoret-
ically, denser distribution of dark objects leads to finer thin cloud
maps and better results. This study explores and exploits the
complementarity of dark objects across multiple visible bands
to densify their spatial distribution, based on which a thin cloud

correction method is designed for a single optical satellite image.
The major contributions of this article are as follows.

1) A novel thin cloud correction method was proposed for
a single optical satellite, which is simple but effective.
This study explores and exploits the complementarity of
dark objects across multiple visible bands to generate a
thin cloud map with fine details, ensuring the satisfactory
performance for various satellite data.

2) A criterion to classify dark objects was established. Two
subconcepts—absolute dark objects (ADOs) and relative
dark objects (RDOs)—were further defined to character-
ize the dark objects.

3) A robust estimation strategy for estimating the band cor-
relation of thin clouds was developed based on ADOs. A
spatial densification strategy for dark objects was devel-
oped by referring to RDOs.

The rest of this article is organized as follows. Section II
gives the details of the proposed method. Section III provides the
experimental results and the comparison with other benchmark
methods. Section IV discusses the advantages and limitations of
the method. Finally, Section V concludes this article.

II. METHOD

The accurate estimation of thin cloud intensity for each visible
band is a necessary precondition for cloud correction [25]. In
this study, the complementarity of dark objects across multiple
visible bands is investigated and utilized to spatially densify their
distribution. A finely detailed thin cloud map can be generated
by doing so, promising precise cloud correction. The method’s
outline is given as follows. Thin cloud images are divided into
irregular subareas via superpixel segmentation. Dark objects are
identified within subareas in different visible bands. A criterion
is then constructed to classify the dark objects into two types:
ADOs and RDOs. The band correlation of thin cloud intensity
is calculated using ADOs. Given the complementarity of dark
objects, the RDOs on a band are densified by referencing the
RDOs on the other bands. All the ADOs and densified RDOs on
a band are utilized to generate the thin cloud map using spatial
interpolation. Thin cloud correction is performed through sub-
traction. Correspondingly, an overall flowchart of the proposed
method is provided in Fig. 1.

A. Empirical Cloudy Image Model

Optical satellite images captured under a turbid atmosphere
are typically modeled as follows [26], [27]:

ρ∗ = ρ+ ρc (1)

where ρ represents the land surface underneath thin clouds. ρc
denotes the thin clouds, mainly triggered by scattering effects
[28]. ρ∗ is the observed thin cloud image. The correction proce-
dure in this study is based on (1).

Thin cloud problem in visible bands is more severe and of
greater concern than in other bands due to the stronger scattering
effects. Quantitatively, the scattering effects can be described
by scattering law [29], [30]. On this basis, the thin cloud in-
tensity between arbitrary pairs of visible bands i and j can be
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Fig. 1. Overall flowchart of the proposed method.

Fig. 2. Instance of thin cloud image segmentation using the simple linear
iterative clustering algorithm. (a) Thin cloud image acquired by Landsat 8 on 13
February 2022 (path: 042 and row: 035). (b) Result of superpixel segmentation.
(c) Enlarged version of the red rectangle in (b). (d) Binarized BPI map in which
the black areas are the identified bright surfaces.

Fig. 3. Illustration of dark-object location in different superpixels on each
visible band.

derived as follows [21]:

ρc,i = ai,j · ρc,j (2)

where ai,j is the correlation coefficient (CC). Equation (2)
denotes that the thin cloud intensity between any pair of visible
bands is directly proportional to each other.

Fig. 4. Flowchart of dark-object classification.

B. Location of Dark Objects Based on Superpixel
Segmentation

Dark objects in local areas on different visible bands need to
be located before thin cloud estimation. The existing methods
usually divide cloudy images into several nonoverlapping or
overlapped rectangular subareas and consider the pixel with the
minimum value in each subarea as the dark object [22], [23],
[24]. However, in reality, thin clouds are not always constant
in a rectangular patch [23]. In addition, a rectangular subarea
may contain multiple land covers. Although the dark objects
from different land covers all have very low reflectance, their
inherent reflectance is not completely the same [21]. Conse-
quently, the thin cloud intensity estimated by the dark object
from one land cover is unsuitable for characterizing the thin
cloud intensity of the other land covers in the same rectangu-
lar subarea. Thus, the distribution of land covers needs to be
considered when dividing thin cloud images for locating dark
objects.
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(b)(a) (c)

Fig. 5. Linear regression results of ADOs between an arbitrary pair of visible bands. (a) Red band versus green band. (b) Red band versus blue band. (c) Green
band versus blue band.

Fig. 6. Illustration of dark-object densification and thin cloud map interpola-
tion using the red band as an example.

Given that an arbitrary land cover consists of pixels with
similar spectral and texture features, superpixel segmentation
can be used to perform image division oriented to land covers.
The simple linear iterative clustering algorithm is adopted in
this study. An instance of superpixel segmentation for a thin
cloud image is illustrated in Fig. 2. The image size in Fig. 2(a)
is 512 pixels × 512 pixels, and the number of superpixels in
Fig. 2(b) is 1024. In each superpixel, the pixels with minimum
values in different visible bands are located and labeled as dark
objects, as shown in Fig. 3. However, in some cases, pixels from
bright surfaces, such as bare soils, might be wrongly defined as
dark objects, leading to the misestimation of thin clouds. The
bright pixel index (BPI) proposed in previous work is adopted
to solve this problem [24]. The BPI values of bright surfaces
are always much lower than those of other land covers, which
provides a clue to exclude them [see Fig. 2(d)]. Each superpixel

represents only one land cover; thus, the thin cloud intensity
in different superpixels can be properly characterized by the
located dark objects.

C. Spatial Densification of Dark Objects in Visible Bands

Dark objects refer to pixels with very low reflectance in a
band or multiple bands, mainly from two categories of land
covers. One category is dark soils, shadows, and dense vegeta-
tion, which have low reflectance in all visible bands. The other
category refers to some colorful ground features, which have
low reflectance in at least one visible band. For example, the
reflectance of blue roofs is high in the blue band but low in the
other green and red bands. The pixels from the former category
are always labeled as dark objects in all visible bands and are
classified as ADOs in this study. Those from the latter category
are labeled in only one or several visible bands and are defined
as RDOs. The classification of dark objects is illustrated in the
flowchart in Fig. 4.

For ADOs, ρ is close to zero in all visible bands, and ρ∗ can
be regarded as equal to ρc, that is, ρ∗ = ρc . Therefore, the band
correlation of thin clouds can be obtained by linearly fitting the
ADOs from different band pairs, which can be expressed as

ρc,k = ck,l · ρc,l + dk,l (3)

where the subscripts k and l represent a pair of visible bands,
and c and d are the linear fitting coefficients. ck,l represents
the proportionality coefficient of thin cloud intensity between
visible bands k and l and equals ai,j in (2). dk,l is related to the
reflectance of dark objects under clear sky conditions.

With the thin cloud image in Fig. 2(a) taken as an example
again, the linear regressions of ADOs from different band pairs
are executed and plotted in Fig. 5. As the figures show, the scatter
points are highly clustered around the fitting lines. The coeffi-
cient of determination R2 varies from 0.9574 to 0.9788, demon-
strating a remarkable linear correlation. In addition, parameter
d is 0, 0, and 0.01 in the three linear relations, respectively. This
finding proves that the ADOs are truly dark in all visible bands,
but their inherent reflectance is not exactly the same under clear
sky conditions.

Unlike ADOs, RDOs have low reflectance in one or several
visible bands and can accurately characterize the thin cloud
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Fig. 7. Thin cloud correction results of the first simulated data using different methods. (a) First simulated thin cloud data. (b) RLCAM. (c) NAPCT. (d) SSADCP.
(e) Proposed method. (f) Cloud-free image.

Fig. 8. Band-by-band comparison of different results. The first to the sixth columns show the visible bands (Bands 1–4 of OLI) of the simulated thin cloud image
RLCAM, NAPCT, SSADCP, the proposed method, and the ground truth, respectively.
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Fig. 9. Thin cloud maps produced by different methods. (a)–(d) Exhibit the thin cloud maps generated from RLCAM, NAPCT, SSADCP, and the proposed
method. (e) Ground truth.

Fig. 10. Scatter plots between different thin cloud maps and the ground truth. (a) Ground truth versus RLCAM. (b) Ground truth versus NAPCT. (c) Ground
truth versus SSADCP. (d) Ground truth versus the proposed method.
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Fig. 11. Thin cloud correction results of the second simulated data using different methods. (a) Second simulated thin cloud data. (b) RLCAM. (c) NAPCT.
(d) SSADCP. (e) Proposed method. (f) Cloud-free image.

Fig. 12. Band-by-band comparison of different results. The first to the sixth columns show the visible bands (Bands 1–4 of OLI) of the simulated thin cloud
image, RLCAM, NAPCT, SSADCP, proposed method, and ground truth, respectively.

intensity in the corresponding bands. The relation of thin cloud
intensity between visible bands is obtained from (3), based on
which the RDOs in a band can be used to derive the virtual RDOs
at the same positions in the other bands. With the red band taken
as an example, the derivation of virtual RDOs from the green

band is expressed as

ρc,r = cr,g · ρc,g (4)

where cr,g represents the proportionality coefficient of the thin
cloud intensity between the red and green bands. Similarly, the
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Fig. 13. Thin cloud maps produced by different methods. (a)–(d) Exhibit the thin cloud maps generated from RLCAM, NAPCT, SSADCP, and the proposed
method. (e) Ground truth.

Fig. 14. Scatter plots between different thin cloud maps and ground truth. (a) Ground truth versus RLCAM. (b) Ground truth versus NAPCT. (c) Ground truth
versus SSADCP. (d) Ground truth versus the proposed method.

derivation from the blue band is given as follows:

ρc,r = cr,b · ρc,b. (5)

Thus, the RDOs on a band can be densified by taking the
RDOs on the other bands as a reference based on the comple-
mentarity of dark objects. All the ADOs and densified RDOs in

a band are then used to interpolate a spatially continuous thin
cloud map, which should have fine texture details.

The illustration of the dark-object densification and thin cloud
map interpolation is exhibited in Fig. 6. As long as the thin cloud
intensity for each visible band is accurately estimated, the thin
cloud correction can be completed through subtraction.
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Fig. 15. Thin cloud correction results of the first real data using different methods, with acquired data from 26 March 2022 (path: 042 and row: 036). (a) First
real thin cloud data. (b) RLCAM. (c) NAPCT. (d) SSADCP. (e) Proposed method.

Fig. 16. Band-by-band comparison of different results. The first to the fifth columns show the visible bands (Bands 1–4 of OLI) of the real thin cloud image,
RLCAM, NAPCT, SSADCP, and proposed method, respectively.
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Fig. 17. Comparison of thin cloud maps produced by different methods. (a)–(d) Exhibit the thin cloud map generated from RLCAM, NAPCT, SSADCP, and the
proposed method.

Fig. 18. Thin cloud correction results of the second real data using different methods, with acquired data from 13 February 2022 (path: 042 and row: 035).
(a) Second real thin cloud image. (b) RLCAM. (c) NAPCT. (d) SSADCP. (e) Proposed method.

III. EXPERIMENTS

Two simulated and six real thin cloud images are collected
from Landsat 9 operational land imager2 (OLI2), Landsat 8
OLI, and Landsat 7 enhanced thematic mapper plus (ETM+)
to validate the cloud correction performance of the proposed
method. The experimental data contain various scenes, includ-
ing forests, mountainous regions, bare soils, and water areas.
Three representative thin cloud correction methods, namely,
RLCAM-integrated network [8], principal component analysis
(NAPCT) [19], and SSADCP [24], are selected as benchmarks
for comparison. Result evaluations are executed from visual
and quantitative aspects. Visually, the corrected results of dif-
ferent methods are checked band-by-band, and the thin cloud

maps are compared. Quantitatively, four metrics, namely, root-
mean-square error (RMSE), mean absolute error (MAE), CC,
and spectral angle (SA) are computed to assess the data accuracy.

A. Simulated Experiments

In accordance with the work of Zhang et al.[28], the gen-
eration of simulated thin cloud images refers to the empirical
cloudy image model in (1). The clear surfaces ρ are from the
scene captured under a clear sky. Thin cloud masks ρc come
from real cloudy images. The band correlation of thin clouds
ai,j in (2) is determined by scattering law.

Fig. 7 shows the first simulated experiment, which is based
on Landsat 8 OLI data. The main land covers are mountainous
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Fig. 19. Band-by-band comparison of different results. The first to the fifth columns show the visible bands (Bands 1–4 of OLI2) of the real thin cloud image,
RLCAM, NAPCT, SSADCP, and proposed method, respectively.

Fig. 20. Comparison of thin cloud maps produced by different methods. (a)–(d) Exhibit the thin cloud map generated from RLCAM, NAPCT, SSADCP, and the
proposed method.

regions and urban areas. Fig. 7(b)–(e) shows the corrected results
of RLCAM, NAPCT, SSADCP, and the proposed method, re-
spectively. Fig. 7(f) displays the cloud-free ground truth acquired
on 10 March 2022, with the numbers of path and row being 042
and 036, respectively. The individual visible band is checked for
further visual comparison, as exhibited in Fig. 8. As the observa-
tion indicates, RLCAM corrects most thin clouds in the scene,
and the ground surfaces are basically revealed. However, two
main problems exist. RLCAM fails to correct dense thin clouds,
resulting in residual clouds. Moreover, the bright surfaces in the
scene are wrongly corrected, showing different colors than the
ground truth. The performance of RLCAM in the scene reveals
the generalizability problem of deep-learning-based methods for
different data. Unlike RLCAM where the image is processed
globally, NAPCT uses the cloud mask so that the spectral
of cloud-free regions is untreated and well preserved. Thin

clouds are also completely eliminated. Nevertheless, obvious
boundaries exist between the corrected regions and cloud-free
regions, degrading the visuality of the results. Different from
the above methods, SSADCP can effectively remove thin clouds
and recover consistent spatial and spectral characteristics as the
ground truth. However, cloud traces can still be observed in the
result, as indicated by the red arrow in Fig. 7(d). This finding is
mainly attributed to the sparse distribution of dark targets in the
scene, causing the generated thin cloud map to be insufficiently
fine. As shown in Fig. 7(e), the proposed method faithfully
recovers spatial and spectral details; band-by-band comparison
indicates that the thin clouds in each visible band are completely
corrected, suggesting a better performance than the benchmarks.

A comparison of thin cloud maps of different methods is
exhibited in Fig. 9. Scatter plots between thin cloud maps and
ground truth are shown in Fig. 10, where the values of RMSE
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Fig. 21. Thin cloud correction results of the third to sixth real data using the proposed method.

and MAE are also given. In Fig. 9(a), RLCAM approximately
estimates the thin cloud intensity in the spatial domain. Never-
theless, this approach leads to the overestimation of thin clouds
over the bright surfaces in the scene, as indicated by the red
ellipse. In addition, a part of the ground information is mixed in
the thin cloud map, which may reduce the accuracy of the cor-
rected result. NAPCT yields a thin cloud map with finer spatial
features and few ground components. However, nonnegligible

boundaries exist between the cloudy and cloud-free regions,
which differs from the ground truth in Fig. 9(e). SSADCP
maps thin clouds but still shows halos and block artifacts. In
addition, SSADCP avoids the overestimation of thin clouds on
bright surfaces, resulting in a better outcome. A thin cloud map
interpolated by the proposed method is shown in Fig. 9(d). Thin
clouds closely match the ground truth in both spatial distribution
and intensity, as exhibited in Fig. 9(e). Furthermore, the thin
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Fig. 22. Comparison of dark-object distribution in different visible bands before and after densification. (a)–(d) Dark-object distributions in bands 1–4 before
densification. (e) Dark-object distribution in visible bands after densification.

Fig. 23. Comparison of thin cloud maps interpolated from the dark objects before and after densification. (a) Thin cloud map interpolated from the dark objects
without densification. (b) Thin cloud map interpolated from the densified dark objects. (c) Ground truth.

Fig. 24. Comparison of results using the proposed method with and without dark-object densification. The first to fifth columns are the true color images, bands
1–4 of OLI.

cloud map of the proposed method shows a remarkable linear
correlation with the ground truth compared with the benchmarks,
and the dot pairs are highly clustered around the 1:1 line,
indicating low RMSE and MAE. This finding confirms that the
superpixel segmentation-based dark-object location and spatial
densification of dark objects promise a more accurate estimation
of thin clouds, resulting in a superior corrected result.

With Fig. 7(f) as a reference, the scores of four metrics,
namely, RMSE, MAE, CC, and SA, are calculated to quanti-
tatively assess different results, as tabulated in Table I. RMSE,
MAE, and CC are computed based on the individual visible
bands, that is, Bands 1–4 of OLI, and SA is calculated based

on all visible bands. Smaller values of RMSE, MAE, and SA
indicate low data errors. A large CC value corresponds to a high
data consistency. The ideal scores are presented in bold. As the
table illustrates, the proposed approach achieves superior scores
in almost all metrics for visible bands, which is in accordance
with the visual assessment above. Thus, the proposed approach
demonstrates superior performance in quantitative aspects com-
pared with the benchmarks, proving its efficiency in thin cloud
correction.

The second simulated experiment is shown in Fig. 11. The
main land covers are farmland, green vegetation, and bare
soils. Thin clouds primarily occur at the top of the image, as
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TABLE I
QUANTITATIVE COMPARISON OF DIFFERENT RESULTS FOR THE FIRST

SIMULATED EXPERIMENT

indicated in Fig. 11(a). Thin cloud correction results of various
methods are exhibited in Fig. 11(b)–(e). Fig. 11(f) shows the
cloud-free ground truth acquired on 12 January 2022, and the
numbers of path and row are 027 and 037, respectively. The
individual visible band is shown in Fig. 12. As in the previ-
ous experiments, these four approaches show similar perfor-
mance. Most thin clouds are cleared by RLCAM, but some
still remain. NAPCT retains the spectra of cloud-free regions
well, and the clouds are eliminated. However, color distortion
and cloud boundaries are observed. Compared with RLCAM
and NAPCT, SSADCP achieves better performance in cloud
correction and color maintenance. Most of the thin clouds are
properly removed, and the recovered spectra are consistent
with the ground truth. However, some cloud traces can still be
observed. Different from the benchmark approaches, the pro-
posed method successfully clears thin clouds in all four visible
bands, leaving little cloud traces. Moreover, the result shows
color consistency with the ground truth, suggesting that the
spectra are correctly recovered, and the cloud-free areas are well
preserved.

Thin cloud maps of various methods are provided in Fig. 13,
and the corresponding scatter plots are shown in Fig. 14. As
the figures show, RLCAM tends to overestimate the thin cloud
intensity over bright surfaces. The thin cloud intensity in cloud-
free areas is very low in NAPCTs result, but the cloud boundaries
are obvious. SSADCP, which considers special treatment for
typical bright surfaces, manages to avoid the overestimation of
thin clouds, as shown in Fig. 13(c). Figs. 13(d) and 14(d) reveal
that the thin cloud map produced by the proposed method is
almost consistent with the ground truth in terms of intensity and
spatial distribution and holds finer texture details compared with
benchmark methods.

The quantitative assessment of the second simulated experi-
ment is listed in Table II, where the ideal values are shown in
bold. Against the benchmark approaches, the proposed method
obtains superior scores across the four metrics in all visible
bands. This finding confirms that the proposed approach has
superior correction performance compared with that of the

TABLE II
QUANTITATIVE COMPARISON OF DIFFERENT RESULTS FOR THE SECOND

SIMULATED EXPERIMENT

comparative methods and can quantitatively recover the ground
information underneath the thin clouds.

In accordance with the evaluations of the above simulated
experiments, our approach yields corrected results that are visu-
ally satisfactory and have high spectral fidelity, outperforming
the benchmark methods to a considerable extent.

B. Real Experiments

Six thin cloud images from the real world are collected to
further confirm the cloud removal ability of the method in real
scenes. Fig. 15 shows the first real thin cloud image sensed
by OLI on 26 March 2022, and the numbers of path and row
are 042 and 036, respectively. The comparison of each visible
band is exhibited in Fig. 16. The scene is mainly composed
of mountain lands and some bright bare soils. The results of
RLCAM, NAPCT, SSADCP, and the proposed method are
displayed in Fig. 15(b)–(e). As shown in Figs. 15(b) and 16,
RLCAM clears the thin clouds to a great degree, but residual
clouds are seen in Band 1. Against RLCAM, NAPCT shows
satisfactory performance in both cloud removal and spectral re-
tention, whereas cloud boundaries occur in the result. SSADCP
can effectively correct thin clouds in different visible bands,
but cloud traces can still be observed in the result. As given
in Fig. 15(e), the proposed method clears the adverse cloud
effects in each visible band, and no cloud traces remain. In
addition, the spectra in cloud-free areas are well maintained,
and the corrected information in cloudy areas is in accordance
with the surroundings, indicating that the ground features un-
derneath the clouds are faithfully recovered.

Thin cloud maps of different methods are compared visually
and given in Fig. 17. Thin clouds can be estimated through
these methods but with different accuracies, similar to the sim-
ulated experiments. RLCAM is adversely influenced by bright
surfaces. Obvious cloud boundaries appear in NAPCTs result.
SSADCP is almost free from the effects of bright surfaces but
exhibits halos and block artifacts. The thin cloud map produced
by the proposed method accurately describes thin clouds with
finer spatial details and contains minimal ground information.
The advantages of thin cloud maps indicate that the proposed
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method can produce a better corrected result in terms of visual
and quantitative aspects.

The second real experiment is performed based on Landsat
9 OLI2 and shown in Fig. 18. A band-by-band comparison is
exhibited in Fig. 19. The main land covers are green vegetation,
water surfaces, and some bright surfaces; thin clouds cover
the entire scene almost completely, which is different from
the first real experiment. In RLCAMs result, thin clouds are
partly corrected, and the bright surfaces are distorted. NAPCT
maintains the spectral of cloud-free regions. However, some
residual thin clouds are observed. SSADCP clears the thin clouds
and keeps the color of the bright surface. However, the result
contains some cloud traces, which can be observed from the
areas indicated by the red arrow. Fig. 18(e) presents the result
of the proposed approach. After the correction, thin clouds are
properly cleared, and the restored spectral characteristics are
similar to those in surrounding regions. In addition, as shown
in Fig. 20, the thin cloud map is finer than that produced by
the benchmark approaches, without halos and block artifacts.
Therefore, the proposed approach has superior cloud correction
and spectral maintenance abilities for visible bands.

Fig. 21 gives the corrected results of the other four real thin
cloud images using the proposed method. The third and fourth
real data are from Landsat 9 OLI2 on 8 January 2022, the main
land covers of the former are colorful farmlands, and those of
the latter are dark rocks and bare soils. The fifth real data are also
collected by Landsat 9 OLI2, but the acquired data are from 14
February 2022, and its land cover is composed of vegetation and
bare land. The sixth real data are selected from Landsat 7 ETM+
on 28 March 2022. In accordance with the previous experiments,
the proposed method shows satisfactory correction performance
in all four scenes. Thin cloud maps can be accurately estimated
so that every visible band is totally corrected, and the spectra in
cloud-free areas are well maintained.

In short, the above real experiments demonstrate that the
proposed approach is also suitable for thin cloud data with
various land covers acquired from the real world, having better
cloud correction and color maintenance abilities than the three
comparative methods.

IV. DISCUSSIONS

Two aspects need to be further clarified in this section: the
advantages of dark-object densification for generating thin cloud
maps and the limitations of the proposed method in certain cases.

The major novelty of the proposed method is the utilization
of complementary dark objects in visible bands to interpolate
thin cloud maps with finer spatial details, thereby improving
the correction results. The specific advantages of dark-object
densification for thin cloud map generation are discussed. The
simulated thin cloud image in Fig. 11(a) is taken as an example
for validation. The numbers of dark objects in each visible band
before and after densification are counted and shown in Fig. 22.
As depicted in the figures, the dark objects are relatively sparse
in spatial before densification, with a total of 7396 dark objects
in each visible band. Among them, 2473 are ADOs, and 4923 are
RDOs. After densification, the number of dark objects markedly

increased to 17 242, with 2473 ADOs and 14 769 RDOs. Thus,
the spatial distribution of dark objects becomes visually denser,
as shown in Fig. 22(e).

The interpolated thin cloud maps are compared in Fig. 23. As
shown in Fig. 23(a), the thin cloud map appears coarse with fuzzy
textures. By contrast, the thin cloud map in Fig. 23(b) is finer
and contains more spatial details, approaching the ground truth,
as shown in Fig. 23(c). On the basis of these thin cloud maps, the
corrected results are obtained and given in Fig. 24. In the first
row, most of the thin clouds are cleared, but some obvious cloud
traces remain because the initial thin cloud map is too coarse to
accurately describe the spatial details. In the second row, thin
clouds are effectively removed from different visible bands, and
cloud traces are largely avoided. This improvement is due to the
denser dark objects, which enable a finer thin cloud map to be
generated, allowing for the interpolation of more spatial details.
However, a few cloud traces appear in areas with dramatic cloud
changes. This limitation occurred because thin clouds can vary
in extremely small local areas, and the interpolated thin cloud
map approaches but does not reach the same level of fineness as
the ground truth, thereby failing to describe such small changes
adequately.

Moreover, in the proposed approach, thin cloud intensity
over bright surfaces is interpolated using the surrounding dark
objects. Thus, the interpolation operation for scenes with large
areas of bright surfaces may be unsuitable, and the corrected
results can be problematic. The above problems may be solved
by adding virtual dark objects using some strategies, which will
be explored in future studies.

V. CONCLUSION

In this study, a novel thin cloud correction method was pro-
posed for single optical remote sensing data based on comple-
mentary dark objects across multiple visible bands. Dark objects
were accurately located in different visible bands using a su-
perpixel segmentation algorithm. Two subconcepts—ADOs and
RDOs—were defined to characterize the dark objects. The corre-
lation of thin cloud intensity among visible bands was calculated
by fitting the ADOs. Given the complementarity of dark objects,
RDOs on the one band were densified by referring to RDOs on
the other bands. The combination of ADOs and densified RDOs
was then used to interpolate a fine thin cloud map with enhanced
texture details for various bands. The proposed method was
thoroughly evaluated through simulated and real experiments
conducted on a series of Landsat images. Three representative
thin cloud correction methods were selected as benchmarks for
comparison. Visual and quantitative assessments demonstrated
that the proposed approach effectively corrected thin clouds in
various scenes, producing more natural and visually faithful re-
sults compared with those produced by the benchmark methods.
The thin cloud maps generated by the proposed method were
finer and contained more spatial details. Quantitative evaluations
further validate the efficiency of the proposed method, as it
consistently achieved ideal values across RMSE, MAE, CC,
and SA metrics in most cases. The proposed approach exhibited
satisfactory performance in both visual and quantitative aspects
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of thin cloud correction across various land covers. In addition,
the advantages of dark-object densification in thin cloud map
generation were demonstrated. The densified dark objects led to
a finer thin cloud map with increased spatial details, closely
resembling the ground truth. In terms of application scopes,
the proposed approach shows satisfactory ability in correcting
thin clouds that exhibit slow spatial variations. However, it may
have limitations in effectively handling thin clouds that undergo
dramatic changes in tiny local areas.
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