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Efficient Denoising of Multidimensional GPR Data
Based on Fast Dictionary Learning

Deshan Feng , Li He , Xun Wang , Yougan Xiao , Guoxing Huang , Liqiong Cai , and Xiaoyong Tai

Abstract—Denoising plays a fundamental role in ground pen-
etrating radar (GPR) data processing and determines the effect
of anomaly extraction, inversion imaging, and other subsequent
processing. In recent years, the sparse dictionary representation
method k-singular value decomposition (K-SVD) based on K-
means, which can adaptively change the basis function according to
the data, has become a hotspot in the field of image denoising and
data reconstruction. Nevertheless, the SVD is a time-consuming
calculation, especially unacceptable in multidimensional problems;
we introduce a dictionary learning method based on the sequential
generalized K-means (SGK), where the dictionary atoms are up-
dated by the arithmetic average of several training signals instead
of a great deal of SVD calculation in K-SVD. We establish a 3-D
road simulation model and conduct finite-difference time-domain
forward numerical simulation to acquire 3-D GPR data. Through
three sets of experiments on 3-D numerical examples and 3-D field
data, the results show that both dictionary learning algorithms can
successfully remove random noise from GPR data even at a lower
input signal-to-noise ratio. The clutter interference in the random
medium forward data can be effectively eliminated simultaneously,
and both denoising methods exhibit promising applications in 3-D
field data. However, the SGK method solves the serious problem
of computational efficiency to a certain extent. The computational
acceleration ratio of SGK remains consistently above 7.5× that
of the K-SVD algorithm in multigroup experiments, with only a
marginal decline in denoising performance.

Index Terms—Dictionary learning, ground penetrating
radar (GPR), K-singular value decomposition (K-SVD), noise
attenuation, sparse representation, sequential generalized
K-means (SGK).

I. INTRODUCTION

GROUND penetrating radar (GPR), as an efficient nonde-
structive exploration method, can quickly and intuitively

obtain the distribution of underground targets in actual explo-
ration. It has the advantages of high precision and high resolution
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and is often used in environmental, geological applications
[1], [2], [3] and engineering exploration [4], [5], [6], among
other fields. However, in field acquisition, due to the complex
distribution of underground media, environmental interference,
and other factors, the GPR data often contain strong back-
ground clutter and various random noises [7], [8]. Therefore,
to overcome the nonuniform and nonstationary characteristics
of the signals, effectively suppress the noises in the GPR echo
signals, and highlight the reflected wave, scholars have proposed
many denoising methods, which can be roughly divided into
four groups: those based on spatial filtering, transform domain,
subspace, and deep learning.

The spatial filtering method suppresses the random inter-
ference mainly from the point of the difference of spectrum
signature. Xiao and Liu [9] developed a multibandpass filtering,
which appears superior in the suppression of clutter interference
generated by periodic scatterers in GPR data. Kumlu and Erer
[10] presented a novel clutter removal method based on non-
local means, which can efficiently reconstruct GPR images but is
limited to low-level noise. Aiming at the nonstationarity of GPR
signals, He et al. [11] proposed a self-guided filter combined with
edge information for the denoising process in real time. Fourier
transform and wavelet transform are first applied to random
clutter suppression and direct wave elimination of GPR data by
Starck et al. [12] but the memory consumption of this algorithm
is unsatisfactory [13]. To optimize the performance of wavelet
denoising, discrete wavelet transforms [14] and dual-tree com-
plex wavelet transform [15] have been applied to GPR data
denoising. In the multidimensional case, in order to compensate
for the finiteness of the direction of the wavelet transforms time
base, the multiscale geometric analysis method is introduced,
such as the typical Ridgelet transform [16], Shearlet transform
[17], [18], and Curvelet transform [19], [20].

Image denoising methods based on subspace mainly include
principal component analysis (PCA), singular value decom-
position (SVD), and independent component analysis. These
methods can be regarded as a dimension reduction algorithm.
Chen et al. [21] realized the adaptive clutter reduction of GPR
data by the PCA of ground clutter. Su et al. [22] proposed
a novel clutter suppression method based on principal com-
ponent Gaussian curvature decomposition. The complete en-
semble empirical mode decomposition (CEEMD) is used in
GPR signal processing with a higher spectral–spatial resolu-
tion [23]. There, the combination of the improved CEEMD
and the multiscale PCA overcomes the limitations of man-
ual mode selection [24]. A method based on the SVD of a
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window-length-optimized Hankel matrix [25] is applied to de-
noise the GPR raw data, and the denoising performance is im-
proved, compared with the traditional SVD method and wavelet
transform. Oliveira et al. [26] proposed a method to filter the
clutter reflection noise based on SVD for GPR data but the
level of automation is insufficient. Although these traditional
GPR image-denoising methods can suppress noise to a certain
extent, there are always some shortcomings. In the conventional
GPR data denoising processing, a set of fixed transformation
bases is mainly used, but there is still signal-noise aliasing after
denoising.

Soon afterward, dictionary learning methods that can adap-
tively change the basis function according to the characteristics
of data have been proposed and have a great achievement in
image denoising and reconstruction, medical imaging, and some
other fields [27], [28], [29]. The basic signals have enough
sparse representation on the dictionary, while the random noise
does not, the dictionary learning method can separate the noise
from the effective signals and achieve the purpose of denoising
[30], [31]. Constructing an applicable dictionary is an obbligato
part of sparse representation, it will affect the speed of sparse
computing and exist as the key that determines the quality of
sparse representation. The dictionary can be divided into fixed
dictionary and adaptive learning dictionary, such as commonly
used wavelet dictionary, discrete cosine transform (DCT) dictio-
nary, curvelet dictionary, and so on. Aharon et al. [32] proposed
the K-Singular value decomposition (K-SVD) dictionary based
on K-means clustering, which is the most representative and
widely used in adaptive learning dictionary algorithms. Shortly,
Elad and Aharon [33] realized image denoising through the
K-SVD dictionary and sparse representation.

Recently, with the development of artificial intelligence, deep
learning has been widely used in geophysical data processing
[34], [35] and interpretation. Luo et al. [36] proposed a multi-
scale convolutional autoencoder (MCAE) to fix the denoising
task of GPR data and used the data augmentation strategy
named Wasserstein generative adversarial network to increase
the training dataset of MCAE. A new data-driven method based
on conditional generative adversarial networks is used for clutter
suppression of GPR data by Ni et al. [37]. Sun et al. [38]
introduced the clutter removal neural network, which is trained
with large-scale mixed datasets. These networks have excellent
ability in data denoising but the research is limited to 2-D
datasets.

With the upgrading of hardware facilities, the demand for
3-D GPR technology has been gradually promoted, especially
in the fields of archaeological and heritage protection [39], [40],
[41] and urban road detection [42], [43], [44]. Efficient 3-D
GPR data acquisition brings massive data information, with the
multichannel data acquisition method of 3-D GPR bringing more
abundant and complex noise sources. At present, there are few
studies on the denoising processing of 3-D GPR data, so it is
urgent to further explore the efficient denoising algorithm of
3-D GPR data [45], [46].

The time cost of dataset construction and network training in
the denoising method based on deep learning is nonnegligible,
and the application scenarios are usually limited to 2-D. With

the development of a sparse representation algorithm, the adap-
tive learning dictionary algorithm compared with fixed basis
transformation also shows a strong ability in geophysical data
processing. Many scholars achieved the 2-D/3-D seismic data
denoising [47], [48], [49] by efficient dictionary learning. Feng
et al.’s [50] research confirms the feasibility of the K-SVD
algorithm for Gaussian noise and clutter removal in 2-D GPR
data. However, the main disadvantage of the K-SVD is that it
needs to perform a multitude of SVD, as mentioned above, which
results in unacceptable computational efficiency, especially in
practical multidimensional problems. Aiming at this problem,
Sahoo and Makur [51] proposed a sequential generalized K-
means (SGK) algorithm and verified its high efficiency in image
denoising [52]. SGK algorithm also has wonderful performance
in multidimensional seismic signals denoising [49] and missing
trace reconstruction [53].

In this article, to evaluate the performance and efficiency of the
proposed SGK algorithm for complex multidimensional data,
three sets of experiments for 3-D GPR data were carried out.
Under the same computing resources, the calculation time and
denoising effect of the two methods are compared in each group
of experiments. The principles of K-SVD and SGK algorithm
are analyzed mathematically in Section II. Then, K-SVD and
SGK methods are used to suppress random noise and clutter
interference of 3-D GPR data, and the results are compared in
Sections III and IV. In Section V, we draw a conclusion that the
SGK algorithm is an efficient 3-D adaptive denoising method.

II. METHOD

Sparse representation is to represent a natural signal by linear
superposition of a set of basis vectors, which belongs to an
unsupervised algorithm [54]. The sparse representation of the
signals needs to achieve the two goals of sparse coding and
dictionary learning, and these two steps are calculated alternately
until the end of the iterative calculation [55].

A. Sparse Coding

In the sparse representation model, the observed data Y can
be expressed as

min ‖X‖0 s.t. Y = DX (1)

where X is the sparse coding coefficient, and || ||0 is the l0
norm, its value is the number of nonzero elements of a vector
in X. The sample set Y (N×M) is represented by M column
vectors yi (N×1). The dictionary matrix D (N×K) is composed
of K signal-atoms for columns, di (N×1). It is assumed that
Y can be reconstructed by linear multiplying the dictionary
D and the sparse coefficient X. When K > N, D is called an
overcomplete dictionary, which leads to the unique solution of
the linear equation. To find the optimal solution X, we introduce
the constraints:

∀ixn
i = argmin

xi

‖Y −DnX‖2F s.t. ∀i‖xi‖0 ≤ T0 (2)

T0 is a constant, called sparsity constraint threshold. There
are two variables D and X to be optimized. In the sparse coding
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stage of dictionary learning, the main goal is to calculate the
sparse coefficients X based on a given signal Y and the fixed
dictionary D. However, the exact rigorous solution of sparsest
representations is an NP-hard problem [32], so we have to
choose the orthogonal Matching Pursuit (OMP) algorithm [56]
to calculate the approximate solution of sparse coefficients. In
the first sparse coding calculation, we use the DCT dictionary
in the fixed dictionary as the initial dictionary.

B. Dictionary Update via K-SVD

In the dictionary update stage, the K-SVD algorithm uses
a column-by-column update method, the sparse coefficient X
j is fixed, and any dictionary atom dk is selected in order in
dictionary Dj for update calculation. The calculation objective
function can be expressed as

‖Y −DX‖2F =

∥∥∥∥∥∥Y −
L∑

j=1

djx
j
T

∥∥∥∥∥∥
2

F

=

∥∥∥∥∥∥
⎛
⎝Y −

∑
j �=k

djx
j
T

⎞
⎠− dkx

k
T

∥∥∥∥∥∥
2

F

=
∥∥Ek − dkx

k
T

∥∥2
F
. (3)

The kth row vector of X corresponding to dk is xk
T. The error

matrix generated by the fitting of the column vector dj except
dk and its corresponding coefficient row vector xj is defined as
Ek. Now, our optimization problem can be modified into

min
dk,xk

T

‖ Ek − dkx
k
T ‖2F . (4)

We use the SVD algorithm to carry out the update process,
find the matrix dk×xk

T with the minimum distance from E and
the rank of 1 to obtain the optimal solution dk. However, if Ek

is directly decomposed by SVD, the updated xk
T will be not

sparse, resulting in dk unsatisfying the sparse condition, so we
define the index set ωk = {i|1 ≤ i ≤ M,xk

T (i) �= 0}, and let
Ωk represent a matrix of size N×|ωk|, the number at (ωk(i), i) is
1, and the other positions are 0. By multiplying (4) by a nonzero
limiting factor Ωk, the result is as follows:∥∥EkΩk − dkx

k
TΩk

∥∥2
F
=

∥∥ER
k − dkx

k
R

∥∥2
F
. (5)

At present, the new matrix ER
k can be directly decomposed

by SVD

ER
k = UΣV T . (6)

The first column vector of the left singular matrix U is set as
dk, and the multiplication of the first column vector of the right
singular matrix V and the first singular value Σ(11) is taken
as xk

R. After getting xk
R, update it to the original xk

T. So far,
the update of the kth column atom in the dictionary has been
completed. Next, we update Dj column by column until the
last dictionary atom calculations are completed to form a new
dictionary Dj+1, and then the cycle is performed once to solve
X in (2).

C. Dictionary Update via SGK

K-SVD is widely used in sparse representation, but the ex-
istence of massive SVD calculations hinders its application in
complex multidimensional problems. Therefore, the SGK dic-
tionary learning algorithm is proposed to improve computational
efficiency. The objective function of SGK can be expressed as

∀ixn
i = argmin

xi

‖Y −DnX‖2F s.t. ∀ixi = ep (7)

where ep is the unit vector, p denotes the pth element of xi
that is 1, and the remaining elements are all 0. In terms of
constraints on the coefficient vector, the K-SVD algorithm uses
the sparsity constraint expressed in (2). The difference is that in
the SGK algorithm, the coefficient vector is the unit vector. The
constraint of this special structure means that for the calculation
of the optimal sparse coefficient, the number of sparse coding
calculations is reduced from p to 1, with a decrease in the sparse
coding process time. According to the derivation of (5), the
objective function is defined as

J =
∥∥ER

k − dkx
k
R

∥∥2
F

(8)

different from the K-SVD algorithm, which uses SVD to min-
imize the objective function, the SGK algorithm chooses the
least square method to solve the problem. First, we calculate the
derivative of J with respect to dk, and set the result to 0

∂J

∂dk
= −2

(
ER

k − dkx
k
R

) (
xk
R

)T
= 0 (9)

solving (9) leads to

dk = ER
k

(
xk
R

)T(
xk
R

(
xk
R

)T)−1

. (10)

The above formula can further be expressed as

ER
k

(
xk
R

)T
=

⎛
⎝YR −

∑
i�=k

dkx
i
R

⎞
⎠(

xk
R

)T

= YR

(
xk
R

)T
+
∑
i�=k

dkx
i
R

(
xk
R

)T
. (11)

The meaning of YR is the same as Y in (3) but the selection set
ωk selects all the nonzero elements in xk

T, so its size is smaller
than Y. Since �i, ||xi||0 = 1, as constrained by (7), we can get
the formula

∀i�=kx
i
R

(
xk
R

)T
= 0 (12)

where xk
M is a smaller version of the row vector xk

T and all of
its elements are 1, and YR (xk

R)T can be written as the sum of
all column vectors of YR

YR

(
xk
R

)T
=

∑
i∈ωk

yi (13)

supposing that there are Nk
r nonzero elements in the row vector

xk
M, then

xk
R

(
xk
R

)T
= Nk

r (14)
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according to formulas (13) and (14), (10) can be written as

dk =

∑
i∈ωk

yi

Nk
r

. (15)

Equation (15) is the updating formula of the kth atom in
dictionary D. In the process of dictionary updating, the SVD
operation with a huge amount of calculation shown in (6) is
replaced by the simple summation of training samples in the
SGK algorithm. Therefore, SGK has become a more efficient
sparse representation calculation method than K-SVD. Next,
we will use several experiments to verify the performance of the
two dictionary learning methods.

III. NUMERICAL EXPERIMENTS

Due to the environmental interference, the limitation of hard-
ware equipment and the inhomogeneity of the underground
medium, the GPR data not only includes the reflected wave of
the underground target but also various noise and interference
waves. Data with noise can be modeled as dn = d + n, where
dn denotes the noisy observed data, d is noise-free raw data,
and n represents the noises, respectively. We set up comparative
experiments on the results of denoising 3-D synthetic data and
field data. In the case of known original clean data, the data
noise level is quantified by signal-to-noise ratio (SNR). The
calculation formula is as follows:

SNR = 10 log10
‖d‖22∥∥∥d− d̂

∥∥∥2
2

. (16)

Larger SNR proves a lower noisy level. The normalized
mean-square error (NMSE) is selected to represent the denois-
ing performance. The smaller NMSE value represents a better
denoising result.

NMSE =

∥∥∥d− d̂
∥∥∥2
2

‖d‖22
(17)

where d̂ represents the noisy data or processed data.

A. Random Noise in Homogeneous Medium

A simulated layered model with the region of 0.4 × 1.6 ×
0.8 m based on real road structure is established as Fig. 1. In
the asphalt layer, cracks with a depth of 0.10 m, a width of
0.02 m, and a length of 0.4 m are set throughout the entire asphalt
layer. At the junction of the cement layer and the soil layer, due
to the subsidence of the soil layer, an irregular cavity with a
radius of about 0.04 m appears at the junction. The center of the
irregular cavity is located underground (1 m, 0.2 m, 0.35 m).
Both anomalous bodies are filled with air, that is, the relative
dielectric constant is set to 1, and the conductivity is set to 0.

The discrete mesh size is 40 × 160 × 80, with a mesh interval
of 0.01 m, and the 15-layer conductive perfectly matched layer
is used as the absorption boundary. The Ricker wavelet with
a main frequency of 900 MHz is placed on the surface as a
pulse source. The simulation time window is 12 ns, the sampling
interval is 0.01 ns, the transceiver distance is 0.08 m, and the

Fig. 1. 3-D road simulation model.

TABLE I
PARAMETER DISTRIBUTION OF ROAD MODEL

channel spacing is 0.02 m. A total of 74 channels of data are
recorded and 20 survey lines are laid in the Y-direction. The
forward method we choose is the finite-difference time-domain
algorithm. The forward result is obtained in Fig. 2(a). By adding
Gaussian noise with a mean value of 0 and a standard deviation
of 30 to the original data, the noise-added forward result is
shown in Fig. 2(d). The SNR of the noisy image obtained by (16)
is 18.11 dB. The Gaussian noises make the profile messy and
interfere with the subsequent processing and interpretation of the
data. For the purpose of testing the denoising effect, the K-SVD
and SGK denoising algorithms are used in the noise-added
forward data, respectively. The data size of the forward result of
the above-mentioned model is 20 × 74 × 1200, and the selected
atomic block size is 4 × 4 × 4, with a total of 64 atoms. The
moving step size of the 3-D atom block in each direction is
set to be 2. In this case, the size of the sample signal d is
64 × 194 076. The denoising results shown in Fig. 2(b) and
(c) illustrate that the noise and the effective wave are separated
perfectly, and the reflected wave in the profile is intact and
clear. Fig. 2(e) and (f) shows the random noises removed by
the two methods, respectively. And the parameter distribution
of the 3-D road simulation model is listed in Table I. There are
some effectively reflected waves with the same arrival time as
the direct wave in the denoising residual but this hardly affects
the overall denoising effect of the algorithm.

The SNR of the noisy image is greatly improved by the two
algorithms, and the NMSE is reduced by an order of magnitude.
The calculation speed SGK is about eight times higher than that
of K-SVD in the case of ensuring the denoise effect, as given in
Table II. Observing the A-Scan data in Fig. 3, the waveform of
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Fig. 2. 3-D synthesis example of homogeneous media. (a) Clean data. (b) Denoised data by K-SVD. (c) Denoised data by SGK. (d) Noisy data. (e) Noise removed
by K-SVD. (f) Noise removed by SGK.

TABLE II
COMPARISON OF DENOISING RESULTS OF THE K-SVD AND SGK (BOLD)

METHODS FOR HOMOGENEOUS MEDIUM MODEL

the reflected wave after denoising by the K-SVD dictionary and
the SGK dictionary corresponds well to the original data, and the
data are basically on the same amplitude. It can be concluded
that the denoising effects of the two methods are prosperous
since the SGK algorithm updates the dictionary atoms by the
arithmetic means of the training signal, and the accuracy is
partially reduced compared with the K-SVD algorithm while
improving the calculation speed.

In the learning process, the atomic blocks overlap each other,
so the block-based representation is highly redundant. This
overlapping technique and highly redundant representation are
crucial to the denoising effect. Compared with the K-SVD
method, the main difference of SGK is the method of dictionary
updating. The dictionary after learning is reshaped into a 2-D
matrix with an atom size of 8 × 8, and each dictionary has a
total of 64 atoms. The first eight atoms of the three dictionaries
are taken as a 3-D example. Comparing Fig. 4(b) and (c) with
(a), the sparse coefficient distribution of the learning dictionary

Fig. 3. (a) Overall situation. (b) Partial enlargement of data from 2.5 to 4.5 ns.
(c) Partial enlargement of data from 5 to 8 ns.

is not completely random but has a certain regular redundant
structure, and there is a strong local self-similarity. The atoms
of K-SVD are more structural; in contrast, the SGK algorithm
has the rules of updating the atoms to take the average number of
data, which makes the atomic structure messier and less regular.
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Fig. 4. 2-D and 3-D display and comparison of different dictionary atoms.

Fig. 5. Comparison of the SNR and time consumption of each denoising result by K-SVD and SGK methods with the increase of noise variance.

To further explore the denoising performances of the two
methods and the speed improvement of the SGK algorithm,
the comparative experiments of the two methods at different
noise levels and under different size models are carried out.
To compare the calculation time fairly, each of the following
examples is repeated three times under the same computing,
and the three times average is taken as the final result.

The change of the output SNR with the different input SNR
resources is illustrated in Fig. 5 shows when the noise variance
is 10, the denoising effect of the K-SVD method and the SGK
method is almost the same. In other cases, the removal effect of
the K-SVD algorithm with random noise is slightly better than

that of SGK. With the decrease in the input SNR, the output SNR
of both algorithms is maintained above 20 dB, which proves
the superiority of the dictionary learning denoising method in
a low SNR. In the meantime, for the data of the same size, the
calculation time of SGK is almost the same, while K-SVD has
a certain fluctuation. The SGK method is much faster than the
K-SVD algorithm under the same computing resources, and the
computational efficiency has been maintained at about 7.5×.
Table III lists the time-consuming comparison of the algorithm
under the same calculation conditions when processing data of
different scales. With the increase in data size, the calculation
speed of SGK is still about 7.5× faster than K-SVD. Therefore,
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TABLE III
COMPARISON OF COMPUTATIONAL COST OF THE K-SVD AND SGK (BOLD)

METHODS FOR DIFFERENT DATA SIZES

Fig. 6. Diagram of the road simulation model. (a) Homogeneous medium.
(b) Random medium.

the SGK algorithm has a great efficiency advantage in processing
massive 3-D GPR data.

B. Clutter Interference in Random Media

In the actual detection, because the underground material is
not evenly distributed, the electromagnetic wave propagates in
the medium with complex distribution, which will produce a lot
of scattering and diffraction so that there is substantial clutter
interference in the reflection profile, affecting the depth and
accuracy of exploration, influencing interpretation. Therefore,
we adapt an exponential elliptic autocorrelation function to
construct a random medium model to consider the performance
of dictionary learning for clutter removal, and the function
expression is

φ (x, y, z) = exp

[
−
√(

x2

a2
+

y2

b2
+

z2

c2

)]
(18)

where a, b, and c represent the autocorrelation length of the
medium in the x, y, and z directions, respectively. Fig. 6(b)
is a road simulation model of the random medium, in which
the autocorrelation length a = b = c = 0.1 m, the variance is
0.1, the mean value is the background medium value, and the
other model parameters are consistent with the parameters of
the homogeneous medium model.

Fig. 7(c) is the forward section of the random medium model.
The clutter that affects the identification of effective signals is
removed by dictionary learning, and the homogeneous medium
forward data are used as the original noise-free data.

The selected atomic block size is 4 × 4 × 4, with a total of
64 atoms of two denoising algorithms. The moving step size
of the 3-D atom block in each direction is set to be 2. Fig. 7
shows that both dictionary denoising algorithms complete the
perfect separation of clutter and effective wave. It can be seen
intuitively from the comprehensive Fig. 8 and Table IV that both

TABLE IV
COMPARISON OF THE DENOISING RESULTS OF THE K-SVD AND SGK (BOLD)

METHODS FOR RANDOM MEDIUM MODEL

methods have a good suppression effect on clutter, and the SGK
algorithm improves the calculation speed by 7.5× compared
with the K-SVD algorithm while ensuring the denoising effect.

C. Field Data Experiment

The field data were acquired from the southwest side of the
water purification plant in the east district of Huangpu District,
Guangzhou City. The water engineering construction is laid
along the current Hongguang Road, and the new pipe jacking
length was 113 m. To find out whether there are road diseases
in the pipe jacking pipeline after the construction of the pipe
jacking project of the water conservancy project, and to eliminate
the potential safety hazard of ground collapse, the Italian 3-D
GPR (Stream X) is used to ascertain the underground situation.

The central frequency is 200 MHz, and the sampling time is
80 ns. Three wire harnesses with a length of 0.113 km are ar-
ranged to achieve full coverage measurement, and the detection
workload is 0.339 km. We selected the 3-D field GPR data with
a size of 512 × 400 × 14, as shown in Fig. 9(a), for denoising
experiments. It can be found that the underground medium is
unevenly distributed, the horizon information is rich, the clutter
reflection is excessive, and the high-frequency noise in the deep
is intense, which influences the processing and interpretation of
the effective wave.

The selected atomic block size is 4 × 4 × 4, a total of 125
atoms. The moving step size of the 3-D atom block in each
direction is set to be 2. Therefore, in this example, the size
of the sample signal d is 125 × 304 470. The comprehensive
Figs. 9 and 10 demonstrate that both dictionary learning methods
effectively eliminate random noise and clutter, resulting in a
significant improvement of the SNR. The fifth profile of the field
data is visually compared through a 2-D display to evaluate the
denoising results. The corresponding outcomes are illustrated
in Fig. 9(d)–(f) as well as in Fig. 10(c) and (d). The loss of
effective waves is negligible, and the denoising effects of the two
methods are almost the same. Moreover, the K-SVD algorithm
takes 1357.50 s, while the SGK only takes 167.74 s, and the
speed is increased by nearly eight times.

The 3-D GPR data can provide views in three directions: ver-
tical section, horizontal plane, and cross section. The acquired
data contain abundant information. To examine the changes in
the horizontal slices crucial for interpreting 3-D radar data after
denoising, we conducted C-Scan demonstrations. Four consec-
utive horizontal slices at different travel times are selected, as
shown in Fig. 11(a). By observing the results and residuals of
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Fig. 7. 3-D synthesis example of the random medium. (a) Forward data of homogeneous medium (clean data). (b) Denoised data by K-SVD. (c) Denoised data
by SGK. (d) Forward data of random medium with clutter (noisy data). (e) Noise by K-SVD. (f) Noise by SGK.

Fig. 8. Local amplification from 2.5 to 5.5 ns of random medium forward data
denoising results.

the SGK algorithm denoising processing shown in Fig. 11(b)
and (c), it is evident that clutter interference in the reflection
profile is reduced, ensuring clear and continuous variations of
target hyperbolic reflected waves in the horizontal direction,
thus guaranteeing accurate subsequent GPR data interpretation.
Furthermore, we selected three continuous horizontal slices
near 63 ns, as shown in Fig. 11(d). The presence of deep
high-frequency noise obstructed the observation of variation
characteristics in reflected waves horizontally. In Fig. 11(e) and
(f), the reflection profile became complete and distinct with more
apparent trends in reflection wave changes observed. The signals
within residual data profiles exhibited discontinuity with low
amplitude consistent with noise characteristics.

In Fig. 12, the atomic representations of the two dictionaries
are highly redundant and contain a large amount of data structure
information. Using this as prior information to denoise the data
will enhance the completeness of the atom, making the sparse

representation more reasonable and accurate, thereby improving
the quality of the signal in the complex area. Observing the 3-D
display of the first 16 dictionary atoms, the structure information
of the K-SVD algorithm dictionary is more complex.

To observe the denoising results more intuitively, we selected
the A-scan at the 328th signal of the 10th profile and the spectrum
analysis is carried out by short-time Fourier transform (STFT).
As can be seen from Fig. 13, the denoising method effectively
suppresses the high-frequency oscillation interference in the
deep part, and the denoising result of the SGK algorithm is
smoother, which also leads to the loss of some effective signals.
The spectrum analysis results intuitively show that the central
emission frequency of the data acquisition is 200 MHz, and
the amplitude of the deep effective signals with high-frequency
noise is small. By analyzing the STFT results in Fig. 13(b)–(d),
we can figure out that both algorithms can effectively suppress
high-frequency noise; in contrast, the removal effect of K-SVD
on high-frequency noise is slightly inferior to the SGK, but the
damage of SGK to deep effective signals is more tremendous. In
general, both algorithms can effectively remove noise, and the
calculation speed of the SGK algorithm is about eight times that
of the K-SVD algorithm.

IV. DISCUSSION

The classical K-SVD dictionary learning method is limited
in its application to complex high-dimensional problems due
to the requirement of multiple SVD calculations. Therefore,
we propose the SGK efficient dictionary learning algorithm for
denoising 3-D GPR data. In this algorithm, called SGK, the
dictionary atoms are updated through the arithmetic mean of
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Fig. 9. 3-D field data and denoising results. (a) Field data. (b) Denoised data by K-SVD. (c) Denoised data by SGK. (d) 2-D profile of the field data. (e) 2-D
profile of the K-SVD. (f) 2-D profile of the SGK.

Fig. 10. Removed noise. (a) Noise removed by K-SVD. (b) Noise removed by SGK. (c) 2-D profile of the K-SVD noise. (d) 2-D profile of the SGK noise.

multiple training signals, which eliminates the need for numer-
ous time-consuming SVD calculations. Both dictionary learn-
ing algorithms demonstrate excellent performance in removing
random noise and clutter interference from 3-D GPR data.
Compared with the K-SVD algorithm, SGK achieves a more
than 7.5× increase in calculation speed while slightly sacrificing

denoising effectiveness. Consequently, the fast dictionary learn-
ing algorithm SGK holds great potential for addressing high-
dimensional geophysical problems. When employing dictionary
learning algorithms, designing appropriate atoms is a crucial
factor that affects both denoising effectiveness and efficiency.
We take the 3-D forward data of the random medium as an
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Fig. 11. C-Scan near 40 ns and 63 ns of the field data and its denoising results. (a) Field data. (b) Denoised data by SGK. (c) Noise removed by SGK. (d) Field
data. (e) Denoised data by SGK. (f) Noise removed by SGK.

Fig. 12. 2-D and 3-D display and comparison of different dictionary atoms.

example to discuss the parameter selection principle of the SGK
algorithm.

The SNR and NMSE of the synthetic data are 19.72 and
0.0107, respectively. To discuss the selection of parameters
such as the number, size, and step size of atoms in dictionary
learning, we conducted four sets of comparative experiments for
each parameter, and finally determined the optimal parameters.
Each group of experiments was repeated three times under

TABLE V
DENOISING RESULTS AND CALCULATION TIME OF DIFFERENT K (L=4, S=2)

identical conditions, and the average value from these repeti-
tions was considered as the final result. When discussing the
parameters, we solely focused on the proposed method; hence,
all aforementioned experiments were denoised using the SGK
algorithm. Based on the input 3-D GPR data’s dimensions, we
needed to select appropriate values for k (number of atoms), l
(size), s (moving step size), and other relevant parameters to
achieve optimal denoising effect. By employing a controlled
variable approach, three groups of experiments were designed
with their results presented in Tables V–VII. The optimum
results in the three groups of experiments were boldly labeled
respectively.

Currently, there is no established standard for selecting pa-
rameters such as the number and size of atoms. The selection
process primarily relies on the dimensions and structure of the
input data, guided by empirical values. From the aforementioned
experiments, it can be observed that when atoms are small
in number and size, the learning of data structures remains
incomplete, resulting in a higher presence of noise residues.
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Fig. 13. Comparison of field data denoising results. (a) A-scan comparison. (b) STFT of the filed data. (c) STFT of the denoised data using K-SVD. (d) STFT
of the denoised data using SGK.

TABLE VI
DENOISING RESULTS AND CALCULATION TIME OF DIFFERENT L (K=64, S=2)

TABLE VII
DENOISING RESULTS AND CALCULATION TIME OF DIFFERENT S (K=64, L=4)

Conversely, if atoms are excessively large in number and size,
they may impair effective signal detection by reducing SNR
while significantly increasing computational time. In addition,
the step size for atomic movement exerts a substantial influence
on both calculation results and time; hence, parameter selection
should align with input data dimensions. The optimal parameters
vary for different input data, necessitating further investigation
into the integration of deep learning to enhance the automation

of parameter selection and achieve true adaptability in dictionary
learning algorithms.

V. CONCLUSION

Aiming to address the issue of multidimensional GPR data
processing, three sets of data denoising experiments were con-
ducted, yielding the following conclusions.

1) The performance of both methods in eliminating random
noise is nearly identical, with K-SVD slightly outperform-
ing SGK. As the input SNR of the forward modeling
results decreases from 23 to 14 dB, the output SNR of the
two algorithms is maintained above 20 dB, demonstrating
that the dictionary learning denoising method excels at
low SNR conditions.

2) Both dictionary algorithms effectively leverage prior in-
formation from sample data and adaptively extract features
for removing random noise and clutter interference during
3-D GPR field data processing applications, which holds
significant practical implications.

3) In comparison, it can be observed that the denoising effect
achieved by the SGK dictionary algorithm is comparable
to that of K-SVD while maintaining an operation accel-
eration ratio exceeding 7.5×. Thus, the SGK dictionary
learning algorithm proves to be an efficient approach for
multidimensional data processing.



5232 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

ACKNOWLEDGMENT

The authors would like to thank the Editors for their invaluable
guidance in implementing this study. They also extend their
appreciation to the anonymous reviewers for providing construc-
tive comments and suggestions that significantly enhanced the
previous version of this article. Other special detection cases are
available by contacting the authors.

REFERENCES

[1] H. Liu, K. Takahashi, and M. Sato, “Measurement of dielectric permittivity
and thickness of snow and ice on a brackish lagoon using GPR,” IEEE J.
Sel. Topics Appl. Earth Observ. Remote Sens., vol. 7, no. 3, pp. 820–827,
Mar. 2014.

[2] D. Comite, A. Galli, S. E. Lauro, E. Mattei, and E. Pettinelli, “Analysis
of GPR early-time signal features for the evaluation of soil permittivity
through numerical and experimental surveys,” IEEE J. Sel. Topics Appl.
Earth Observ. Remote Sens., vol. 9, no. 1, pp. 178–187, Jan. 2016.

[3] S. Santos-Assunçao et al., “GPR backscattering intensity analysis applied
to detect paleochannels and infilled streams for seismic nanozonation in
urban environments,” IEEE J. Sel. Topics Appl. Earth Observ. Remote
Sens., vol. 9, no. 1, pp. 167–177, Jan. 2016.

[4] S. X. Liu, Q. Lu, H. Q. Li, and Y. X. Wang, “Estimation of moisture content
in railway subgrade by ground penetrating radar,” Remote Sens.-Basel,
vol. 12, no. 18, Sep. 2020, Art. no. 2912.

[5] T. X.-H. Luo and W. W. L. Lai, “Subsurface diagnosis with time-lapse
GPR slices and change detection algorithms,” IEEE J. Sel. Topics Appl.
Earth Observ. Remote Sens., vol. 13, pp. 935–940, 2020.

[6] X. Zhou, Q. Chen, S. Lyu, and H. Chen, “Mapping the buried cable by
ground penetrating radar and Gaussian-process regression,” IEEE Trans.
Geosci. Remote Sens., vol. 60, 2022, Art. no. 4509912.

[7] S. Mohapatra and G. A. McMechan, “Prediction and subtraction of coher-
ent noise using a data driven time shift: A case study using field 2D and
3D GPR data,” J. Appl. Geophys., vol. 111, pp. 312–319, Dec. 2014.

[8] C. Liu, C. Song, and Q. Lu, “Random noise de-noising and direct wave
eliminating based on SVD method for ground penetrating radar signals,”
J. Appl. Geophys., vol. 144, pp. 125–133, Sep. 2017.

[9] J. Xiao and L. Liu, “Suppression of clutters caused by periodic scatterers in
GPR profiles with multibandpass filtering for NDT&E imaging enhance-
ment,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 10,
no. 10, pp. 4273–4279, Oct. 2017.

[10] D. Kumlu and I. Erer, “Clutter removal techniques in ground penetrating
radar by using non-local means approach,” J. Fac. Eng. Architecture Gazi
Univ., vol. 35, no. 3, pp. 1269–1284, 2020.

[11] X. K. He, H. Yan, C. Wang, R. Y. Zheng, Y. J. Li, and X. W. Li, “Non-
stationary random noise removal in ground-penetrating radar images by
using self-guided filtering,” Digit. Signal Process., vol. 129, Sep. 2022,
Art. no. 103690.

[12] J. L. Starck, E. J. Candès, and D. L. Donoho, “The curvelet transform for
image denoising,” IEEE Trans. Image Process., vol. 11, no. 6, pp. 670–684,
Jun. 2002.

[13] R. Neelamani, A. I. Baumstein, D. G. Gillard, M. T. Hadidi, and W.
L. Soroka, “Coherent and random noise attenuation using the curvelet
transform,” Leading Edge, vol. 27, no. 2, pp. 240–248, 2008.

[14] J. Baili, S. Lahouar, M. Hergli, I. L. Al-Qadi, and K. Besbes, “GPR signal
de-noising by discrete wavelet transform,” NDT E Int., vol. 42, no. 8,
pp. 696–703, Dec. 2009.

[15] B. Oskooi, M. Julayusefi, and A. Goudarzi, “GPR noise reduction based
on wavelet thresholdings,” Arab. J. Geosci., vol. 8, pp. 2937–2951, 2015.

[16] L. Verdonck, F. Vermeulen, R. Docter, C. Meyer, and R. Kniess, “2D
and 3D ground-penetrating radar surveys with a modular system: Data
processing strategies and results from archaeological field tests,” Near
Surf. Geophys., vol. 11, no. 2, pp. 239–252, Apr. 2013.

[17] X. N. Wang and S. X. Liu, “Noise suppressing and direct wave arrivals
removal in GPR data based on Shearlet transform,” Signal Process.,
vol. 132, pp. 227–242, Mar. 2017.

[18] X. K. He, C. Wang, R. Y. Zheng, and X. W. Li, “GPR image noise removal
using grey wolf optimisation in the NSST domain,” Remote Sens.-Basel,
vol. 13, no. 21, Nov. 2021, Art. no. 4416.

[19] G. Terrasse, J.-M. Nicolas, E. Trouvé, and É. Drouet, “Application of the
curvelet transform for clutter and noise removal in GPR data,” IEEE J. Sel.
Topics Appl. Earth Observ. Remote Sens., vol. 10, no. 10, pp. 4280–4294,
Oct. 2017.

[20] Y. Yang and W. G. Zhao, “Curvelet transform-based identification of void
diseases in ballastless track by ground-penetrating radar,” Struct. Control
Health, vol. 26, no. 4, Apr. 2019, Art. no. e2322.

[21] G. X. Chen, L. Y. Fu, K. F. Chen, C. D. Boateng, and S. C. Ge, “Adaptive
ground clutter reduction in ground-penetrating radar data based on prin-
cipal component analysis,” IEEE Trans. Geosci. Remote Sens., vol. 57,
no. 6, pp. 3271–3282, Jun. 2019.

[22] Q. B. Su, B. Z. Bi, P. Y. Zhang, L. Shen, X. T. Huang, and Q. Xin,
“GPR image clutter suppression using Gaussian curvature decomposition
in the PCA domain,” Remote Sens.-Basel, vol. 14, no. 19, Oct. 2022,
Art. no. 4879.

[23] J. Li, C. Liu, Z. F. Zeng, and L. N. Chen, “GPR signal denoising and target
extraction with the CEEMD method,” IEEE Trans. Geosci. Remote Sens.,
vol. 12, no. 8, pp. 1615–1619, Aug. 2015.

[24] T. Hao, L. Jing, and W. He, “An automated GPR signal denoising scheme
based on mode decomposition and principal component analysis,” IEEE
Trans. Geosci. Remote Sens., vol. 20, 2023, Art. no. 3500105.

[25] W. Xue, Y. Luo, Y. Yang, and Y. J. Huang, “Noise suppression for GPR
data based on SVD of window-length-optimized Hankel matrix,” Sensors-
Basel, vol. 19, no. 17, Sep. 2019, Art. no. 3807.

[26] R. J. Oliveira, B. Caldeira, T. Teixidó, and J. F. Borges, “GPR clutter
reflection noise-filtering through singular value decomposition in the
bidimensional spectral domain,” Remote Sens.-Basel, vol. 13, no. 10,
May 2021, Art. no. 2005.

[27] L. Shao, R. Yan, X. Li, and Y. Liu, “From heuristic optimization to
dictionary learning: A review and comprehensive comparison of image
denoising algorithms,” IEEE Trans. Cybern., vol. 44, no. 7, pp. 1001–1013,
Jul. 2014.

[28] Y. Gao, J. Y. Ma, and A. L. Yuille, “Semi-supervised sparse representation
based classification for face recognition with insufficient labeled samples,”
IEEE Trans. Image Process., vol. 26, no. 5, pp. 2545–2560, May 2017.

[29] Y. Chen et al., “Artifact suppressed dictionary learning for low-dose CT im-
age processing,” IEEE Trans. Med. Imag., vol. 33, no. 12, pp. 2271–2292,
Dec. 2014.

[30] D. L. Donoho, M. Elad, and V. N. Temlyakov, “Stable recovery of
sparse overcomplete representations in the presence of noise,” IEEE Trans.
Inform. Theory, vol. 52, no. 1, pp. 6–18, Jan. 2006.

[31] D. L. Donoho and M. Elad, “On the stability of the basis pursuit in the
presence of noise,” Signal Process., vol. 86, no. 3, pp. 511–532, Mar. 2006.

[32] M. Aharon, M. Elad, and A. Bruckstein, “K-SVD: An algorithm for de-
signing overcomplete dictionaries for sparse representation,” IEEE Trans.
Signal Process., vol. 54, no. 11, pp. 4311–4322, Nov. 2006.

[33] M. Elad and M. Aharon, “Image denoising via sparse and redundant
representations over learned dictionaries,” IEEE Trans. Image Process.,
vol. 15, no. 12, pp. 3736–3745, Dec. 2006.

[34] X. Dong, J. Lin, S. Lu, H. Wang, and Y. Li, “Multiscale spatial attention
network for seismic data denoising,” IEEE Trans. Geosci. Remote Sens.,
vol. 60, 2022, Art. no. 5915817.

[35] X. Dong, Y. Li, T. Zhong, N. Wu, and H. Wang, “Random and co-
herent noise suppression in DAS-VSP data by using a supervised deep
learning method,” IEEE Trans. Geosci. Remote Sens., vol. 19, 2022,
Art. no. 8001605.

[36] J. B. Luo et al., “GPR B-scan image denoising via multi-scale convolu-
tional autoencoder with data augmentation,” Electronics, vol. 10, no. 11,
Jun. 2021, Art. no. 1269.

[37] Z.-K. Ni, C. Shi, J. Pan, Z. Zheng, S. Ye, and G. Fang, “Declutter-
GAN: GPR B-scan data clutter removal using conditional generative
adversarial nets,” IEEE Trans. Geosci. Remote Sens., vol. 19, 2022,
Art. no. 4023105.

[38] H.-H. Sun, W. Cheng, and Z. Fan, “Learning to remove clutter in real-world
GPR images using hybrid data,” IEEE Trans. Geosci. Remote Sens., vol. 60,
2022, Art. no. 5113714.

[39] A. Gaber, G. El-Qady, A. Khozym, T. Abdallatif, and S. A. M. Kamal,
“Indirect preservation of Egyptian historical sites using 3D GPR survey,”
Egypt J. Remote Sens., vol. 21, pp. S75–S84, Jul. 2018.

[40] M. Gaballah, M. Grasmueck, and M. Sato, “Characterizing subsurface
archaeological structures with full resolution 3D GPR at the early dynastic
foundations of Saqqara necropolis, Egypt,” Sens. Imag., vol. 19, Jul. 2018,
Art. no. 23.

[41] A. Gaber, K. S. Gemail, A. Kamel, H. M. Atia, and A. Ibrahim, “Integration
of 2D/3D ground penetrating radar and electrical resistivity tomography
surveys as enhanced imaging of archaeological ruins: A case study in
San El-Hager (Tanis) site, northeastern Nile Delta, Egypt,” Archaeological
Prospection, vol. 28, no. 2, pp. 251–267, Apr. 2021.

[42] Z. Liu, W. X. Wu, X. Y. Gu, S. W. Li, L. T. Wang, and T. J. Zhang,
“Application of combining YOLO models and 3D GPR images in road
detection and maintenance,” Remote Sens.-Basel, vol. 13, no. 6, Mar. 2021,
Art. no. 1081.



FENG et al.: EFFICIENT DENOISING OF MULTIDIMENSIONAL GPR DATA BASED ON FAST DICTIONARY LEARNING 5233

[43] H. Liu et al., “Detection of road cavities in urban cities by 3D
ground-penetrating radar,” Geophysics, vol. 86, no. 3, pp. Wa25–Wa33,
May/Jun. 2021.

[44] J. G. Yang, K. G. Ruan, J. Gao, S. G. Yang, and L. C. Zhang, “Pavement
distress detection using three-dimension ground penetrating radar and deep
learning,” Appl. Sci.-Basel, vol. 12, no. 11, Jun. 2022, Art. no. 5738.

[45] K. Dinh, N. Gucunski, K. Tran, A. Novo, and T. Nguyen, “Full-resolution
3D imaging for concrete structures with dual-polarization GPR,” Automat.
Constr., vol. 125, May 2021, Art. no. 103652.

[46] K. Yan, Z. H. Zhang, and X. L. Xu, “Improved tucker decomposition
algorithm for noise suppression of 3D GPR data in road detection,” Near
Surf. Geophys., vol. 21, no. 2, pp. 138–151, Apr. 2023.

[47] S. Beckouche and J. W. Ma, “Simultaneous dictionary learning and
denoising for seismic data,” Geophysics, vol. 79, no. 3, pp. A27–A31,
May/Jun. 2014.

[48] Z. J. Feng, “Seismic random noise attenuation using effective and ef-
ficient dictionary learning,” J. Appl. Geophys., vol. 186, Mar. 2021,
Art. no. 104258.

[49] Y. K. Chen, “Fast dictionary learning for noise attenuation of multidimen-
sional seismic data (expression of concern of vol. 209, pg. 21, 2017),”
Geophys. J. Int., vol. 221, no. 3, pp. 2053–2053, Jun. 2020.

[50] D. S. Feng, S. Liu, J. Yang, X. Y. Wang, and X. Wang, “The noise attenu-
ation and stochastic clutter removal of ground penetrating radar based on
the K-SVD dictionary learning,” IEEE Access, vol. 9, pp. 74879–74890,
2021.

[51] S. K. Sahoo and A. Makur, “Dictionary training for sparse representation
as generalization of -means clustering,” IEEE Signal Process. Lett., vol. 20,
no. 6, pp. 587–590, Jun. 2013.

[52] S. K. Sahoo and A. Makur, “Image denoising via sparse representations
over sequential generalization of K-means (SGK),” in Proc. IEEE 9th Int.
Conf. Inf., Commun. Signal Process., 2013, pp. 1–5.

[53] J. Wu, Q. L. Chen, Z. X. Gui, and M. Bai, “Fast dictionary learning
for 3D simultaneous seismic data reconstruction and denoising,” J. Appl.
Geophys., vol. 194, Nov. 2021, Art. no. 104446.

[54] R. Rubinstein, T. Peleg, and M. Elad, “Analysis K-SVD: A dictionary-
learning algorithm for the analysis sparse model,” IEEE Trans. Signal
Process., vol. 61, no. 3, pp. 661–677, Feb. 2013.

[55] D. L. Donoho, “Compressed sensing,” IEEE Trans. Inform Theory., vol. 52,
no. 4, pp. 1289–1306, Apr. 2006.

[56] Y. C. Pati, R. Rezaiifar, and P. S. Krishnaprasad, “Orthogonal matching
pursuit: Recursive function approximation with applications to wavelet de-
composition,” in Proc. IEEE 27th Asilomar Conf. Signals, Syst. Comput.,
1993, pp. 40–44.

Deshan Feng received the B.S., M.S., and Ph.D.
degrees in geophysics from Central South University,
Changsha, China, in 2000, 2003, and 2006, respec-
tively.

From 2013 to 2014, he was a Senior Visiting
Scholar with the Department of Earth Science, Rice
University, Houston, USA. He is currently a Full
Professor and the Director with the Department of
Geophysics, School of Geosciences and Info-Physics,
Central South University. He is a reviewer for IEEE
TRANSACTIONS ON GEOSCIENCE AND REMOTE SENS-

ING, Computers and Geosciences, and Geophysics. His research interests include
the simulation wavelet analysis of electromagnetic waves.

Li He was born in Sichuan, China, in 2000. She
received the B.S. degree in prospecting technology
and engineering from Southwest Petroleum Univer-
sity, Chengdu, China, in 2022. She is currently work-
ing toward the M.S. degree in geological resources
and geological engineering with the College of Geo-
sciences and Info-Physics, Central South University,
Changsha, China.

Her research interests include the data process-
ing, target intelligent extraction, and recognition of
ground penetrating radar.

Xun Wang was born in Henan, China, in 1990. He
received the B.S., M.S., and Ph.D. degrees in geo-
physics from Central South University, Changsha,
China, in 2013, 2016, and 2020, respectively.

He is an Associate Professor with the School of
Geosciences and Info-Physics, Central South Univer-
sity. His research interests include the simulation of
electromagnetic waves and the full-waveform inver-
sion of ground-penetrating radar data.

Dr. Wang is a Reviewer for IEEE TRANSACTIONS

ON GEOSCIENCE AND REMOTE SENSING, IEEE Geo-
science and Remote Sensing Letters, IEEE Access, Icarus, Applied Sciences,
and Mathematical Problems in Engineering.

Yougan Xiao photograph and biography not available at the time of publication.

Guoxing Huang photograph and biography not available at the time of publi-
cation.

Liqiong Cai photograph and biography not available at the time of publication.

Xiaoyong Tai photograph and biography not available at the time of publication.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


