
5026 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

DB-RNN: An RNN for Precipitation
Nowcasting Deblurring

Zhifeng Ma , Hao Zhang , and Jie Liu, Fellow, IEEE

Abstract—Precipitation nowcasting based on artificial intelli-
gence has garnered widespread attention in the meteorological
and computer communities in recent years. While new models are
continuously proposed to refresh the forecasting performance, the
problem of gradual blurring of forecast maps as the forecast period
extends is still serious. Most models use the mean loss and the
recursive prediction structure [such as multiscale recurrent neural
network (MS-RNN)]. The mean loss always results in an average of
future states, visually appearing as a blur. The recursive prediction
method brings the accumulation of error (blur), causing the error
(blur) of long-term predictions to increase exponentially. In this
study, we add the adversarial loss and gradient loss to penalize the
network to ease the blur caused by the averaging loss, and we in-
troduce an additional deblurring network (composed of MS-RNN)
behind the forecasting network (composed of MS-RNN) to alleviate
the blur caused by the recursive structure, which reduces the
blur of the current frame and then recursively and incrementally
reduces the blur of subsequent frames. We name the proposed
model DB-RNN, which can slow down the error accumulation
and alleviate the blurring dilemma. Like MS-RNN, DB-RNN is
compatible with multiple recurrent neural network models, such
as ConvLSTM, TrajGRU, PredRNN, PredRNN++, MIM, Motion-
RNN, PrecipLSTM, etc. Experiments on two large radar datasets
named HKO-7 and DWD-12 indicate that DB-RNN’s predictions
are more accurate and clear than those from MS-RNN.

Index Terms—Deblurring, precipitation nowcasting, radar video
prediction, recurrent neural network (RNN).

I. INTRODUCTION

PRECIPITATION nowcasting refers to the high-resolution
forecasting of precipitation in the short term, with the
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exact duration definition varying between operational weather
centers [1]. It is widely used in traffic and transportation [2], [3],
agricultural planting and harvesting [4], [5], marine fishing [6],
[7], flight takeoff and landing [8], [9], etc. Precise and timely
forecasting will benefit human production and life. If the nec-
essary precautions are taken beforehand, loss of property and
life will be avoided. Knowing its importance, it has sparked
extensive research and discussion in the meteorological and
computer communities [10].

The operational weather and climate forecasting systems have
not fundamentally changed for almost 50 years [11]. This type
of traditional precipitation forecast, also known as numerical
weather prediction, relies on meticulous numerical simulations
of physical models to infer the evolution of the atmosphere.
Simulation-based systems are often impacted by initial condi-
tion fields and require a period of integration to initiate deduction
processes. This limitation leads to poor precipitation predictions
at 0–2 h lead time [12], [13]. Moreover, such systems are compu-
tationally expensive and are unable to provide small-scale fore-
casting [14]. In contrast, precipitation nowcasting based on radar
observations offers an alternative. The optical flow method [15]
is the mainstream solution for very short term precipitation
forecasting, which extrapolates by calculating the optical flow
field. Despite being computationally efficient, this method still
struggles with low accuracy in practical applications as it cannot
tackle intricate nonlinear transformations of precipitation [16],
[17].

Instead of explicitly incorporating prior physical equations,
deep learning methods implicitly learn potential meteorological
laws by training with massive samples [18], [19]. Although
such black box models have been widely criticized for their
lack of interpretability, data-driven models have outperformed
simulation-based models for both short-term [4], [20], [21] and
long-term meteorological prediction tasks [22], [23], [24], [25].
Deep learning models often regard precipitation nowcasting as
the radar video prediction issue [26]; they use various networks
to encode precipitation movement and decode precipitation
prediction [1]. Nevertheless, the earth system is chaotic, high
dimensional, and spatiotemporal [27], and it is a particularly
challenging task to obtain a robust precipitation representation
system. Since introducing a reasonable inductive bias [1] (prior
assumption) about the domain knowledge when designing a
neural network will reduce the training samples and training
difficulty, models [8], [16], [28], [29], [30], [31], [32] integrating
a convolutional neural network (CNN) and a recurrent neural
network (RNN) stand out among many competitors and are
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Fig. 1. Mean loss penalizes models for optimizing toward pixel averaging,
making predictions of MS-RNN blurry. Autoregression brings accumulation of
errors, causing predictions of MS-RNN increasingly blurry. DB-RNN introduces
the deblurring model and deblurring loss based on MS-RNN, which makes the
prediction of each frame of DB-RNN clearer. Despite the inherent autoregressive
error of RNN, the cumulative effect of frame-by-frame deblurring leads to
increasingly stronger deblurring capabilities of DB-RNN.

enduring. We call this type of model ConvRNN, which obeys
the Markov assumption like RNN and can simultaneously model
spatiotemporal patterns.

Radar videos are inherently uncertain and high dimensional.
Pixel-by-pixel changes in temporal and spatial dimensions be-
tween consecutive frames lead to exponential error accumulation
for long-term extrapolation [33] (see Fig. 1). Most models reduce
error and deal with uncertainty by averaging forecasts, which
leads to increasingly blurred forecasts. In other words, there are
two things that cause blur: one is the mean loss (L1 orL2) and the
other is autoregression (RNN). The former brings about blurry
forecasts, while the latter aggravates the phenomenon. In recent
years, these ConvRNN models have continued to innovate and
break through the forecast bottleneck, which alleviates the blur-
riness to a certain extent. However, the problem of progressively
blurred predictions still haunts most research.

We notice that there is a video deblurring task [34], [35],
[36] in the computer vision community, which, like the radar
video prediction task, is mainly concerned with the local spa-
tiotemporal dependence of the data. Despite the domain gap,
we believe that the ConvRNN networks for precipitation fore-
casting can also be used for precipitation deblurring. In this
article, we propose the deblurring RNN (DB-RNN) to alleviate
the autoregression symptom, which consists of two cascaded
ConvRNN networks, one for forecasting and one for deblurring.
For efficiency, we use a more advanced multiscale version
of ConvRNN called multiscale RNN (MS-RNN) [32], which
is compatible with many ConvRNNs. We train the two parts
sequentially by controlling the corresponding loss weights and
finally obtain a powerful end-to-end network for precipitation
nowcasting. In addition, we also introduce the gradient differ-
ence loss (GDL) [37] and adversarial loss [38] as regularization

terms; these constraints narrow the solution space of the neural
network, which is beneficial to ease the phenomenon that the
mean loss adapts to future uncertainty by making predictions
blur. DB-RNN can slow down the blur of each frame. Although
there is an inherent cumulative error of RNN, over time, the
deblurring effect is accumulated, and the deblurring capability
of DB-RNN is even more significant (see Fig. 1). To demonstrate
these, we conduct experiments on two huge radar datasets,
and the results show that DB-RNN greatly alleviates the blur
dilemma of predictions. Our contributions are summarized as
follows.

1) We propose a deblurring model named DB-RNN, which
consists of two cascaded MS-RNNs.

2) DB-RNN combines the forecasting module (FM) and the
deblurring module (DM) and can be trained end to end.

3) DB-RNN is compatible with previous ConvRNN mod-
els like MS-RNN, resulting in DB-ConvLSTM, DB-
TrajGRU, DB-PredRNN, DB-PredRNN++, DB-MIM,
DB-MotionRNN, and DB-PrecipLSTM. We use different
basic ConvRNNs to conduct experiments, and the results
prove that DB-RNN exceeds MS-RNN in clarity and
accuracy.

II. RELATED WORK

A. Radar Video Prediction Models

The majority of studies consider precipitation nowcasting as a
radar video prediction problem [39]. They use diverse architec-
tures to encode different inductive biases [1] (prior assumptions)
into deep networks. The basic network is either the CNN or
the RNN or the generative adversarial network (GAN) [38]
or the attention network. The combination of basic networks
will constitute a variety of networks. UNet [40] composed of
2-D (RainNet [41], Broad-UNet [42], [43], and SimVP [44]) or
3-D (STConvS2S [5]) convolutions is the simplest precipitation
prediction model. ConvRNN, which is composed of convolution
(default 2-D) and RNN, is the most effective precipitation pre-
diction model. Their origin is the ConvLSTM [16] proposed by
Shi et al. in 2015. Later, a large number of followers continue to
refresh the forecasting performance, for example, TrajGRU [8],
PredRNN [28], PredRNN++ [45], MIM [29], MotionRNN [31],
PrecipLSTM [30], MS-RNN [32], and MS-LSTM [26]. The
GAN [17], [19], [46], [47], [48] uses UNet or ConvRNN as
the generator and uses one or more discriminators with differ-
ent roles to play the minimax game. Through the adversarial
learning scheme, GAN-based models can get more realistic
and accurate extrapolation. The attention network originates
from the classic model named Transformer [49] in the natural
language processing domain and gradually spreads to the com-
puter vision domain [50]. Recently, Transformer variants have
also begun to emerge in the precipitation nowcasting domain,
such as Rainformer [51], Earthformer [27], MIMO-VP [52],
and LPT-QPN [53]. The research in this article is mainly
carried out on the basis of various ConvRNNs because their
network designs introduce reasonable spatiotemporal inductive
biases.
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B. Video Deblurring Models

Generally, video deblurring networks are similar to video pre-
diction networks [34]. Their design all consider the spatiotem-
poral characteristics of the data and employ a codec structure,
where the encoder is used to extract image features and the de-
coder is used to reconstruct the image. Specifically, part of video
deblurring networks [54], [55] uses UNet with 2-D convolutions
to learn spatiotemporal dependencies, and they use multiple
adjacent frames as input and predict the high-resolution target
of the centering frame; part of video deblurring networks [56],
[57], [58] directly uses UNet with 3-D convolutions to capture
spatial and temporal features, which also use multiple frames
to deblur one frame; part of video deblurring networks chooses
to use the RNN [59], [60], [61] or the RNN composed of the
CNN [62], [63], [64] to capture spatial and temporal changes.
In addition to using multiple context frames to deblur the target
frame, they also use a single frame as input like ConvRNNs for
video prediction since the temporal relation has been implicitly
encoded into the recurrent network. Besides, the GAN is also
considered to boost them to generate more realistic images that
are more in line with human vision [54], [65], [66]. Recently,
many Transformer variants [67], [68], [69] have also emerged
in the video deblurring domain. It should be pointed out that
ConvLSTM is widely used in video deblurring networks [70],
[71], but other ConvRNNs (ConvLSTM variants) have not been
adopted for video deblurring.

III. PRELIMINARIES

A. Formulation of the Precipitation Nowcasting Problem

In general, given a radar video clip, if we split it into two parts,
where the former constitutes the historical sequence, while the
latter constitutes the future sequence, then the precipitation now-
casting problem is to predict the maximum possible future se-
quence given the historical sequence. In detail, if Xt ∈ R

c×h×w

is used to represent the radar frame collected at time t, where
c, h, and w represent the channel, height, and width, respec-
tively, X = {X0, . . ., Xm−1} is used to represent the historical
sequence, and Y = {Xm, . . ., Xm+n−1} is used to represent the
future sequence, then the problem can be formulated as

Ŷ ∗ = argmax
Y

P (Y |X) (1)

where Ŷ ∗ is the most probable predicted sequence.

B. MS-RNN

Existing ConvRNN models (ConvLSTM [16], TrajGRU [8],
PredRNN [28], PredRNN++ [45], MIM [29], MotionRNN [31],
and PrecipLSTM [30]) are either getting wider or deeper. Al-
though they gain stronger forecasting capabilities, they will
consume huge memory and computing resources. MS-RNN [32]
proposes to adopt a multiscale architecture to improve these
ConvRNN models, which will make them have less memory and
computing requirements but stronger spatiotemporal modeling
capabilities while keeping the number of parameters constant.
Specifically, MS-RNN reintegrates these increasingly complex

tensor flows and embeds the UNet [40] structure into ConvRNN
(RNN for short from now on). DB-RNN employs MS-RNN as
the basic module; thus, it is compatible with multiple ConvRNN
models as MS-RNN, obtaining DB-ConvLSTM, DB-TrajGRU,
DB-PredRNN, DB-PredRNN++, DB-MIM, DB-MotionRNN,
and DB-PrecipLSTM. This study adopts the superior model
MS-PrecipLSTM as a representation to describe DB-RNN.
Fig. 2(a) exhibits the architecture of MS-PrecipLSTM from a
spatiotemporal or multistep perspective, while Fig. 2(b) exhibits
the architecture of MS-PrecipLSTM from a spatial or one-step
perspective.

IV. METHOD

Due to the high dimensionality and inherent uncertainty of
natural radar videos, forecasting from models rapidly degrades
over time as uncertainty grows, converging to an average of the
possible future outcome, visually represented as blurriness [33].
Most models struggle with blurry predictions. The radar video
prediction (precipitation nowcasting) problem remains a great
challenge.

Given that the computer vision community treats forecasting
and deblurring separately, an intuitive idea is to train a deblurring
network after training a forecasting network to combat blur [see
Fig. 3(a)]. The final prediction can be obtained by inputting
the output of the forecasting network to the deblurring network
during inference. However, both training and inference of this
approach require two steps, and it requires saving the training
output of the forecasting network for the training of the deblur-
ring network, which is tedious and time consuming.

In this article, we propose an end-to-end (DB-RNN, which
can handle forecasting and deblurring tasks simultaneously [see
Fig. 3(b)], which avoids the drawbacks of staged training. DB-
RNN consists of two cascaded MS-RNNs with skip connections
between their encoders and decoders to fuse same-scale features.
DB-RNN has two outputs: one for penalizing the forecasting
network and one for penalizing the deblurring network (see
Section IV-B). The introduction of the DM results in DB-RNN
having the ability to deblur frame by frame. Due to the cumula-
tive effect of autoregression, the deblurring effect of DB-RNN
grows over time, which partially makes up for the shortcomings
of autoregressive error accumulation in MS-RNN.

During the training process, the purpose of gradually training
the two networks is achieved by controlling the weights of the
two losses. At the beginning of training, the loss weight of the
forecasting network is 1, and the loss weight of the deblurring
network is 0.01. At this time, the forecasting network is trained,
while the deblurring network is initialization. At the middle
of training, the loss weight of the forecasting network is 0.5,
and the loss weight of the deblurring network is 0.5. At this
time, the forecasting and deblurring networks are trained jointly.
At the end of the training, the loss weight of the forecasting
network is 0.01, and the loss weight of the deblurring network
is 1. At this time, the deblurring network is trained, while the
forecasting network is activated to avoid degradation. Since the
two networks are trained jointly rather than separately, skip
connections are introduced between them. Experiments show
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Fig. 2. Architecture of MS-PrecipLSTM [32]. (a) Spatiotemporal or multistep perspective. (b) Spatial or one-step perspective. MS-PrecipLSTM uses six layers
(l) of RNN units to form the codec structure. The symbol t in the figure represents time. The hidden state Hl

t and the memory state M l
t propagate along the vertical

(spatial) and zigzag (spatiotemporal) directions, respectively. The hidden states of different scales of the encoder, such as H0
t and H1

t , propagate along the curve
(spatial) direction. The memory list propagates along the horizontal (temporal) direction, which is [Hl

t, C
l
t,MSl

t,MTl
t], where Cl

t , MSl
t, and MTl

t denote the
cell state, meteorological spatial state, and meteorological temporal state, respectively. Downsampling and upsampling operations are performed by max-pooling
(P2×2) and bilinear interpolation (B2×2), respectively.

Fig. 3. Two different training strategies for the forecasting task and the deblurring task. (a) Staged training strategy. (b) End-to-end training strategy.

that the end-to-end training strategy of DB-RNN is superior to
the staged training strategy (see Section V-G). We will cover the
specifics of DB-RNN in the following subsection.

A. DB-RNN

Generally, during one-step prediction, the input of the FM is
the true radar map Xt (0 ≤ t ≤ m− 1) or the deblurred radar

map ˆ̂
Xt (m ≤ t ≤ m+ n− 2), and the output of the FM is the

forecasted radar map X̂t+1. The input of the DM is the forecasted
radar map X̂t+1, and the output of DM is the deblurred radar

map ˆ̂
Xt+1. Furthermore, we also introduce multiple shortcuts

between FM and DM to fuse the same-scale features of the
two networks, which can make them interact to jointly combat
blurring. Thus, the input of DM also contains the layer output
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tensor of FM. These can be formulated as

X̂t+1 = FM(Xt/
ˆ̂
Xt)

ˆ̂
Xt+1 = DM(X̂t+1, (FMout)H , (FMout)M ) (2)

where (·)out signifies output tensors of “·,” while (·)H and (·)M
signifies the hidden state H l

t and memory state M l
t of “·,”

respectively.
In detail, the forecasting encoder (FE) and the forecasting

decoder (FD) of FM all employ three RNN blocks (FEi and
FDi, i = 0, 1, 2). FE adopts the 2× 2 max-pooling (P2×2, (·)↓)
to construct multiscale features. With the stacking of layers, the
shape of the radar feature map evolves as c̃× h× w → c̃× h

2 ×
w
2 → c̃× h

4 × w
4 , where c̃ denotes the embedding dimension.

The formulation of FE is

FEout
0 = FE0(Xt/

ˆ̂
Xt)

FEout
1 = FE1((FEout

0 )
↓
)

FEout
2 = FE2((FEout

1 )
↓
). (3)

On the contrary, FD uses2× 2bilinear interpolation (B2×2, (·)↑)
to construct multiscale features. With the stacking of layers,
the shape of the radar feature map evolves as c̃× w

4 × w
4 →

c̃× h
2 × w

2 → c̃× h× w. Moreover, FD also accepts skip con-
nections from FE. The formulation of FD is

FDout
2 = FD2(FEout

2 )

FDout
1 = FD1(((FDout

2 )H)
↑
+ (FEout

1 )H , ((FDout
2 )M )

↑
)

FDout
0 = FD0(((FDout

1 )H)
↑
+ (FEout

0 )H , ((FDout
1 )M )

↑
)

X̂t+1 = (FDout
0 )H . (4)

In detail, the deblurring encoder (DE) and the deblurring
decoder (DD) of DM all employ three RNN blocks too (DEi and
DDi, i = 0, 1, 2). Unlike FE, DE also accepts skip connections
from FD, but they are similar overall. According to (3), we can
get

DEout
0 = DE0(X̂t+1 + (FDout

0 )H , (FDout
0 )M )

DEout
1 = DE1(((DEout

0 )H̃)
↓
+ (FDout

1 )H , ((DEout
0 )M̃ )

↓
)

DEout
2 = DE2(((DEout

1 )H̃)
↓
+ (FDout

2 )H , ((DEout
1 )M̃ )

↓
) (5)

where (·)H̃ signifies the hidden state H̃ l
t of “·,” while (·)M̃

signifies the memory state M̃ l
t of “·.”

In addition to skip connections from DE, DD also accepts skip
connections from FE as input. DD is formulated as

DDout
2 = DD2((DEout

2 )H̃ + (FEout
2 )H , (DEout

2 )M̃ )

DDout
1 = DD1(((DDout

2 )H̃)
↑
+ (DEout

1 )H̃ + (FEout
1 )H ,

((DDout
2 )M̃ )

↑
)

DDout
0 = DD0(((DDout

1 )H̃)
↑
+ (DEout

0 )H̃ + (FEout
0 )H ,

((DDout
1 )M̃ )

↑
)

ˆ̂
Xt+1 = (DDout

0 )H̃ . (6)

B. Loss Function

Essentially, two MS-RNNs form the DB-RNN: one for precip-
itation forecasting and other for precipitation deblurring. Both
the subnetworks need to be penalized to perform gradient up-
dates to optimize corresponding parameters. Specifically, both
the networks employ the L1 + L2 pixel loss, which is superior
to employL1 orL2 alone [32]. Furthermore, we also add regular
terms employing the GDL [37] and adversarial loss [38] to
obtain more clear predictions, which partly reduce the mean
blur. Finally, the weighted union of these losses results in the
overall loss

Lfor =

∑m+n−1
t=1 (|Xt − X̂t|+ |Xt − X̂t|2)

m+ n− 1

Ldeb =

∑m+n−1
t=1 (|Xt − ˆ̂

Xt|+ |Xt − ˆ̂
Xt|

2

)

m+ n− 1

Lgdl =

∑m+n−1
t=1

∑h−2
i=0

∑w−2
j=0 (||Xi+1,j

t −Xi,j
t | − | ˆ̂Xi+1,j

t

− ˆ̂
Xi,j

t ||+ ||Xi,j+1
t −Xi,j

t | − | ˆ̂Xi,j+1
t − ˆ̂

Xi,j
t ||)

m+ n− 1

Ladv =

∑m+n−1
t=1 BCE(D(

ˆ̂
Xt),Real)

m+ n− 1

Lall = λ1Lfor + λ2Ldeb + λ3Lgdl + λ4Ladv (7)

where Lfor, Ldeb, Lgdl, Ladv, and Lall denote loss of forecasting,
loss of deblurring, loss of GDL, loss of adversary, and loss of
overall, respectively; λ1, λ2, λ3, and λ4 are loss weights of Lfor,
Ldeb, Lgdl, and Ladv respectively; D is the discriminator; and
BCE represents binary cross entropy.

λ1 decreases linearly from 1 to 0.01 while λ2 increases
linearly from 0.01 to 1 in the first 20 epochs, and λ1 main-
tains as 0.01 while λ2 maintains as 1 in the remaining train-
ing epochs. The reason is that we want to start with mainly
training the forecasting network (λ1 = 1) while appropriately
activating the deblurring network (λ2 = 0.01), then gradually
transition to mainly training the deblurring network (λ2 = 1)
while avoiding completely degradation of the forecasting net-
work (λ1 = 0.01), and finally train both networks to work
together. λ3 and λ4 remain unchanged throughout the train-
ing process, which is set to 0.001 and 1, respectively. Ladv

is made of the BCE loss function, and we want to trick the

discriminator (D) into recognizing the deblurred frame ( ˆ̂Xt)
generated by the generator (DB-RNN) as real (1), at which Ladv

takes the minimum value (0). Like the generator, the param-
eters of the discriminator are updated during each mini-batch
gradient descent process, but with a separate optimizer and loss
function

LD = BCE(D(Xt),Real) + BCE(D(
ˆ̂
Xt),Fake) (8)

where fake is equal to 0. The discriminator is trained to distin-
guish real from fake (LD ↓,Lall ↑), which forces the generator to
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TABLE I
DETAILS OF DISCRIMINATORS

TABLE II
PARAMETER SETTINGS OF LAYERS IN TABLE I

generate more realistic frames (LD ↑, Lall ↓), which then causes
the discriminator to update (LD ↓, Lall ↑), and so on. Through
the adversarial training of ebb and flow, the two reach the Nash
equilibrium [72], and the training ends.

The discriminator is composed of a convolutional encoder and
a linear decoder (see Table I). Given that base RNNs used by
DB-RNN have different parameters [32], that is, generators have
different parameters, we equip models with three discriminators
with different parameters, 0.012M for DB-ConvLSTM and DB-
TrajGRU, 0.017M for DB-PredRNN and DB-PredRNN++, and
0.027M for DB-MIM, DB-MotionRNN, and DB-PrecipLSTM,
which is achieved by changing input or output channels of layers
(see Table II).

V. EXPERIMENTS

A. Datasets

We conduct experiments with the HKO-7 [8] and DWD-
12 [41] datasets, where the former is collected by one Doppler
radar, while the latter is collected by 17 Doppler radars. HKO-7
has seven years of data from 2009 to 2015, covering an area
of 512×512 km2 centered in Hong Kong. The temporal res-
olution of the dataset is 6 min, and the spatial resolution is
1.07 km. We only employ data from rainy days, that is, 812 days
for training, 50 days for validation, and 131 days for testing.
DWD-12 has 12 years of data from 2006 to 2017, covering an
area of 900×900 km2 across the entire Germany. The temporal
resolution of the dataset is 5 min, and the spatial resolution is
1 km. We use data from 2006 to 2013 for training, data from
2014 to 2015 for validation, and data from 2016 to 2017 for
testing.

The conversion relationship between the image pixel value
(P : 0–255) and the radar reflectivity intensity (dBZ: 0–60) for

both the datasets is

P =
⌊
255× dBZ

60

⌋
. (9)

The conversion relations between the radar reflectivity intensity
(dBZ: 0–60) and rainfall intensity (R: mm/h) for the HKO-7 and
DWD-12 datasets are

dBZ = 10× lg (58.53×R1.56)

dBZ = 10× lg (256×R1.42) (10)

respectively.

B. Implementation Details

We apply the same experimental setup to all models. The
kernel size and hidden channel of RNN are 3×3 and 24, respec-
tively. MS-RNN is stacked with six layers of RNN. We use the
Adam optimizer [73] with an initial learning rate of 0.0003. The
batch size is 4. We interpolate radar maps to 160×160 for quick
verification. We sample frames every two frames for HKO-7
and five frames for DWD-12, which increases the difficulty
of nowcasting. The task of the model is to predict five future
frames based on five historical frames. We train MS-RNN for
25 epochs and DB-RNN for 50 epochs using the NVIDIA A100
GPU. All leaky ReLU layers in discriminators use a negative
slope of 0.01. There is nothing to set up for sigmoid layers. The
specific parameter settings of other layers in Table I are shown in
Table II.

C. Metrics

We evaluate models using the critical success index (CSI) [8]
and the Heidke skill score (HSS) [8] at different rainfall intensity
thresholds (0.5, 2, 5, 10, and 30 mm/h). First, we convert pixel
values of predicted or real images to 0 or 1 by the threshold τ .
In detail, we employ (9) and (10) to transform the pixel value
(P ) to rainfall R. If R ≥ τ , P will be 1; otherwise, P will be
0. Second, we can count TP (prediction = 1, truth = 1), FN
(prediction = 0, truth = 1), FP (prediction = 1, truth = 0),
and TN (prediction = 0, truth = 0), separately. Finally, CSI,
HSS, and POD are calculated as (TP/(TP + FN + FP)),
((TP × TN − FN × FP)/((TP + FN)(FN + TN) + (TP + FP)
(FP + TN))), and (TP/(TP + FN)) respectively. In addition,
the balanced mean squared error (B-MSE) [8] and balanced
mean absolute error (B-MAE) [8] are also used to eliminate
the interference of the long tail distribution of precipitation to
focus on heavy rains.

D. Quantitative Experiments

We use seven basic RNN models to quantitatively compare
the performance of MS-RNN and DB-RNN, which are Con-
vLSTM [16], TrajGRU [8], PredRNN [28], PredRNN++ [45],
MIM [29], MotionRNN [31], and PrecipLSTM [30]. It should
be pointed out that Hong Kong has a subtropical monsoon
climate with different levels of precipitation, while Germany
has a temperate maritime climate with mostly light rain and less
heavy rain. Therefore, thresholds 0.5, 2, 5, 10, and 30 mm/h are
used when measuring HKO-7, while only thresholds 0.5, 2, and
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TABLE III
QUANTITATIVE COMPARISON ON HKO-7

TABLE IV
QUANTITATIVE COMPARISON ON DWD-12

5 mm/h are used when measuring DWD-12. Tables III and IV
show quantitative comparison experiments on the HKO-7 and
DWD-12 datasets, respectively.

Overall, all DB-RNNs outperform MS-RNNs on all metrics
on the HKO-7 dataset, and all DB-RNNs outperform MS-RNNs
on all metrics on the DWD-12 dataset except for the B-MSE
indicator. Specifically, we have the following.

1) For the HKO-7 dataset, compared with MS-ConvLSTM,
the CSI-0.5, CSI-2, CSI-5, CSI-10, and CSI-30 of DB-
ConvLSTM increase by 1.6%, 1.8%, 3.3%, 6.6%, and
20.9%, respectively, while the B-MSE and B-MAE of
DB-ConvLSTM decrease by 6.3% and 4.7%, respectively.

2) For the DWD-12 dataset, compared with MS-
PrecipLSTM, the HSS-0.5, HSS-2, and HSS-5 of
DB-PrecipLSTM increase by 2.1%, 7.3%, and 17.4%,

respectively, while the B-MAE of DB-PrecipLSTM
decreases by 1.8%. Obviously, we can get the same
conclusion as on HKO-7: the greater the precipitation
level, the more the DB-RNN improves. In other words,
DB-RNN cares more about heavier rain, which is more
harmful.

3) Fig. 4 also proves this point. Fig. 4 exhibits the framewise
CSI and HSS metrics at different thresholds on the HKO-7
dataset. Over time (horizontal axis), the performance of
both MS-RNN and DB-RNN declines significantly, that
is, it becomes increasingly blurry. However, DB-RNN
alleviates this tendency, thanks to the introduction of the
deblurring network and deblurring loss. In addition, it can
also be seen from Fig. 4 that the deblurring effect of DB-
RNN increases with time steps, especially for higher levels
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Fig. 4. Comparison of framewise CSI and HSS at different rainfall thresholds on HKO-7. CSI-τ and HSS-τ are shorts for CSI (R ≥ τ ) and HSS (R ≥ τ ),
respectively, which mean nowcasting skill scores at threshold τ mm/h. For layout convenience, we omit the HSS-2 indicator. (a) CSI-0.5. (b) CSI-2. (c) CSI-5.
(d) CSI-10. (e) CSI-30. (f) HSS-0.5. (g) HSS-5. (h) HSS-10. (i) HSS-30.
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of precipitation, which echoes Fig. 1, that is, deblurring is
accumulated.

E. Qualitative Experiments

Qualitative experiments are similar to quantitative experi-
ments. Seven basic RNN models are also used to compare MS-
RNN and DB-RNN, namely, ConvLSTM [16], TrajGRU [8],
PredRNN [28], PredRNN++ [45], MIM [29], MotionRNN [31],
and PrecipLSTM [30]. We select a total of six precipitation cases
to compare them: two from the HKO-7 dataset (see Fig. 5) and
four from the DWD-12 dataset (see Figs. 6 and 7).

Overall, DB-RNN’s predictions are clearer and more accurate
than MS-RNN’s, and DB-RNN pays more attention to heavier
rain than MS-RNN. Furthermore, the gap between DB-RNN
and MS-RNN is not large at the beginning, and the predictions
of both are not very vague. However, as time goes by, the gap
between the two begins to appear, especially the prediction of
the last frame, that is, the gradual blurring trend of DB-RNN
is not as fast as that of MS-RNN. This again demonstrates the
deblurring accumulation ability of DB-RNN, echoing Figs. 1
and 4.

Specifically, we have the following.
1) Fig. 5(a) shows a process of sparse precipitation moving

eastward, and Fig. 5(b) shows a process of dense precip-
itation moving eastward. By comparing the last frame
(t = 9) predicted by MS-RNN and DB-RNN, we can
conclude that DB-RNN has the ability to deblur, predict
more accurately, and pay more attention to heavy rain
(yellow and red pixels).

2) Fig. 6(a) shows a process of increasing precipitation mov-
ing northward, and Fig. 6(b) shows a process of decreasing
precipitation moving eastward. The case in Fig. 6(a) is
extremely difficult. The model needs to infer changes
for the unknown five frames (t = 5, . . ., 9) from the
known two frames (t = 3, 4) with significant precipitation.
MS-ConvLSTM, MS-TrajGRU, and DB-PredRNN++ be-
lieve that precipitation will dissipate, DB-TrajGRU and
DB-PredRNN believe that precipitation will maintain,
while DB-ConvLSTM, MS-PredRNN, MS-PredRNN++,
MS-MIM, DB-MIM, MS-MotionRNN, DB-MotionRNN,
MS-PrecipLSTM, and DB-PrecipLSTM believe that pre-
cipitation will expand. In general, the predictions of most
DB-RNNs are clearer than MS-RNNs’, and most DB-
RNNs believe that precipitation will remain or expand,
among which the prediction of DB-PrecipLSTM is the
clearest and most accurate. In comparison, the example
in Fig. 6(b) is much simpler. The model needs to infer
changes for the unknown five frames (t = 5, . . ., 9) from
the known five frames (t = 0, . . ., 4) with significant pre-
cipitation. DB-RNN still outperforms MS-RNN in terms
of clarity and accuracy, indicating that DB-RNN can cap-
ture not only the birth but also the death of precipitation;

3) Fig. 7(a) shows a process of the narrow precipitation
band moving eastward, and Fig. 7(b) shows a process
of the broad precipitation cluster spreading eastward. By
comparing the last frame (t = 9) predicted by MS-RNN

TABLE V
COMPLEXITIES OF MS-RNN AND DB-RNN ON HKO-7

and DB-RNN, we can get the same conclusion as before:
DB-RNN resists blur, predicts more accurately, and pays
more attention to heavier rain (yellow pixels).

F. Analysis of Complexity and Scalability

We choose ConvLSTM, PredRNN, and MIM as the basic
RNNs to compare the various complexities of MS-RNN and
DB-RNN. Table V shows the comparison on HKO-7. The pa-
rameter complexity, computational complexity (FLOPs), space
complexity (memory), and time complexity of DB-RNN are
approximately two times, two times, two times, and four times
that of MS-RNN, respectively. DB-RNN uses two MS-RNNs
in sequence, and these increases are not surprising. Although
DB-RNN consumes more computing resources, the perfor-
mance of DB-RNN is stronger than MS-RNN with almost
the same parameters, such as DB-ConvLSTM is stronger than
MS-PredRNN, and DB-PredRNN is stronger than MS-MIM
(see Tables III and IV). The most fatal problem when training
neural networks is video memory. Improperly designed neural
networks may lead to the exhaustion of video memory. Thanks
to the multiscale design of MS-RNN, DB-RNN takes up less
video memory and is still within the tolerance of normal video
memory. Finally, the training time of DB-RNN has increased
excessively, which should be the result of the introduction of
adversarial training. Although the training time is extended, the
benefits in exchange are stronger performance and reduced blur
effects.

This article only uses seven basic RNN models to ver-
ify the advantages of DB-RNN, namely, ConvLSTM [16],
TrajGRU [8], PredRNN [28], PredRNN++ [45], MIM [29],
MotionRNN [31], and PrecipLSTM [30]. In practice, there
are many variants of ConvLSTM. Thanks to the scalability
and compatibility of MS-RNN, DB-RNN is compatible with
most convolutional RNN models, such as SA-ConvLSTM [74],
MoDeRNN [75], CMS-LSTM [76], PredRNN-V2 [77], MK-
LSTM [26], etc. Due to space limitations, this article no longer
performs corresponding experiments.

G. Comparison With Staged Training Models

We use ConvLSTM [16] and PredRNN [28] as base models to
compare the performance of MS-RNN [32], staged training MS-
RNN (MS-RNN-S), and DB-RNN. The experimental results are
shown in Table VI. Overall, DB-RNN outperforms MS-RNN-S,
while MS-RNN-S outperforms MS-RNN. We can conclude that
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Fig. 5. Cases study of instantaneous precipitation starting at 2012-01-24 17:54:00 UTC+8 (left) and 2013-03-30 06:54:00 UTC+8 (right) of Hong Kong. The
first row is known historical frames, the second row is unknown future frames, and the other rows are predicted frames. (a) Process of sparse precipitation moving
eastward. (b) Process of dense precipitation moving eastward.
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Fig. 6. Cases study of instantaneous precipitation starting at 2016-02-22 09:35:00 UTC+1 (left) and 2016-02-25 17:50:00 UTC+1 (right) of Germany. The first
row is known historical frames, the second row is unknown future frames, and the other rows are predicted frames. (a) Process of increasing precipitation moving
northward. (b) Process of decreasing precipitation moving eastward.
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Fig. 7. Cases study of instantaneous precipitation starting at 2017-06-22 08:15:00 UTC+1 (left) and 2017-07-12 10:05:00 UTC+1 (right) of Germany. The first
row is known historical frames, the second row is unknown future frames, and the other rows are predicted frames. (a) Process of the narrow precipitation band
moving eastward. (b) Process of the broad precipitation cluster spreading eastward.
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TABLE VI
COMPARISON WITH STAGED TRAINING MODELS ON HKO-7

TABLE VII
COMPARISON WITH THE STATE-OF-THE-ART MODELS ON HKO-7

the introduction of the deblurring network does improve the
performance of MS-RNN (reduction of blur), and the end-to-end
training strategy is better than the staged training strategy. The
skip connections we introduce between the forecasting network
and the deblurring network and our unique training method
that enables the two networks to cooperate are the fundamental
reasons why DB-RNN is superior to MS-RNN-S. Furthermore,
when experimenting with MS-RNN-S, its tedious and time-
consuming training and testing give us a headache.

H. Comparison With State-of-The-Art Models

We compare DB-RNN with four recent state-of-the-art
models (Table VII). They adopt different architectures, among
which Earthformer [27] and LPT-QPN [53] are attention
(abbreviated as Atten) models, SimVP [44] is a convolutional
model, and MS-LSTM [26] is a recursive model. We enlist
a model with the worst performance, DB-ConvLSTM, and a
model with the strongest performance, DB-PrecipLSTM. In
terms of parameters, DB-ConvLSTM has the least, SimVP
has the most, and other models are in the middle. In terms of
performance, DB-PrecipLSTM is the strongest, Earthformer
is the weakest, and other models are in the middle. It is worth
noting that DB-ConvLSTM uses the smallest parameters to
obtain the second-best performance and DB-PrecipLSTM uses
the third-smallest parameters to obtain the best performance. In
short, DB-RNN mostly outperforms all historical state-of-the-art
models in terms of parameters and performance.

I. Exploration of Long Term Forecasts

To explore the performance of MS-RNN and DB-RNN for
long-term forecasting, we conduct experiments on HKO-7. We
use PrecipLSTM as the base RNN model and use HSS-10
and POD-10 as indicators. To save training time and training

Fig. 8. Comparison of long-term prediction performance of MS-RNN and
DB-RNN on HKO-7. The horizontal axis represents the forecast lead time in
hours. (a) HSS-10. (b) POD-10.

TABLE VIII
ABLATION STUDY ON HKO-7

resources, we reuse the weights of models from previous exper-
iments (see Section V-B). Specifically, we use fixed and trained
models (MS-PrecipLSTM and DB-PrecipLSTM) to perform
forecast tasks with different lead times, which is easily achieved
through multiple recursions.

We have both MS-PrecipLSTM and DB-PrecipLSTM per-
form 1–7 h forecasts (see Fig. 8). The performance of both drops
sharply in the initial stage and then slows down, which is some-
what similar to Fig. 4. However, the performance degradation of
DB-PrecipLSTM is slower than that of MS-PrecipLSTM, which
becomes more obvious as the lead time increases, which is con-
sistent with the analysis of Fig. 4. Although the autoregressive
structure of DB-RNN accumulates error (blur), deblurring is also
accumulated. Nonetheless, the performance of DB-RNN is not
optimistic in the long term, which may be caused by the use of
only a single radar source and the lack of physical constraints.
The introduction of multimodal data and physical constraints
may alleviate this situation in the future.

J. Ablation Studies

To demonstrate the role of each component in our proposed
DB-RNN, we sequentially add the deblurring loss (Ldeb), GDL
(Lgdl), and adversarial loss (Ladv) to MS-RNN (Lfor). We use
PrecipLSTM [30] as the basic model and perform experiments
on the HKO-7 dataset. The results in Table VIII show that these
components all play a positive role, among which the introduc-
tion of the deblurring loss has the largest improvement, the in-
troduction of adversarial loss has the intermediate improvement,
and the introduction of GDL has the smallest improvement.
In addition, to verify the effectiveness of the dynamic weight
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setting during the training process of DB-RNN, we fix λ1 and
λ2 in (7) to 1 during training (row 2 of Table VIII). The results
show that the dynamic loss weight strategy (row 3 of Table VIII)
is slightly better than the static loss weight strategy. This suggests
that it might be better to split the network into forecasting and
deblurring parts and let them focus on their roles during training.

VI. DISCUSSION

In the context of computer vision, precipitation nowcasting
belongs to the subtask of weather forecasting, and weather
forecasting belongs to the subtask of video prediction. They
all belong to spatiotemporal prediction tasks, and most of the
models in these domains are common. In addition, DB-RNN has
opened up the connection with video deblurring. Therefore, we
can infer that DB-RNN can also be extended to these domains. In
this section, we mainly discuss applications and corresponding
limitations of DB-RNN in different domains.

A. Weather Forecasting

1) This article only conducts experiments on two precipita-
tion datasets with different climates: one with a subtrop-
ical monsoon climate and one with a temperate maritime
climate. We believe that DB-RNN is capable of handling
data from other climates. Different climate types bring
different distributions of precipitation levels, but from
the experiments of DB-RNN on HKO-7, we can see that
DB-RNN performs well whether it is light rain, moderate
rain, or heavy rain. Therefore, as long as the data are
sufficient, DB-RNN can still perform well.

2) Although temperature, pressure, and wind speed do not
change much in the short term [39], the blur problem in
the forecast of these meteorological elements still exists,
and DB-RNN can also be used to deal with these types of
blur.

3) Recently, data-driven large meteorological models have
emerged endlessly, such as FourCastNet [23], Swin-
VRNN [78], Pangu-Weather [21], and ClimaX [79], etc.
They learn underlying meteorological laws from massive
historical climate data of Earth, which makes them excel-
lent at modeling long-term climate dynamics, even beating
traditional numerical models. However, the training data
they use have low temporal and spatial resolutions, which
makes it difficult to perform short-term high-resolution
forecasting tasks, such as precipitation nowcasting. In
short, we believe that small models, such as DB-RNN,
are more suitable for short-term local weather forecast-
ing, while data-driven large models are more suitable
for long-term global weather forecasting. In operational
weather forecasting scenarios, DB-RNN can be used as
a supplement to numerical forecasting and large model
forecasting systems.

B. Video Prediction and Video Deblurring

1) In addition to weather forecasting, there are also some
other spatiotemporal prediction tasks, such as traffic flow
prediction, robot movement prediction, human movement

prediction, etc. Accurate predictions will benefit human
life. To cope with future uncertainties, models in these
domains also choose fuzzy predictions to minimize losses.
That is, the blur problem is a recognized thorny problem
in the video prediction domain. For models using RNN
structures in the video prediction domain, the introduction
of the deblurring network of DB-RNN is applicable. For
models using non-RNN structures in the video prediction
domain, the introduction of deblurring loss of DB-RNN
is applicable. While these bring benefits, they introduce
additional computational costs, and a tradeoff between
performance and cost needs to be considered.

2) Similar to video prediction tasks, models in the video
deblurring domain also have various architectures. For
video deblurring models using RNN structures or RNN-
like structures, the deblurring network design of DB-RNN
is worth learning from. This may not apply to video
deblurring models with non-RNN structures, but the ad-
versarial and gradient regularization loss terms should
play a corresponding deblurring role. We believe that
DB-RNN can also perform well on deblurring datasets
such as MC-Blur [80] and RWBI [81], which we leave to
future work.

VII. CONCLUSION AND FUTURE WORK

This article explores the introduction of the deblurring net-
work and deblurring loss into the forecasting network and
proposes the DB-RNN. Both the forecasting network and the
deblurring network are composed of the advanced multiscale
model MS-RNN. The deblurring loss has three parts, one of
which comes from the deblurring network, and the other two
parts consist of the GDL and adversarial loss. In addition, we in-
troduce additional skip connections between the two MS-RNNs
and design a progressive training strategy to make them work
together. We perform quantitative and qualitative comparative
experiments on two large-scale radar datasets called HKO-7
and DWD-12 respectively, and the results demonstrate that the
predictions of DB-RNN are clearer, more accurate, and more
focused on heavier rain than MS-RNN. In addition, we analyze
the complexity and scalability of DB-RNN, compare it with his-
torical state-of-the-art models and staged training models, and
explore its application for long-term predictions. All the results
demonstrate the superiority of DB-RNN. Next, ablation experi-
ments demonstrate the effectiveness of the three-part deblurring
design. Finally, we discuss the applications and limitations of
DB-RNN in other domains.

Autoregression is a double-edged sword, which can lead to the
accumulation of errors and the accumulation of deblurring. We
flexibly employ the advantages of autoregression to cover up its
disadvantages. Recently, some nonautoregressive models, such
as SimVP and MIMO-VP, have begun to appear. They adopt an
end-to-end approach instead of a recursive approach. Although
this does not lead to error accumulation, it may cause train-
ing difficulties because the network design does not take time
dependence into account. In conclusion, the tradeoff between
autoregressive and nonautoregressive models requires further
research.
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Since the MSE (or MAE) loss always leads to the average
of the future state, the GAN models choose to add adversarial
regular terms to the loss function to combat ambiguity. In ad-
dition, some models also introduce regular terms such as GDL,
structural similarity, and perceptual loss in the loss function. The
regular term limits the size of the neural network solution space,
making it easier for the model to obtain approximate solutions.
DB-RNN also draws on this principle. Whether there are better
reconstruction losses to replace the MSE (or MAE) and whether
there are more powerful regularization terms are questions worth
exploring in the future.
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