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An Effective Space-Borne ISAR High-Resolution
Imaging Approach for Satellite On-Orbit Based

on Minimum Entropy Optimization
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Abstract—The space situational awareness program places great
significance on obtaining high-resolution images of satellite in space
orbit. By utilizing space-borne inverse synthetic aperture radar
(SBISAR) can achieve high-resolution imaging of observed satellite
(OS) on-orbit especially in geosynchronous orbit (GEO). However,
the complex and nonuniform relative motion of the OS on-orbit
and SBISAR produces 2-D spatial variant phase errors, which
has a high-order form during long coherent processing intervals.
Up to now, the imaging problem of SBISAR has not been effec-
tively tackled. In this work, a novel method to compensate for
the 2-D spatial variant phase errors for SBISAR imaging based
on minimum entropy and quasi-Newton’s method is proposed.
First, the geometric model that considers the relative motion state
of SBISAR and the OS on-orbit is established and the optimal
observation time period is determined. Second, we propose the
echo signal model for the satellite on-orbit and deduce the specific
form of the high-order spatial variant phase errors. Third, based
on image entropy, quasi-Newton’s method is adopted to obtain
the optimal solution for the phase error coefficients. Finally, a
new initial estimation method that aims to overcome the local
convergence of quasi-Newton’s method is proposed. By utilizing
the optimal parameters, the well-focused SBISAR image can be
achieved. Taking GEO satellite imaging as an example, experiments
based on scattering point simulation data verify the effectiveness
of the proposed method.

Index Terms—2-D spatial variant phase errors, high-resolution
imaging, minimum entropy, satellite on-orbit, space-borne inverse
synthetic aperture radar (SBISAR).

I. INTRODUCTION

S PACE orbit resources are further occupied [1] driven by the
rapid advancement of space technology and the growing

exploration of space resources. One of the objectives of space
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situation awareness (SSA) is to protect space assets [2] by pre-
dicting and assessing space events through the monitoring, track-
ing, and identifying artificial objects in space, such as active and
inactive satellites, orbiting debris, and discarded launcher stages.
In addition, satellites in orbit need to be regularly inspected
for appearance changes that may cause malfunctions. Hence,
SSA plays a crucial role in ensuring the safety and security of
satellites located in orbit. High-resolution imaging of objects
in space, which serves as the foundation for identifying targets
in SSA, has become a significant aspect of space exploration
missions. Consequently, all nations engaged in space explo-
ration are actively advancing their capabilities by developing
high-resolution optical and radar instruments for the purpose of
exploring space [3], [4], [5].

Inverse synthetic aperture radar (ISAR) can provide high-
resolution images of moving targets, and has found wide appli-
cation in radar imaging [6], [7], [8]. Ground-based ISAR is the
primary method for radar imaging of orbiting space targets and
has made some progress in imaging space targets [9], [10], [11].
However, ground-based ISAR faces limitations due to the visible
arc segment of the orbit. High-precision imaging of targets is
only possible at specific moments throughout the day. In addi-
tion, the Earth’s atmosphere causes attenuation of radar signals,
especially for high frequency radar. As the target orbital altitude
increased, there is a sharp drop in the echo signal-to-noise
ratio (SNR). Space-borne ISAR (SBISAR) employs spacecraft
and satellites as platforms, enabling strategic orbital maneuvers
to position SBISAR in advantageous observation locations for
closely monitoring satellite on-orbit. This approach circumvents
the challenges associated with atmospheric signal weakening,
thus facilitating effective surveillance of observed satellite (OS)
on-orbit. Consequently, it is essential to conduct research on
imaging techniques for SBISAR.

To identify important features of the OS, the radar image
resolution must reach submeter level [2]. This capability proves
valuable in accurately classifying and identifying targets for
further analysis and application. When the resolution gets higher,
it is necessary to consider the ignorable phase errors in conven-
tional ISAR imaging models [12], and this becomes an even
more serious problem when imaging OS. About the SBISAR, the
OS exhibits slow and intricate relative movements which leads
to the coherent processing intervals (CPI) of several hundred
seconds when conducting high-resolution imaging. Hence, the
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nonnegligible higher order phase errors in the OS imaging model
must be accurately characterized. In addition, when imaging the
OS, the relative motion between the OS and SBISAR is com-
plex and nonuniform. It will cause a continuous change in the
direction and the modulus value of the effective rotation vector,
which will lead to continuous change of the image projection
plane. As a result, the phase errors exhibit the 2-D spatial-variant
characteristic [13]. If the 2-D spatial-variant phase errors are not
corrected properly, the final image may get blurred when the
range Doppler (RD) algorithm is applied.

The ISAR imaging algorithms for complex maneuvering tar-
gets have attracted significant attention [14], [15], [16]. Some
imaging methods, such as range instantaneous Doppler (RID)
algorithms [17], [18], [19], [20] and autofocus algorithms [16],
[21], [22], are presented to achieve the ISAR imaging of maneu-
vering targets with complex motions. In general, RID algorithms
are usually divided into two categories: parametric methods
and nonparametric methods. Parametric methods, such as [17],
[20], model the echo within a range bin as a linear frequency
modulated (LFM) signal or cubic phase signal, implementing
ISAR imaging of complex maneuvering targets by estimating
the parameters of the signal within each range bin and com-
pensating for the phase error. However, parametric methods
treat each range bin as an individual part, ignoring the integrity
of the target rotational motion, which reduces the accuracy of
parameter estimation and increases the computational complex-
ity. Nonparametric methods which include short-time Fourier
transform [23], continuous wavelet transform [24], Wigner–
Ville distribution [25], and fractional Fourier transform [26],
use time–frequency distribution analysis-based approaches to
achieve ISAR imaging. Unfortunately, nonparametric methods
encounter challenges in accurately estimating small kinematic
parameters due to the relatively slow movement of the OS in
comparison to SBISAR. Wang et al. [21] proposed a noise-robust
spatial variant phase errors compensation method for aerial
maneuvering target ISAR imaging. However, when imaging OS,
the CPI is so long that the SBISAR line-of-sight (LOS) cannot be
considered constant, which means the high-order coefficients of
spatial-variant phase errors cannot be ignored. In [22], a new
framework for ISAR imaging of ships that can compensate
2-D high-order spatial variant phase errors is proposed. But
the accuracy of approximating high-order coefficients by using
second-order coefficient is difficult to meet the high-resolution
imaging requirements of SBISAR.

In this article, considering the integrity of the OS motion, an
effective algorithm is proposed to compensate the 2-D spatial
variant phase errors to obtain a high-resolution image of the OS
by SBISAR. First, to reasonably determine the optimal imaging
time period for OS, the geometric observation model is estab-
lished based on the relative on-orbit motion state of SBISAR and
OS, and deduces the echo signal model for OS. Second, based on
the established echo model, a parametric model of spatial variant
phase errors is developed by analyzing the nonuniform rotation
of OS with respect to SBISAR carefully. Third, a minimum en-
tropy optimization method based on limited-memory Broyden–
Fletcher–Goldfarb–Shanno (L-BFGS) [27] is proposed that aims
to search the global optimal parameters of spatial variant phase

errors. Besides, combining the relative motions of OS and
SBISAR, a new initial value method is applied to improve the
convergence efficiency. Finally, by using the optimal parameters
to compensate spatial variant phase errors, the well-focused
SBISAR images are obtained. The proposed method has the
following advantages and innovations. The geometry and echo
signal model for SBISAR imaging, based on the complex and
nonuniform relative motion of OS on-orbit and SBISAR, are
established. Using the orbital parameters of OS and SBISAR,
deducing the specific form of the 2-D spatial variant phase errors
and combining L-BFGS and image entropy (IE) to search the
optimal parameters. The new initial value estimation method
is used to accelerate the global convergence speed, thereby
achieving high-resolution imaging of SBISAR.

The rest of this article is organized as follows. In Section II,
the imaging geometry is established by considering the relative
motion states of SBISAR and OS. Furthermore, the signal model
is investigated. In Section III, the improved algorithm based on
the parametric minimum entropy and the initial value estimation
for the OS imaging is proposed to perform 2-D spatial variant
phase error compensation. In Section IV, imaging results based
on the simulated data and corresponding analysis are given.
Finally, Section V concludes this article.

II. IMAGING GEOMETRY AND SIGNAL MODEL

According to [28], many satellite are clustered at altitudes
from 500 to 1200 km and geosynchronous orbit (GEO) satellites
around 36 000 km. This implies that the ISAR image of OS can
be obtained by SBISAR with a range of 100 km. Furthermore,
as a consequence of the significantly high altitude of GEO satel-
lites, even a slight deviation of 1◦ in relative orbital inclination
will have a significant impact on the slant range and radar
LOS between SBISAR and GEO satellite. Therefore, taking
into consideration the need for GEO satellite imaging, we will
assume as follows in the SBISAR to the OS imaging scenario.

1) The orbit altitude difference between SBISAR and the OS
is less than 100 km, with a typical value of 50 km.

2) The difference in inclination between the orbits of the
SBISAR and the OS is less than 1◦. Usually, the beam
of SBISAR is directed upward to track and image the OS,
while the remaining orbital parameters align with those of
the OS.

For ISAR imaging, the motion of the target relative to the
radar can be decomposed into two components: translational and
rotational. The radar imaging coordinate system is chosen as the
Earth center inertial (ECI) coordinate system, shown in Fig. 1(a).
The radar imaging coordinate system with Os being the origin,
where Os is the geocentric, and the X,Y, Z axes follow the
definition of the ECI. R0 denotes the initial slant range between
SBISAR and the OS. The satellite is placed in a Cartesian
coordinate (X,Y, Z), called satellite body coordinate system,
with the OS rotation center and imaging reference center O as
the coordinate origin. Fig. 1(b) shows the OS body coordinates
system, and the LOS is defined by the elevation angle. θr, θp,
θy represent the pitch, roll, and yaw motions rotating about X ,
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Fig. 1. Imaging coordinate of the OS. (a) Radar imaging coordinate system.
(b) OS body coordinate.

Y , and Z. At the initial moment of imaging, SBISAR observes
the satellite at the elevation angle ϕ0.

In Section II-A, the radar system parameters are given. Subse-
quently, the model of echo signal and 2-D spatial variant phase
error are introduced in the Section II-B.

A. System Parameters of SBISAR

Assuming that SBISAR beams can continuously track the
satellite within the beam scanning range. The azimuth resolution
of ISAR can be expressed as

ρa =
λ

2Δθ
(1)

where λ is the wavelength of the signal, and Δθ is the total
integration angle. When monitoring the in-orbit status of the OS,
it is necessary to accurately describe the appearance details of
the OS. To obtain a high-resolution image, the SBISAR system
resolution is 5 cm and bandwidth of the SBISAR transmit signal
is 3 GHz. It is difficult for low-frequency radar to transmit
large-bandwidth signals, and according to (1), the smaller the
wavelength of the transmitted signal, the smaller the integration
angle required to achieve azimuth resolution. After comprehen-
sive consideration, the SBISAR system exploits the Ka-band
signal around 35 GHz as the carrier frequency and the integration
angle is calculated to be 6circ. This is significant as it reduces

TABLE I
PARAMETERS OF THE SBISAR AND OS

W

both the runtime of SBISAR system and the amount of echo
data. Moreover, employing this band can achieve higher gain
with the same antenna size.

After simulation, within the CPI, the maximum translation
distance of the OS relative to the SBISAR will not exceed 300 m.
In the imaging simulation, by setting the azimuth scene width to
500 m, the imaging scene can be completely covered. To receive
the echo signal of interested swath, the PRF should satisfy the
following equation [29]:

PRF >
Da

TCPI · ρa (2)

where ρa is azimuth resolution and Da is azimuth scene width.
After calculating, the PRF needs to larger than 10.4 Hz. Thus,
the PRF is set to 50 Hz. Based on the above-mentioned basic
resolution requirements, the system parameters of SBISAR are
given in Table I. The antenna size is 0.8 m × 0.8 m, so that the
beamwidth of the antenna will be about 0.7circ. When imaging
OS, in order to achieve a range of 100 km, the average transmit
power of SBISAR needs to be considered. The free space radar
equation is given by

SNR =
PtG

2λ2σ

(4π)3R4

1

kTsBiNf
(3)

The SNR for detection which may be taken as 15 dB; k is
Boltzmann’s constant; σ is the radar cross section for the OS,
which can be assumed as 2 m2; other parameters are given in
Table I. The antenna gain can be calculated form antenna size.
After considering the 2-D pulse compression gain, the radar
detection range can be larger without losing SNR.

B. Echo Signal Model of SBISAR

Assuming that the SBISAR transmits an LFM signal, the
echoes of an arbitrary scatterer P on the OS can be written
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as

sp (tr; tm) = σp rect

(
tr − 2Rp(tm)

c

Tp

)

· exp
[
j2πfc

(
t− 2Rp (tm)

c

)]

· exp
[
jπγ

(
tr − 2Rp (tm)

c

)2
]

(4)

where

rect(u) =

{
1 |u| ≤ 1

2
0 |u| > 1

2

where σp, Tp, c, fc, and γ denote the reflection coefficient,
pulse width, speed of light, carrier frequency, and chirp rate,
respectively. t = tm + tr denotes the full time, where tr is the
fast time and tm is the slow time. The coordinate of P can be
denoted as (xp, yp, zp) in the OS’s body coordinate. Rp(tm) is
the distance between the SBISAR and the scatterer P at the time
tm. After demodulation, range compression, and applying the
Fourier transform with respect to tr in (4), one obtains

Sp (fr; tm) = σp exp

[
−j2π

2Rp (tm)

c
(fr + fc)

]
. (5)

Similar to traditional ISAR imaging, the instantaneous slant
range Rp(tm) in the case of SBISAR imaging of OS can be
divided as two parts: translational motion part Rt(tm) and
rotational motion part Rrot(tm), which can be expressed by

Rp (tm) = Rt (tm) +Rrot (tm) . (6)

According to [30], Rrot(tm) can be expressed by the OS’s
rotation matrix Mrot(tm) as

Rrot (tm) = [Mrot (tm) ·P]T · ilos (7)

where P is the position vector of point P in the coordinate of
OS body. Different from conventional ISAR imaging, the unit
vector ilos of radar LOS is time varying during long CPI. In
order to provide a more precise description of the maneuvering
characteristics of the OS, the unit vector of LOS is modeled as
the function of slow time, expressed by

ilos = [− sin (ϕ (tm)) , 0,− cos (ϕ (tm))]T . (8)

The OS rotates on the pitch axis during inertial motion in orbit,
so Mrot(tm) can be expressed as tm [31]

Mrot (tm) =

⎡
⎣ cos [θp (tm)] 0 sin [θp (tm)]

0 1 0
− sin [θp (tm)] 0 cos [θp (tm)]

⎤
⎦ (9)

where ϕ(tm) and θp(tm) can be expressed by (10). The detailed
analysis of ϕ(tm) and θp(tm) is provided in Appendix A{

ϕ (tm) = ϕ0 + ωϕtm +
ω̇ϕ

2 t2m
θp (tm) = ωptm.

(10)

Based on the second-order Taylor polynomial approximation
cos(θ) ≈ 1− 1

2θ
2 and sin(θ) ≈ θ, substituting (8)–(9) into (7).

Rrot(tm) can be modeled as a high-order coefficient of tm

Rrot (tm) = K0 +K1tm +K2t
2
m +K3t

3
m +K4t

4
m

+K5t
5
m +K6t

6
m (11)

where the detailed expressions of coefficients are given in
Appendix B. Substituting (11) and (6) into (5), given by

Sp (fr; tm)

= σp · exp
[
−j

4πRt (tm)

c
(fr + fc)

]

· exp
[
−j

4πfr
c

K0

]
· exp [−jΔΦR]

· exp
[
−j

4πfc
c

(K0 +K1tm)

]
· exp [−jΔΦA] (12)

where exp[−jΔΦR] represents the terms of migration through
range cell (MTRC) and can be divided into six parts:
exp[−jΔΦR,1]— exp[−jΔΦR,6], exp[−jΔΦA] represents the
terms of spatial variant phase errors and can be divided into
five parts: exp[−jΔΦA,2]— exp[−jΔΦA,6]. To determine the
order of Rrot(tm) in the SBISAR echo signal model, we will
analyze which items in exp[−jΔΦR] and exp[−jΔΦA] cannot
be ignored.
ΔΦR,1 = 4πfrK1tm/c, ΔΦR,2 = 4πfrK2t

2
m/c,

ΔΦR,3 = 4πfrK3t
3
m/c, ΔΦR,4 = 4πfrK4t

4
m/c, ΔΦR,5 =

4πfrK5t
5
m/c, and ΔΦR,6 = 4πfrK6t

6
m/c represent the

first-, second-, third-, fourth-, fifth-, and sixth-order MTRCs,
respectively. ΔΦA,2 = 4πfcK2t

2
m/c, ΔΦA,3 = 4πfcK3t

3
m/c,

ΔΦA,4 = 4πfcK4t
4
m/c,ΔΦA,5 = 4πfcK5t

5
m/c and

ΔΦA,6 = 4πfcK6t
6
m/c represent the second-, third-, fourth-,

fifth-, and sixth-order spatial variant phase errors. According
to [32], if ΔΦA < π/4, the influence of corresponding terms
on spatial variant phase errors can be negligible. Similarly, if
ΔΦR < π/4, the corresponding terms can be negligible.

Subsequently, simulation experiments are conducted to ana-
lyze which terms can be disregarded in the SBISAR imaging
of GEO satellites. Assuming the size of satellite is 3 m × 3 m
× 10 m, we set a scatterer point P (2, 2, 6) farthest from the
geometric center of the OS to illustrate the issue. The simulation
parameters are shown in Table I, and the relative motion param-
eters can be calculated as follows: ωp is 7.291×10−5 rad/s, ωϕ

is 1.0965×10−5 rad/s, and ω̇ϕ is –1.2562×10−5 rad/s2.
Denoting the exp[−jΔΦR,1]—exp[−jΔΦR,6] as MTRC1-6,

exp[−jΔΦA,2]—exp[−jΔΦA,6] as APE2-6. Their values are
shown in Table II. From Table II, since MTRC1, MTRC2, APE2,
and APE3 are all greater than π/4, it is necessary to compensate
those terms in imaging process. Therefore, Rrot(tm) can be
rewritten as

Rrot (tm) = K0 +K1tm +K2t
2
m +K3t

3
m. (13)

In addition, the terms of MTRC must be conserved to second
order in echo signal.

By analyzing the form of the coefficients in (13), K2 and K3

are linear with respect to K0 and K1

K2 = ζzK0 + ζxK1
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TABLE II
VALUES OF MTRC AND AZIMUTH PHASE ERROR

K3 = ξzK0 + ξxK1 (14)

where the detailed deduction of this technique is given in the
Appendix A. Substituting (14) and (11) into (6), the instanta-
neous slant range between SBISAR and scatterer P on the OS
can be re-expressed as

Rp (tm) = Rt (tm) +Rrot (tm)

≈ Rt (tm) +K0 +Kltm

+ (ζzK0 + ζxK1) t
2
m + (ξzK0 + ξxK1) t

3
m.

(15)

Finally, the received echo signal of the OS with complex rota-
tional motion in the SBISAR can be rewritten as

Sp (fr; tm)

≈ σp · exp
[
−j

4πRt (tm)

c
(fr + fc)

]

· exp
[
−j4π

K0 +Kltm + (ζzK0 + ζxK1) t
2
m

c
(fr + fc)

]

· exp
[
−j4π

(ξzK0 + ξxK1) t
3
m

c
(fr + fc)

]
. (16)

C. 2-D Spatial Variant Phase Errors for the OS With Complex
Motion

To examine the phase error term, which has an impact on
the imaging process, and considering the phase error analysis in
Appendix B, a possible approach is to reframe the (16) as

Sp (fr; tm)

≈ σp · exp
[
−j

4π

c
K0fr

]
· exp

[
−j

4π

c
fcK1tm

]

· exp
[
−j4π

K0

c
fc

]
· exp

[
−j

4πRt (tm)

c
(fr + fc)

]

· exp
[
−j4π

(ζzK0 + ζxK1) t
2
m + (ξzK0 + ξxK1) t

3
m

c
fc

]

· exp
[
−j4π

K1tm +K2t
2
m

c
fr

]
. (17)

Noticed that the phase in (17) can be considered as six parts.
The first term corresponds to the scatterer’s range position after
range compression, the second term is the linear phase term
corresponds to the Doppler, the third term is a constant term
that has no contribution to imaging, the fourth term is the
phase errors of translational motion, the fifth term represent
the 2-D spatial variant phase errors, the last one corresponds
to the MTRC caused by the OS’s complex rotational motion. A
well-focused SBISAR image can only be achieved by accurately
compensating the fourth through sixth terms. In general, some
standard translational motion compensation (TMC) algorithms
in ISAR imaging can effectively compensate the translational
motion [33], [34], [35]. The MTRC can also be compensated by
some standard methods, such as keystone transform (KT) [36]
and generalized KT [37]. For each scatterer, the sixth term cor-
responds to the completely different phase error, which certainly
exacerbates the difficulty of compensation. For this reason, we
focus on the 2-D spatial variant phase.

After TMC and MTRC correction, echo signal can be ex-
pressed as

Sp (fr; tm)

= S̃p (fr; tm) · exp
[
−j

4π

c
fc (ζzK0 + ζxK1) t

2
m

]

· exp
[
−j

4π

c
fc (ξzK0 + ξxK1) t

3
m

]
(18)

where S̃p(fr; tm) is the signal that is not polluted by 2-D spatial
variant phase errors, given by

S̃p (fr; tm)

= σp · exp
[
−j

4π

c
K1fctm

]
· exp

[
−j

4π

c
K0fr

]
. (19)

Applying the inverse discrete Fourier transform (IDFT) to (18)
with respect to fr, given by

sp(m,n)

= s̃p(m,n) · exp
[
−j

4π

c
fc (ζzK0 + ζxK1)n

2

]

· exp
[
−j

4π

c
fc (ξzK0 + ξxK1)n

3

]
(20)

where m = 1, 2, . . . ,M represents the range indices and M
is the number of range cells, and n = 1, 2, . . . , N represents
the azimuth indexes in synthetic aperture time and N is the
total number of azimuth aperture. Respectively, sp(m,n) and
s̃p(m,n) denote the discrete form of sp(tr, tm) and s̃p(tr, tm).

If the coefficients (ζx, ζz, ξx, ξz) of the spatial variant phase
errors are precisely known, the well-focused SBISAR image
g(m, k) can be obtained by applying IDFT along the cross-range
direction after multiplying the 2-D spatial variant phase errors
compensation term into (20), given by

g(m, k) =
1

N

N−1∑
n=0

exp

[
j2π

kn

N

]
· sp(m,n)
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· exp
[
j
4π

c
fc (ζzK0 + ζxK1)n

2

]

· exp
[
j
4π

c
fc (ξzK0 + ξxK1)n

3

]
. (21)

Based on the deduction in Appendix B, (21) is re-expressed as

g(m, k) =
1

N

N−1∑
n=0

exp

[
j2π

kn

N

]
· sp(m,n)

· exp [−j (Cxm+ Czk)n
2
]

· exp [−j (Qxm+Qzk)n
3
]

(22)

whereCx = −2πζx/Ta,Cz = −2πζzc/λB,Qx = −2πξx/Ta,
andQz = −2πξzc/λB. The subscripts “x” and “z” of the spatial
variant phase errors coefficients represent the errors components
at different coordinates of the scatterers.

Notice that, the 2-D spatial variant phase errors are determined
by four unknown parameters, and the well-focused SBISAR
image can be achieved by precisely compensating the 2-D
spatial variant phase errors terms exp[j(Cxm+ Czk)n

2] and
exp[j(Qxm+Qzk)n

3]. Obviously, compensating the phase
error poses a significant challenge due to its spatially variant
properties for different values ofm and k. Therefore, the follow-
ing key task is to find the optimum values of (Cx, Cz, Qx, Qz).

III. PROPOSED PROCESSING ALGORITHM

For solving these problems, an effective parameter estimation
algorithm is established to obtain well-focused SBISAR image
of the OS, and a new initial value estimation approach is pro-
posed based on the geometric relationship between SBISAR and
the OS.

A. Parameters Estimation Method by Parametric Minimum
Entropy

For describing the problem clearly, we define the vector
of parameters to be estimated as � = (C̃x, C̃z, Q̃x, Q̃z) and
rewritten the complex image after phase correction as

g̃(m, k;�) = 1

N

N−1∑
n=0

exp

[
j2π

kn

N

]
· sp(m,n)

· exp
[
−j
(
C̃xm+ C̃zk

)
n2
]

· exp
[
−j
(
Q̃xm+ Q̃zk

)
n3
]

(23)

if the vector � could be estimated accurately, the well-focused
image can be obtained by (23).

The problem of estimating the parameters in the ISAR imag-
ing can be considered as an unconstrained optimization problem
for the objective function variables. In current parameter esti-
mation methods utilizing optimization techniques, the global
image quality indicators for ISAR images, such as entropy [38],
contrast, and sharpness, are usually chosen as the objective
function. It can also reflect the execution of the parameter
estimation process. The entropy reflects the degree of chaos of

the ISAR image, and as the entropy decreases, the quality of the
ISAR image improves. Therefore, IE is adopted as the objective
function in the unconstrained optimization problem to estimate
the spatial variant phase errors. The IE of the OS can be define
as a function of �, given by

Eg(�) = ln (Sg)− 1

Sg

M∑
m=0

N∑
k=0

|g̃(m, k;�)|2

· ln |g̃(m, k;�)|2 (24)

where Sg is the image intensity, given by

Sg =

M∑
m=0

N∑
k=0

|g̃(m, k;�)|2. (25)

The optimal estimated vector �̂ = (Ĉx, Ĉz, Q̂x, Q̂z) can be
obtained by minimizing the objective functionEg(�), expressed
as follows:

�̂ = argmin
�

Eg(�). (26)

In general, there are many standard algorithms that can
solve this problem, such as particle swarm optimization [39],
ant colony optimization [40], and genetic algorithm. However,
when estimating multiple parameters, these algorithms require
a lot of processing time. In this work, we employs the Newton
method based on L-BFGS to enhance computational efficiency
for parameter estimation of IE. The gradient matrix of the IE
Y = [

∂Eg(�)
∂Cx

,
∂Eg(�)
∂Cz

,
∂Eg(�)
∂Qx

,
∂Eg(�)
∂Qz

]T needs to be computed,
and the partial derivative of Cx can be obtained by follows:

∂Eg(�)
∂Cx

= − 1

Sg

M∑
m=0

N∑
k=0

[
1 + ln |g̃(m, k;�)|2]

× ∂ ln |g̃(m, k;�)|2 |
∂Cx

(27)

where |g̃(m, k;�)|2 = g̃(m, k;�) · g̃∗(m, k;�), and

∂|g̃(m, k;�)|2
∂Cx

= g̃∗(m, k;�) · ∂g̃(m, k;�)
∂Cx

+ g̃(m, k;�) · ∂g̃
∗(m, k;�)
∂Cx

= 2Re

[
g̃∗(m, k;�) · ∂g̃(m, k;�)

∂Cx

]
. (28)

Based on (23), we have

∂g̃(m, k;�)
∂Cx

=
1

N

N−1∑
n=0

exp

[
j2π

kn

N

]
· sp(m,n)

· exp [−j (Cxm+ Czk)n
2
]

· exp [−j (Qxm+Qzk)n
3
] · (−jmn2

)
.

(29)

The remaining partial derivatives are similar to those derived
for Cx, and the detailed form is given in Appendix C. In the
L-BFGS algorithm, the gradient matrix of the objective function
is employed to provide an approximation of the Hessian matrix.
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This approximation serves to effectively decrease the computa-
tional complexity. It is common for unconstrained optimization
algorithms to necessitate parameter iteration to identify the
optimal values. Consequently, a crucial method for enhanc-
ing computational efficiency involves parameter initialization,
where initial values in proximity to the optimal solution are
selected to expedite the iteration process. In Section III-B, an
initial estimation of motion parameters for the OS by SBISAR
is proposed.

The iterative flow of the L-BFGS algorithm is as follows.
Define the 2-D spatial variant phase errors obtained through
the initial value estimation method in Section III-B as � =
(C̃x0, C̃z0, Q̃x0, Q̃z0). The update equation for the descent di-
rection di for the ith iteration is

di = −Hi∇E (�i) (30)

where Hi is the Hessian matrix of IE in the ith iteration and �i

is the vector of parameters in the ith iteration. In the (i+ 1)th
iteration, the �i can be expressed as

�i+1 = �i + αidi (31)

where αi is the descent step in the ith iteration that satisfies the
Wolfe criterion, and the update equation of Hessian matrix are
given by {

Hi+1 = (Vi)
T HiVi + ρisi (si)

T

ρi =
1

(yi)
T s′i

,Vi = I − ρiyi (si)
T (32)

where si = �i+1 −�i and yi = ∇E(�i+1)−∇E(�i), re-
spectively.

B. Initialized Estimation of Motion Parameters

The problem of correcting phase errors in SBISAR imaging
of the OS, specifically the 2-D spatial variable phase error, is
formulated as a global optimization problem without constraints.
To solve this problem, the L-BFGS method is employed. The
Newton method exhibits local convergence, indicating that the
initial solution must be in close proximity to the optimal solu-
tion. In addition, for ill-conditioned problems, the convergence
domain of the quasi-Newton algorithm decreases, requiring a
more precise selection of initial values. To address this problem,
a novel method for estimating initial values is proposed.

As derived earlier, the parameters of 2-D spatial variant phase
errors are determined by the motion parameters of the OS.
Therefore, it is crucial to acquire an iterative initial value for the
spatial variant phase error parameters by estimating the nonuni-
form rotation of the satellite through the geometric relationship
between the OS and SBISAR. As shown in Fig. 2, θBeam, R, Hr,
ΔH , Vt, and Vr denote the beam scanning angle, the slant range
between SBISAR and the OS, the orbital altitude of SBISAR,
the orbital altitude difference between SBISAR and the OS, the
speed of SBISAR and the speed of the OS. The angle to the target
called angle-of-arrival, which can be measured by monopulse
technology [41]. Thus, θBeam is measured by the monopulse
technology. The center of SBISAR, the OS and geocentric
are denoted by A, B, and O. The distance of the OS from the
geocentric can be determined using the cosine theorem in Fig. 2,

Fig. 2. Relative geometry of SBISAR and the OS.

given by

Rt =
√

R2
r + (cτ/2)2 − 2Rr(cτ/2) cos (φ2) (33)

where τ , Rr, and c are the round-trip time delay, the range form
SBISAR and geocentric and light speed. φ2 = π − θBeam, and
the GEO target’s pitch axis rotation speed is its own orbital
angular velocity

ωpitch =

√
R3

t

GM⊕
(34)

where GM⊕ = 398600.4405(km3 · s−2) is gravitational coeffi-
cient. Upon obtaining the value ofRt, one can then apply the sine
theorem to determine φ1, denoting the ϕ(tm) in the coordinate
system of the target body located in GEO

Rr

sin (φ1)
=

Rt

sin (φ2)
. (35)

After obtaining ϕ(tm), the ωϕ and ω̇ϕ can be achieved by{
ωϕ = dϕ(tm)

dtm

ω̇ϕ = d2ϕ(tm)
dt2m

.
(36)

Based on (34)–(36), ωpitch and ilos can be obtained and � =

(C̃x, C̃z, Q̃x, Q̃z) can then be estimated as the initial iteration
values for the proposed algorithm of Section III-A. For clarity,
we present the flowchart of SBISAR correction method for 2-D
spatial variant phase errors in Fig. 3. First, the distorted image
can be obtained by applying TMC method and KT to echo signal.
Second, the proposed initial value estimation method is utilized
to obtain iterative initial values � = (C̃x, C̃z, Q̃x, Q̃z), and the
distorted image is transformed into the azimuth phase history
data domain by DFT. Third, using the iterative initial values and
L-BFGS method on the IE to find the optimal values for the
terms of 2-D spatial variant phase errors. Finally, the echo data
are compensated according to the optimal estimated parameters.
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Fig. 3. Flowchart of the proposed SBISAR imaging method.

The iteration concludes when the disparity in IE between two
consecutive iterations falls below a specified threshold.

C. Computational Complexity Analysis

Typically, the computational complexity is represented by
the number of the floating-point operations (FLOPs). N log2 N
FLOPs are needed to compute N-point FT or IFT. Multiplying
N points of data once requires N FLOPs and calculating the IE
of a SBISAR image with size (M,N) requiresMN FLOPs. For
the proposed imaging procedure, the realization procedure can
be divided into four parts. The first and second one is coarse RD
imaging and KT, respectively. For the former, the computational
complexity is ORD(2MN · log2 M +MN +MN ∗ log2 N)
that is composed of range compression and azimuth compres-
sion. For the latter, the sinc interpolation is adopted to realize the
calculation, and the computational complexity is OKT(M

2N).
The third and last one is the minimum entropy optimization and
the azimuth compression. The computational complexity mainly
lies in the calculation of∇E(�) andH for the former. Supposed
that the iteration times of L-BFGS isU , and the iterative number
of searchingα isV . The computational complexity of this part is
OMBO(U((V + 2)MN · 4 log2 M +MN)), where V + 2 de-
notes that the IE is computed twice before proceeding to search
for the α. The computational complexity of the last part is
OAO(MN · log2 N). Thus, the total computational complexity

Fig. 4. Satellite model. (a) 3-D satellite model. (b) Top view of the satellite
model.

TABLE III
RADAR AND THE OS SIMULATION PARAMETERS

of the SBISAR imaging method is

CPRO = O

⎧⎨
⎩
2MN · log2 M +MN ∗ log2 N
+M2N +MN +MN · log2 N
+U ((V + 2)MN · 4 log2 M +MN)

⎫⎬
⎭ . (37)

IV. EXPERIMENTAL RESULTS AND PERFORMANCE ANALYSIS

In this section, the performance of the proposed algorithm will
be evaluated by using simulated data. For a 3-D rotating OS point
scattering model, the phase error compensation is performed
by RD, RD-Keystone (RDK), method in [20] and the proposed
algorithm, respectively. 2-D high-resolution imaging requires a
high sampling rate for SBISAR systems, resulting in excessive
echo data within long CPI. Therefore, consider using the varied
sampling start method to receive echo signals in the SBISAR
system. TMC is divided into two parts: range alignment and
phase adjustment. The CPI is divided into multiple subapertures
by varied sampling start method, and the range alignment of the
echoes within each subapertures is achieved by the cumulative
cross-correlation method. Then, the global range alignment is
realized based on the MMSE criterion, and more details about
the process can be found in [34]. Finally, the phase alignment is
achieved by the energy extraction of prominent points. The point
can be extracted by applying the Radon transform to the range-
aligned echoes or using the minimum variance method. The
contrast and entropy of image are used as evaluation metrics for
different algorithms and all results demonstrate the availability
of the proposed algorithm.

A. Simulation Results

In this section, some imaging results based on simulation data
are provided to verify the effectiveness of the proposed method.
Fig. 4 illustrates the distribution of the 3-D scattering model of
the OS, and the simulation parameters are presented in Table III.
The system parameters of SBISAR are given in Table I.
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Fig. 5. Experimental results with different imaging methods. (a) Imaging results obtained by RD. (b) Imaging results obtained by RDK. (c) Imaging results
obtained by the method in [20]. (d) Imaging results obtained by the proposed method.

The SBISAR imaging results with the RD algorithm, RDK
algorithm, method in [20], and our proposed algorithm are
provided in Fig. 5, where the first row is the complete result and
the rest is the enlarged image. The RD algorithm achieves ISAR
imaging by 2-D FFT after TMC, which can only compensate
for the nonspatial variant phase errors. Therefore, the image of
complex motion OS is still severely distorted in both range and
azimuth direction. The RDK compensates the MTRC by using
KT after TMC, leaving the image still defocused in the azimuth
direction. The method in [20] models the 2-D spatial variant
phase errors in each range bin as the high-order polynomial.
By utilizing the instantaneous mutual correlation function and
scale transformation to estimate the target motion parameters,
correcting the 2-D spatial variant phase error for imaging the
target. Fig. 6 shows the range bins within the red oval box
corresponding to different images obtained by different meth-
ods. Combined with Fig. 5(a), since the RD algorithm cannot
correct the MTRC of the scatterer, the energy of the scatterer

diffuses into adjacent range bins. Even though the scatterer’s
envelope within each range bin is not broadened, the image
is still distorted. After KT and method in [20], the scatterers
still have wide main lobe, resulting in blurring of the SBISAR
image. However, the width of the main lobe gets smaller and the
sidelobes almost disappear by using our proposed method.

Fig. 8 shows the variation of IE with the iteration times of the
proposed method. It can be seen that the algorithm in this work
needs only five iterations to reach convergence, which proves
the high computational efficiency of the method. The IE and
image contrast (IC) are considered to quantitatively assess the
imaging quality of the SBISAR image. The entropy for a image
g(m, k) is given by (24), and the contrast can be defined by

IC =

√
A
{
[|g(m, k)|2 −A [|g(m, k)|2]]2

}
A [|g(m, k)|2] (38)
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Fig. 6. Images of different range bins. (a) Images of different range bins obtained by RD. (b) Images of different range bins obtained by RDK. (c) Images of
different range bins obtained by method in [20]. (d) Images of different range bins obtained by the proposed method.

TABLE IV
ENTROPY AND CONTRAST OF SBISAR IMAGES FOR DIFFERENT METHODS

where A[·] represents the image spatial mean over the coordi-
nates (m, k). Table IV shows the IE and IC of different methods.
The results show that the proposed method in this article has
maximum IC and minimum IE with the best image focusing
quality, indicating the proposed method may be more suitable
for high-resolution SBISAR imaging.

B. Performance Under Different SNRs

In this section, to construct the noisy environment, we in-
troduce Gaussian white noise to the received signal. Subse-
quently, the effectiveness of various methods including RD,

RDK, method in [20], and the proposed method will be dis-
cussed. The SNR is defined as

SNR = 10 log10

[
Psignal

Pnoise

]
(39)

where Psignal is the mean power of the signal and Pnoise is the
power of the noise.

Fig. 7 provides the imaging results of different methods with
different SNR (5 dB, 0 dB, –5 dB), where each column represents
the different SNR and each row represents the imaging results
of different methods at a specific SNR. The experiment results
are obtained by MATLAB software on a personal computer with
an Inter Core i7 3.8 GHz processor and 64 GB memory. It can
be seen from Fig. 7 that the proposed method still has good
performance even under low SNR conditions. As a result,the
above-mentioned experiments verify the effectiveness of the
proposed method.
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Fig. 7. Experimental results obtained by the four algorithms at different SNRs.

Fig. 8. Entropy against iteration times.

C. Discussion

Using SBISAR to image OS can overcome many disadvan-
tages of ground-based ISAR imaging, such as the inability to
observe GEO targets and atmospheric attenuation. However,
limited by the requirement of miniaturization and low power,
SBISAR needs to image OS within close distance. Therefore,
OS moves slowly relative to SBISAR. Problems arise that are
different from traditional ISAR high-resolution imaging when
imaging OS.

First, OS will not maneuver significantly in most cases due to
the constraints of orbital dynamics. In particular, communication
and remote-sensing satellites need to maintain their posture
stability when working in orbit. Thus, OS will not maneuver
significantly when working generally in orbit, which differs
from traditional ISAR imaging targets, such as ships and aircraft.
Second, different from conventional ISAR imaging, the SBISAR
antenna needs to point to the OS continuously, and the unit vector
of LOS is time-varying due to the long CPI. Finally, the OS
on-orbit will rotate nonuniformly to SBISAR, increasing the
difficulty of high-resolution imaging.

Based on the orbital parameters in Table I and the derivation
of the SBISAR echoes model, the higher order components of
the null phase error need to be considered after calculating. A
correction method of spatial variant phase errors in the SBISAR
high-resolution imaging is proposed by combining the minimum
entropy and the quasi-Newton method. In addition, a coarse
estimation method of the motion parameters is proposed to
accelerate the convergence of the quasi-Newtonian method by
utilizing the orbital geometry relationship between SBISAR and
OS and radar measurement techniques. Simulation experiments
show that the proposed method has great advantages.

Two issues need to be studied. One is that if the OS receives an
orbit change command or fails during observation by SBISAR,
the motion of the OS relative to SBISAR will be more violent,
especially the target’s pitch, roll, and yaw rotation. The unit
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Fig. 9. Schematic diagram of changes in integration angle and slant range over operation time. (a) Relationship between the integration angle and the on-orbit
operation time. (b) Relationship between the slant range and the on-orbit operation time. (c) Relationship between the integration angle and the on-orbit operation
time in the optional imaging time periods. (d) Relationship between the slant range and the on-orbit operation time in the optional imaging time periods.

vector of LOS will also change. High-resolution imaging in this
situation is difficult to achieve. The other is that SBISAR has
a long CPI for OS imaging, so a solution needs to be found to
achieve high-precision OS tracking by SBISAR. Research on
the above-mentioned issues will be carried out in the future.

V. CONCLUSION

In this article, an processing method aims to compensate for
2-D spatial variant phase errors in high-resolution imaging of the
OS by SBISAR is proposed. First, considering the kinematic
characteristics of the OS on-orbit with SBISAR, the optimal
imaging period is of the OS is analyzed, and the geometric
model of SBISAR imaging of the OS is established. Second,
the signal model for imaging the OS of SBISAR is formulated
and the terms of 2-D spatial variant phase errors are derived.
Furthermore, a parameterized minimum entropy method is pro-
posed which integrates L-BFGS with IE as the objective func-
tion to estimate the parameters of spatial variant phase errors.
Third, quasi-Newton’s method exhibits local convergence. It is
necessary for the initial values used in the iterative process to
be in close proximity to the problem’s solution. In addition, in
the SBISAR imaging scene of the GEO target, the 2-D spatial

variant phase error coefficients are required to be extremely
small, which puts higher requirements on the initial value selec-
tion. Therefore, a new estimation method is proposed to obtain
accurate initial values. The well-focused SBISAR images can
be obtained after compensating spatial various phase errors.
Finally, the effectiveness of the proposed method is verified
with simulation data, and well-focused SBISAR images can be
obtained.

APPENDIX A

Due to the limitation of the beam scanning range and slant
range, not all moments during the on-orbit operation of SBISAR
can be used to image GEO satellite. Therefore, it is imperative to
engage in a discussion regarding the most advantageous timing
for on-orbit imaging of SBISAR.

Fig. 9(a) shows the relationship between the integration angle
and the on-orbit operation time. In particular, SBISAR observes
satellite at 50 km below GEO. Although the Ka-band is used
for the carrier frequency band, the integration angle should be
greater than 6◦ to achieve 5 cm azimuth resolution. Assuming
that the beam scanning range can reach ±15◦. From Fig. 9(a),
there are a very large number of optional imaging time periods
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that satisfy the requirements of azimuth resolution condition. It
should be emphasized that the very slow motion of the GEO
satellite relative to SBISAR, even in Ka-band, results in a long
CPI. Fig. 9(b) shows the beam scanning angle and slant range
with respect to on-orbit operation time. Subject to minimizing
the slant range and CPI, the optimal time period for imaging
with the SBISAR is when the GEO satellite is directly above.
The rate of integration angle is the largest at that moment, which
can lead to the smallest CPI of 962 s, as shown in Fig. 9(c).
In addition, the slant range between the GEO satellite and the
SBISAR is minimized, and the beam scanning angle only needs
to be greater than 6◦, as shown in Fig. 9(d), which also satisfied
the previous assumptions.

The LOS of SBISAR is determined by the elevation angle ϕ
in the satellite body coordinate system. In contrast to traditional
ISAR imaging, the CPI for GEO satellite is too long and the
elevation angle ϕ varies within the CPI. Fig. 9(c) illustrates
the anglerate of ϕ during the CPI, which can be accurately
represented by a second-order polynomial function, given by

ϕ (tm) = ϕ0 + ωϕtm +
ω̇ϕ

2
t2m (40)

where tm is slow time, ωϕ and ω̇ϕ denote the rotational velocity
and rotational acceleration, respectively. The motion of the
satellite along its orbit, with only pitch rotation relative to the
SBISAR, given by

θp (tm) = ωptm (41)

where ωp is the angular velocity of the GEO satellite.

APPENDIX B

Based on the second-order Taylor polynomial approximation,
the (8) can be rewritten as

ilos =
[−ϕ (tm) 0 1

2ϕ
2 (tm)− 1

]
(42)

and (9) can be rewritten as

Mrot (tm) =

⎡
⎣1− 1

2θ
2
p (tm) 0 θp (tm)
0 1 0

−θp (tm) 0 1− 1
2θ

2
p (tm)

⎤
⎦ (43)

the (11) can be obtained by substituting (42) and (43) into (15),
and the parameters of tm are given by

K0 = − xp

(
1− ϕ2

0

2

)
+ zpϕ0

K1 = xp (ϕ0ωϕ − ϕ0ωp) + zp

[
ωϕ − ωp

(
1− ϕ2

0

2

)]

K2 = − xp

[
ωϕωp +

(
− ω̇ϕϕ0

2
− ω2

ϕ

2
− ω2

p

2
+

ϕ2
0ω

2
p

4

)]

+ zp

[
ϕ0ωϕωp +

(
ωp

2
− ϕ0ω

2
p

2

)]

K3 = − xp

[
ω̇ϕωp

2
+

(
−ωpωϕ

2
+

1

2
ϕ0ωϕω

2
p

)]

− zp

[
ωp

(
−1

2
ω̇ϕϕ0 −

ω2
ϕ

2

)
+

ωϕω
2
p

2

]

K4 = xp

(
ω̇2
ϕ

8
− ωϕϕ0ω

2
p

4
− ω̇ϕωpωϕ

2
− ω2

pω
2
ϕ

4

)

+ zp

(
ω̇2
ϕ

8
− ω̇ϕϕ0ω

2
p

4
− ω2

pω
2
ϕ

4

)

K5 = − xp

(
ω̇2
ϕωp

8
+

ω̇ϕω
2
pωϕ

4

)
− zp

ω̇ϕω
2
pωϕ

4
(44)

K6 = − xp

ω̇2
ϕω

2
p

16
− zp

ω̇2
ϕω

2
p

16
. (45)

According to (44), K0 and K1 can be expressed as[
K0

K1

]
= p

[
xp

zp

]
(46)

where

p =

[
ϕ2

0

2 − 1
ϕ2

0

2 − 1

ωp − ϕ2
0ωp

2 + ϕ0ωϕ ϕ0ωϕ − ϕ0ωp

]
. (47)

The coefficient of t2m can be expressed as

K2 = q

[
xp

zp

]
(48)

where

q =

[
ω̇ϕϕ0

2 +
ω2

p

2 − ϕ2
0ω

2
p

4 − ϕ0ωϕωp +
ω2

ϕ

2
ω̇ϕϕ0

2 +
ω2

p

2 − ϕ2
0ω

2
p

4 − ωϕωp +
ω2

ϕ

2

]T
. (49)

Similarly, the coefficients of t3m can be expressed as

K3 = F

[
xp

zp

]
(50)

where

F =

[− 1
2ϕ0ω̇ϕωp +

1
2 ω̇ϕωϕ − 1

2ϕ0ωϕω
2
p − 1

2ωpω
2
ϕ

− 1
2 ω̇ϕωp +

ωϕω̇ϕ

2 − 1
2ϕ0ωϕω

2
p

]T
.

(51)

Notice that, if the matrix q is irreversible, the phase errors is
not exhibit the 2-D spatial variability, when it can be compen-
sated by method in [42]. Therefore, the (ζx, ζz) and (ξx, ξz) can
be expressed as [

ζz
ζx

]
=
[
qp−1

]T
(52)

and [
ξz
ξx

]
=
[
Fp−1

]T
. (53)

After DFT and IDFT, (19) can be expressed as

g̃(m; k) = σp sinc

[
2B

c
(m−K0)

]
· sinc

[
2Ta

λ
(k −K1)

]
(54)
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where K0 and K1 represent the position of the scatterer in the
image, and can be expressed as

K0 =
c

2B
·m

K1 =
λ

2TCPI
· k. (55)

Substituting (55) into (21), the complex image g(m, k) can be
rewritten as

g(m, k) =
1

N

N−1∑
n=0

exp

[
j2π

kn

N

]
· sp(m,n)

· exp [j (Cxm+ Czk)n
2
]

· exp [j (Qxm+Qzk)n
3
]

(56)

whereCx = −2πζx/Ta,Cz = −2πζzc/λB,Qx = −2πξx/Ta,
and Qz = −2πξzc/λB.

Similarly to (29), the difference between the partial derivatives
is ∂g̃(m, k;�)/∂Cx. Therefore, the expression for the partial
derivatives of other parameters are given by

∂g̃(m, k;�)
∂Cz

=
1

N

N−1∑
n=0

exp

[
j2π

kn

N

]
· sp(m,n)

· exp [−j (Cxm+ Czk)n
2
]

· exp [−j (Qxm+Qzk)n
3
] · (−jkn2

)
(57)

∂g̃(m, k;�)
∂Qx

=
1

N

N−1∑
n=0

exp

[
j2π

kn

N

]
· sp(m,n)

· exp [−j (Cxm+ Czk)n
2
]

· exp [−j (Qxm+Qzk)n
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