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DHRNet: A Dual-Branch Hybrid Reinforcement
Network for Semantic Segmentation of Remote

Sensing Images
Qinyan Bai , Xiaobo Luo , Yaxu Wang , and Tengfei Wei

Abstract—In the field of remote sensing image processing, se-
mantic segmentation has always been a hot research topic. Cur-
rently, deep convolutional neural networks (DCNNs) are the main-
stream methods for the semantic segmentation of remote sensing
image (RSI). There are two commonly used semantic segmentation
methods based on DCNNs: multiscale feature extraction based on
deep-level features, and global modeling. The former can better
extract object features of different scales in complex scenes. How-
ever, this method lacks sufficient spatial information, resulting in
poor edge segmentation ability. The latter can effectively solve the
problem of limited receptive field in DCNNs obtaining more com-
prehensive feature extraction results. Unfortunately, this method
is prone to misclassification, resulting in incorrect predictions of
local pixels. To address these issues, we propose the dual-branch
hybrid reinforcement network (DHRNet) for more precise semantic
segmentation of RSI. This model is a dual-branch parallel structure
with a multiscale feature extraction branch and a global context and
detail enhancement branch. This structure decomposes the com-
plex semantic segmentation task, allowing each branch to extract
features with different emphases while retaining sufficient spatial
information. The results of both branches are fused to obtain a
more comprehensive segmentation result. After conducting exten-
sive experiments on three publicly available RSI datasets, ISPRS
Potsdam, ISPRS Vaihingen, and LoveDA, DHRNet demonstrates
excellent results with the mean intersection over union of 86.97%,
83.53%, and 54.48% on the three datasets, respectively.

Index Terms—Global context modeling, multiscale feature
extraction, remote sensing, semantic segmentation.

I. INTRODUCTION

R EMOTE sensing technology [1] is an essential tech-
nique widely applied in various fields. With the rapid
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development of remote sensing imaging technology, very high-
resolution remote sensing image (RSI) [2], [3] can be easily
acquired. Semantic segmentation of RSI [4] is a research hotspot
and finds practical applications in various tasks, such as urban
planning [5], land cover mapping [6], change detection [7],
[8], building and road extraction [9], [10], [11], vegetation
extraction [12], and water body extraction [13], [14]. Semantic
segmentation of RSI refers to the classification of each pixel
in RSI, which is a dense classification task. When facing many
very high-resolution RSI, fine semantic segmentation tasks still
remain highly challenging. In the past, image segmentation
was often based on features such as gray scale [15], color
[16], spatial texture [17], [18], [19], geometry, and shape [20].
Subsequently, some works have proposed classical unsupervised
learning algorithms such as FCM [21] and watershed [22].
Soon after, with the rapid growth in machine learning, more
and better algorithms have been proposed, including support
vector machines [23], Markov random fields [24], maximum
likelihood [25], conditional random fields [26], and random
forests [27]. However, most of these algorithms require manual
preprocessing, postprocessing, and feature engineering, which
can be complicated for nonprofessionals.

In recent years, deep convolutional neural networks (DCNNs)
[28] have demonstrated significant superiority in image process-
ing. They process images in an end-to-end [29] manner without
the need for manual intervention, simplifying the operation for
nonspecialists. DCNNs have shown superior performance across
various fields. With the proposal of fully convolutional network
(FCN) [30], a historic breakthrough was made in the semantic
segmentation task. FCN presents a simple end-to-end approach
for the semantic segmentation of images, with accuracy surpass-
ing other concurrent methods, laying the foundation for the later
development of DCNNs in the field of semantic segmentation.
However, FCN simultaneously exposed two limitations of DC-
NNs: limited receptive field [31] and lack of spatial information.
Subsequently, U-net [32], which was proposed, fuses the feature
information by concatenating the low-level features and high-
level features layer by layer through upsampling, restoring the
lost spatial information during the downsampling layers. Unsat-
isfactorily, this approach weakens the contribution of deep-level
features to the final segmentation result, and indiscriminately
introduces low-level features which also introduces the noise
information carried by them, affecting the final segmentation
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Fig. 1. Example of edge information loss caused by multiscale module.
(a) Original image. (b) Segmentation result based on the multiscale model.
(c) Ground truth.

result. This is not conducive to segmentation tasks involving
multiple categories and large-scale objects. FPN [33] extracts
image pyramid feature maps and performs multiscale feature
fusion through element-wise addition. Due to differences in
feature scales between different layers, they may not align at the
pixel level. Therefore, element-wise addition directly may result
in negative impacts. Also, similar to U-net, this approach reduces
the significance of deep-level features in contributing to the final
segmentation result. As for DeepLabv3+ [34], it utilizes dilated
convolutions with different dilation rates to obtain multiscale
information. However, excessive use of dilated convolution may
bring about gridding effect. Worse still, DeepLabv3+ connects
and fuses deep-level features with only one low-level feature,
leading to the loss of detailed spatial information (an illustration
example of this phenomenon is given in Fig. 1), which is dis-
advantageous for tasks requiring precise edges such as building
extraction.

Due to the constraints of convolution kernels, the contextual
information that DCNNs can accept is limited. Contrastively,
models based on attention mechanisms are capable of providing
a global receptive field. As a remedy, to further address the
issue of receptive field, many works have introduced attention
mechanism into semantic segmentation tasks for global contex-
tual modeling. DANet [35] embeds both spatial and channel
attention mechanisms to enhance its ability to extract global
context information. Nonlocal neural network [36] incorporates
self-attention mechanism into semantic segmentation tasks to
obtain global semantic information. The experimental results of
these works have demonstrated that the attention mechanism can
effectively alleviate the limited receptive field issue of DCNNs to
some extent. However, modules based on self-attention mecha-
nisms often demand significant computational resources, which
is highly unfavorable for designing lightweight modules. There-
fore, many studies have conducted research on simplifying the
attention mechanism. For example, the COAT [37] reduces the
complexity of the attention mechanism to linear through factor-
ization, and the MANet [38] maps the self-attention mechanism
using the method of kernel functions, also reducing its com-
plexity to linear. These methods lighten the cost of using self-
attention modules, allowing more lightweight networks to use
self-attention mechanisms for global context modeling, thereby
improving the final segmentation accuracy. Insufficiently, the
use of attention mechanism also brings another problem. The
self-attention mechanism possesses a strong global modeling

Fig. 2. Illustration of misclassification caused by the self-attention mech-
anism. (a) Original image. (b) Segmentation result from the self-attention
mechanism based model. (c) Ground truth.

capability, enabling each pixel in the feature map to acquire
global context information. However, the self-attention module
typically begins with randomly initialized weights and it does not
have the strong inductive bias [39] of convolution. The weight
distribution of the attention matrix obtained in the early training
stages is not ideal, and the model requires longer training time
to converge. Therefore, models based on self-attention mech-
anism require longer training time and larger training dataset
compared to CNNs to achieve better segmentation results. For
some smaller datasets or during the early stages of training, the
self-attention module may generate incorrect attention matrix
weight distribution due to insufficient training samples, leading
to misclassification in the final results (Fig. 2 gives an illustration
of this phenomenon).

To address the issues in current models based on multiscale
and global modeling methods and obtain better segmentation
results, we propose dual-branch hybrid reinforcement network
(DHRNet), a dual-branch parallel network. The main purpose of
the network design is to achieve higher segmentation accuracy
with a minimal number of model parameters and computational
complexity. Our main contributions are as follows.

1) Proposing a novel multiscale feature extraction branch
(MFEB), which eliminates redundant channels through
a channel selection module (CSM), providing the most
suitable feature maps for each multiscale branch while
reducing the model’s parameter. Furthermore, three sets
of strip convolutions with varying sizes are utilized to
extract multiscale features of objects. Finally, deformable
convolutions are employed to further fit the real shape
of objects, enhancing the accuracy of feature extraction
results.

2) Presenting a novel global context and detail enhancement
branch (GEB), utilizing a cross-layer attention module
(CAM) to enhance the model’s global modeling capabil-
ities, reduce lower level feature noise, and enhance the
effectiveness of multilayer feature fusion. In addition, a
class ratio extraction module (CREM) is employed to su-
pervise this branch, accelerating the model’s convergence
speed and yielding smoother prediction results.

3) Introducing a novel lightweight end-to-end network called
DHRNet to process segmentation tasks with different
focus through a dual-branch parallel architecture. We
compared our method with other widely used methods on
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three public datasets and achieved excellent results with a
parameter size of only 6.6 M.

The rest of this article is organized as follows. Section II
presents the related works. Section III describes the proposed
network. Section IV gives the experimental details. Section V
concludes this article.

II. RELATED WORKS

In this section, we reviewed some works related to DHRNet
and discussed some limitations of the existing work.

A. Encoder–Decoder Architecture

The encoder–decoder architecture [40] has been widely ap-
plied in the field of semantic segmentation since the advent of
FCN. In the DCNNs based encoder–decoder architecture, the
encoder serves as the backbone feature extraction network, using
stacked convolution layers and downsampling layers to extract
features of the image to be segmented. The decoder processes the
features obtained from the encoder to obtain deep-level features
rich in semantic information. The output result of the encoder is
restored to the original image resolution in the decoder through
relevant upsampling techniques. Finally, the pixel-level object
classification task is completed through the dense classification
layer. In U-net, a symmetrical “encoder–decoder” architecture
design was proposed, which obtains more spatial information by
successively upsampling deep-level features and merging with
the features from each layer’s output of the encoder. SegNet
[41] adopts the pooling indices method to recover the spatial
information lost in downsampling layers. In these structures,
the ability of the encoder to extract features determines the
quality of the features obtained by the decoder, and the degree
of the decoder utilizing the features extracted by the encoder
determines the quality of the final segmentation results. The
advantage of the encoder–decoder structure is that the decoder
can obtain more spatial information to optimize the final results
by combining the features of different layers in the encoder.
However, this structure has also introduced some issues. First,
deep-level and low-level features may not be aligned, whereas
using an upsampling method with element-wise addition may
have a negative impact on spatial information. Second, this struc-
ture ignores global context information, which is not ideal for
segmenting large-scale objects. Furthermore, low-level features
often contain more noise. So, directly incorporating low-level
features may introduce their noise and have a negative impact
on the final prediction result. Finally, in this layer-by-layer up-
sampling process, the contribution of deep-level features to the
final prediction result is actually being weakened. Considering
that the rich semantic information is contained in deep-level fea-
tures, this structure may not effectively harness this information.
Consequently, it may not be well-suited for addressing complex
scene segmentation problems.

B. Multiscale Architecture

In many images, the size of the objects to be segmented is
not the same, especially in RSI, where the scenes are often

more complex and the target size differences are huge. It is
often difficult to extract or segment all targets through a single
scale. Therefore, many works have proposed multiscale feature
extraction methods to optimize the final segmentation results.
PSPNet [42] adopts spatial pyramid pooling to obtain multiscale
features, which not only merges the context information of dif-
ferent scales but also improves the expression of global feature
information. However, introducing too much global average
pooling also loses more spatial and edge information, and the
effect is often not satisfactory when faced with tasks that re-
quire fine edge segmentation. DeepLabV3+ extracts multiscale
features through dilated convolution with different dilation rates
and has a strong segmentation ability for complex scenes and
multicategory tasks. However, DeepLabv3+ connects and fuses
deep-level features with only one low-level feature, lacking suf-
ficient spatial information, and therefore lacks sufficient object
edge segmentation ability. Moreover, deep-level features have
huge differences from low-level features after going through its
multiscale module, and direct fusion cannot effectively improve
the final segmentation results. Although the multibranch dilated
convolution used in its multiscale module atrous spatial pyramid
pooling (ASPP) can obtain different-sized receptive fields while
reducing the number of parameters, it may also bring about
gridding effects, resulting in the loss of local information and a
decrease in the correlation of distant information [43].

C. Global Context Information

The self-attention module is the core component of the trans-
former model [44]. Originally, the transformer was used to solve
sequence-to-sequence machine translation tasks in the natural
language processing field and is widely used and improved.
Subsequent studies have shown that this model can be transferred
to computer vision tasks [45]. The VIT model [46] only uses the
encoder of the transformer to construct a network model for
image classification, and it can be transferred to other down-
stream vision tasks. Afterward, a series of models based on
the improvement of VIT (such as DeiT [47], PVT [48], Swin-
transformer [49], MPVIT [50], etc.) achieved excellent results
in a large number of tasks such as image classification [51],
semantic segmentation, human pose estimation [52], and object
detection [53]. Due to the self-attention mechanism’s ability to
aggregate global context information, which is lacking in DC-
NNs, many subsequent works have combined this mechanism
with DCNNs to improve the final prediction performance of the
model. For example, the nonlocal module [36] is an improved
plug-and-play module based on the self-attention mechanism,
designed to enhance the global receptive field. Although the
attention mechanism can aggregate global context information,
it also brings a significant increase in computational cost, with
its computational complexity proportional to the square of the
spatial resolution. For images with high spatial resolution, es-
pecially for RSI, directly using such a module would result
in a significant additional computational cost. Therefore, many
subsequent works have proposed improved attention formulas
to reduce the enormous computational cost increase brought
by the attention mechanism. In the COAT model, the authors
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Fig. 3. Overall architecture of the DHRNet.

used two mapping functions to factorize the original formula of
attention mechanism, reducing the original O(N2) complexity to
linear O(N). SENet [54] constructed a simple and lightweight
attention module by using max pooling downsampling and fully
connected layers. CBAM [55] combined spatial attention and
channel attention in a lightweight manner. These works have
made it possible to apply the attention mechanism in lightweight
models. Another problem is self-attention mechanism lacks
the strong inductive biases of convolution, resulting in slow
convergence speed and difficulty in obtaining satisfactory results
with a scarcity of training data. Though approaches have been
proposed to accelerate the convergence speed of self-attention-
based models using model distillation techniques [47], those
approaches also introduce computational overhead.

D. Design of Convolution Kernel

In prior works, the receptive field is often enlarged by stack-
ing convolutional layers. As a remedy, many works split one
large convolution kernel into several smaller ones to reduce the
number of parameters and speed up the computation efficiency.
However, recent work [56] has shown that such methods may
have some problems. Some works have proposed the concept
of “effective receptive field” [57], which represents the actual

effect size of the receptive field of the model. According to
the theory of effective receptive field, the size of the receptive
field is proportional to the size of the convolution kernel and
proportional to the square root of the number of convolutional
layers. Increasing the receptive field by directly enlarging the
convolution kernel is more effective than adding the depth of
the convolutional layer. Through comparative experiments, it
was found that although the theoretical receptive field size of the
model remains consistent after decomposing the large convolu-
tion kernel into several small ones, the actual effective receptive
field is reduced. This indicates that several small convolution
kernels cannot completely replace the role of large ones.

III. METHODOLOGY

A. Overall Architecture of DHRNet

The overall architecture of our proposed DHRNet shown
in Fig. 3 is a network composed of two branches: GEB and
MFEB. This architecture separates the originally complex se-
mantic segmentation task, allowing each branch to perform
focused feature extraction tasks. MFEB emphasizes the scale
differences of objects and has a stronger segmentation ability for
multicategories and complex scenes. GEB contains rich spatial
information and stronger global modeling ability, resulting in
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Fig. 4. Overall architecture of the MFEB.

segmentation results with higher edge and global accuracy.
The use of a parallel architecture also avoids the problem of a
sequential architecture in which the contribution of a preceding
module is weakened by subsequent modules. Finally, the results
of the two parallel branches are fused at a higher resolution,
ensuring that both branches contribute equally to the final result.

B. Multiscale Feature Extraction Branch

To enhance the multiscale feature extraction ability of the pro-
posed model, we designed the MFEB. The overall architecture
of this branch is illustrated in Fig. 4. This branch consists of
two parts: a CSM and a multiscale feature extraction module
(MFEM). Then, We will provide design rationales and detailed
explanations for these two modules.

1) Channel Selection Module: To reduce the model’s pa-
rameter count, we designed the CSM to choose the most suit-
able feature map channels for each branch in the MFEM, and
eliminate redundant information. The inspiration for the design
of this module comes from self-attention mechanism. The key
distinction from SENet is that the former derives channel atten-
tion scores through pooling downsampling and fully connected
layers. Our proposed CSM calculates the final channel attention
scores based on the feature maps themselves, and optimizes by
training the mapping matrix. This approach allows for better
integration with the feature maps themselves, resulting in im-
proved selection outcomes.

Fig. 5 illustrates the detailed design of the CSM. Given a fea-
ture map Fin ∈ RC×H×W , this module first reconstructs it into
a matrix FL ∈ RL×1(L = H ×W ) through 1 × 1 convolution,
transpose and reshape operations. Similarly, 1 × 1 convolution
and reshape operations are utilized to map the feature map
Fin into matrix FC ∈ RC×L. Then, matrix multiplication is
performed between FL and FC, followed by a reshape operation
to obtain channel attention score vector Amap ∈ RC×1×1. After
that, 1 × 1 convolution, layer normalization, sigmoid operation,
and element-wise multiplication is performed between the input

Fig. 5. Overall architecture of the CSM.

feature map Fin and the obtained feature score vector Amap along
the channel dimension to enhance certain channels, resulting in
the enhanced feature map E � RC×H×W. Finally, the enhanced
feature map E and the input feature map Fin are connected
with a residual connection, and then a 1 × 1 convolution is
used to perform channel scaling, resulting in the final feature
map X ∈ RC1×H×W . The resulting feature map X is the most
suitable feature map selected by this module for the current
branch, which has more relevant feature channels compared to
the original input feature map Fin. The feature selection process
can be described as follows:

Amap = δ(LN(fr(FL � FC) ∗ f)) (1)

X = ((Amap ⊗ Fin)⊕ Fin) ∗ f (2)

wherein, FL and FC are two feature mapping matrices obtained
through 1 × 1 convolution and reshape; � denotes matrix mul-
tiplication; � denotes convolution operation; fr denotes reshape
operation; f denotes 1 × 1 convolution kernel; LN denotes layer
normalization; δ denotes sigmoid function; Amap denotes the
score vector; Fin denotes input feature map; X denotes the output
feature map.

2) Multiscale Feature Extraction Module: In previous
works, the ASPP module was widely used and improved. This
module performs multiscale feature extraction using dilated con-
volutions of different dilation rates. However, this method may
cause gridding effect, resulting in the loss of local information
and a decrease in the correlation of distant information [43].
Subsequently, some works [56] used large kernel convolutions
instead of dilated convolution to avoid the potential problems
of gridding effect and maintain the module’s ability to extract
multiscale features, but this method also increased the number
of parameters and computational complexity. In our work, we
designed a novel MFEM for multiscale feature extraction, which
replaces large kernel convolutions with three groups of strip
convolutions of varied sizes. This approach reduces the number
of parameters and computational complexity for each branch.
In addition, more flexible deformable convolutions are used in
this module after each group of strip convolutions to accurately
fit the real shape of the object.

As shown in Fig. 4, we employ a multibranch approach for
multiscale feature extraction. For each branch, the input feature
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Fig. 6. Overall architecture of the GEB.

is Fi(i = 1, 2, 3, 4) ∈ RC×H×W . MFEM uses three groups of
strip convolution of different kernel sizes (7 × 1 and 1 × 7,
13 × 1 and 1 × 13, 25 × 1 and 1 × 25) to extract features at
different scales. Then, deformable convolution is used for more
flexible shape fitting. Finally, the result feature maps of the three
branches are concatenated and fused with the input feature map
F4 to obtain the final result. The entire process can be expressed
as follows:

Mi = σ(BN(Fi ∗ fv ∗ fh ∗ fd)) (3)

Fout = σ(BN(Concat(M1,M2,M3, F4) ∗ f)) (4)

wherein, Fi (i = 1, 2, 3, 4) denotes the four output feature
maps obtained through CSM; Mi (i = 1, 2, 3) denotes the
feature map obtained after strip convolution and deformable
convolution; � denotes the convolution operation; fv, fh, and
fd denotes the vertical strip convolution, horizontal strip convo-
lution, and deformable convolution, respectively; BN denotes
batch normalization; σ denotes the ReLU activation function;
f denotes the 1 × 1 convolution kernel; Fout denotes the final
output feature map, and Concat denotes concatenating features
along the channel dimension.

C. Global Context and Detail Enhancement Branch

The overall structure of the GEB is shown in Fig. 6. In this
branch, we adopt the U-Net architecture as the basic structure,
which can effectively combine low-level and deep-level features,
enabling the model to obtain rich semantic information while
retaining sufficient spatial information. In this branch, feature
fusion module serves as a transitional module, used for feature
fusion after concatenation of different layers. The module first
employs a depth-wise separable convolution, which extracts
spatial features on each channel. Subsequently, a point-wise
convolution is performed to integrate features from different
channels. This approach is more suitable for fusing features from
multiple layers, and compared to regular convolutions, it has
fewer parameters and computational complexity, making it more
suitable for lightweight model. In addition, we introduce a linear
self-attention module (LSM) to enhance the global modeling
capability of the network with lower complexity compared to

Fig. 7. Overall architecture of the LSM. Where Q, K, and V denote the query
matrix, key matrix, and value matrix respectively, and R is the residual mapping
matrix.

self-attention module. To reduce noise carried by low-level fea-
tures and enhance the fusion effect of feature maps, we propose
a novel CAM. This module utilizes deep-level feature map to
guide the low-level feature map to remove noise and increase
the similarity between the two feature maps, thereby enhancing
the effect of subsequent feature fusion. Then, we will provide a
more detailed explanation of the two modules.

1) Linear Self-Attention Module: The self-attention module
requires high computational complexity, typically O(N2), where
N is the total number of pixels in a single channel of the input
feature map. This high computational complexity overhead is
evidently unfriendly for designing a lightweight and efficient
network. Thus, many works have proposed methods for reducing
the computational complexity of the self-attention module or
proposed new lightweight attention modules. In COAT, the
authors use two mapping functions to factorize the original
formula of the attention mechanism and reduce the original
O(N2) complexity to linear O(N). The module’s effectiveness
is equivalent to the original self-attention module. The attention
formula in COAT is as follows:

FactorAtt(Q,K, V ) = Φ(Q)(Ψ(K)TV ). (5)

Inspired by the attention formula in COAT, our proposed
linear attention formula uses the identity function to map Φ, and
a softplus function is implemented to map ψ, which eliminates
the impact of negative values and results in numbers that are
greater than zero. The linear attention formula can be expressed
as follows:

LA(Q,K, V ) =
Q√
C
(softplus(K)TV ). (6)

Based on the expression of the linear attention formula, we
further proposed the LSM, as shown in Fig. 7. For feature map
Fin�RC×H×W, four 1 × 1 convolutions are used to map it into
query matrix Q, key matrix K, value matrix V, and residual matrix
R. Attention computation is performed using the linear attention
formula on Q, K, and V, and the result is added element-wisely
with the residual matrix R, then through a 1 × 1 convolution
operation to map it back to the original feature space. The entire
computation process of the linear self-attention formula can be
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Fig. 8. Overall architecture of the CAM. Sep-Conv denotes the depth-wise
separable convolution, and d denotes the dilation rate of the dilated convolution.
Map to Q, K, and V denote mapping the feature as the query, key, and value
matrices for the attention calculation.

described as follows:

LSA(Fin)=((Fin ∗ f1)⊕ LA(Fin ∗ f2, Fin ∗ f3, Fin ∗ f4)) ∗ f5
(7)

wherein, Fin denotes the input feature map; fi (i= 1, 2, 3, 4, 5) is
the convolution kernel with size 1×1; � denotes the convolution
operation; and � denotes the element-wise addition.

2) Cross-Layer Attention Module: Low-level features usu-
ally contain more noise, directly enhancing them with a self-
attention module may not be the most appropriate method.
In addition, in the process of layer-by-layer up-sampling sim-
ilar to the U-net, the difference between high-level features
and low-level features may be too large, and the enhance-
ment brought by direct concatenation and fusion is limited.
Therefore, we have designed a novel CAM to solve the above
problems. This module eliminates noise from low-level features
through the guidance of deep-level features, simultaneously
enhancing the similarity among different layers of features,
thus improving the effectiveness of feature fusion. The overall
structure of CAM is shown in Fig. 8. The processes of this
module are as follows: Initially, for the deep-level feature map
Fhigh ∈ RC1×H×W , its global context information is enhanced
by the linear self-attention module. Then, the deep-level feature
map Fhigh is concatenated with the low-level feature mapFlow ∈
RC2×H×W . For the concatenated feature map Fc, we employ
a receptive field enhancement module (RFEM) for first feature
fusion. This module utilizes two sets of large kernel convolutions
for feature alignment, allowing the aligned features to better
guide low-level features. Afterward, a residual connection is per-
formed between the fused result and the low-level feature map
Flow to obtain an enhanced feature map Ffusion ∈ RC2×H×W

that contains more semantic information. Through the guidance
of large kernel convolution in RFEM, the impact of some noise
is also eliminated. Subsequently, the fused feature map Ffusion

and the original low-level feature map Flow are used as inputs
of the linear attention formula. In this module, the fused feature
map Ffusion is mapped through a 1 × 1 convolution to form a

query matrix Q, while the original low-level feature map Flow is
mapped through two 1 × 1 convolutions to form the key matrix
K and value matrix V. Through the linear attention formula,
the final output is a feature map Fm ∈ RC2×H×W that is more
semantically similar to the deep-level feature map Fhigh and
eliminates noise to some extent. Finally, the feature map Fm is
concatenated and fused with the deep-level feature map Fhigh.
Because of the high semantic similarity between the two feature
maps, the effect of fusion has been further improved compared
with before. The entire process can be expressed as follows:

Ffusion = RFE(Concat(Fhigh, Flow))⊕ Flow (8)

CA(Ffusion, Flow) = ((Flow ∗ f1)⊕
LA(Ffusion ∗ f2, Flow ∗ f3, Flow ∗ f4)) ∗ f5 (9)

Fout = σ(BN(Concat(Up(Fhigh),CA(Ffusion, Flow)) ∗ f))
(10)

wherein, RFE denotes the receptive field enhancement module;
Fhigh, and Flow denote the deep-level and low-level feature
maps, respectively; fi (i = 1, 2, 3, 4, 5) and f denote 1 × 1
convolution kernel; � denotes the convolution operation; �
denotes element-wise addition; LA denotes the linear attention
module; BN denotes batch normalization; σ denotes the ReLU
activation function and Up denotes upsampling.

D. Class Ratio Extraction Module

Using attention mechanism can effectively improve the global
modeling capability of the model, avoid negative impacts on the
model’s final performance caused by limited receptive fields, and
enhance the generalization ability. What is more, many works
have pointed out that another reason why attention mechanism
can perform so well is that attention mechanism has fewer induc-
tive biases [39] compared to convolution operation. Although
these inductive biases can speed up the convergence speed of
the model in the early training stages and achieve good results
in small sample scenarios, in the later training stages, overly
strong inductive biases will in turn limit its further optimiza-
tion. Therefore, although attention-based models demonstrate
excellent performance with sufficient training data and training
time, they also suffer from slow training convergence speed,
require larger training datasets and longer training times to fit
properly. In scenarios where training data or time is limited, the
effectiveness of attention mechanisms may not be ideal. To speed
up the convergence and fitting speed of attention mechanism,
we propose a novel CREM to supervise GEB. The details of
the module are illustrated in Fig. 9. This module can make the
output of the branch more similar to the ground truth label at the
macro level, reducing the occurrence of misclassification in the
early training stages.

In this module, a 1× 1 convolution is employed to map feature
map channels to the number of classification categories. Then,
layer normalization and the ReLU activation function are used to
suppress the influence of noise and negative number. Finally, we
use another 1 × 1 convolution for the fusion of category infor-
mation and global average pooling is applied to obtain the output
vector, which stands for the proportion of each category in the
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Fig. 9. Overall architecture of the CREM. Conv1× 1-Down denotes the chan-
nel reduction performed through a 1 × 1 convolution operation. NUM_Classes
refers to the final segmentation categories in the segmentation task.

Fig. 10. Visualization of the original images and corresponding labels of
Potsdam, Vaihingen, and LoveDA. (a) Postdam image. (b) Ground truth.
(c) Vaihingen image. (d) Ground truth. (e) LoveDA dataset.

original image. Then, the binary cross-entropy loss is calculated
between the module’s output and the true category proportion
to optimize GEB. It is worth noting that this module is only
used in the training phase and will not affect the running speed
during the prediction phase. Therefore, this module does not
incur any additional computational overhead during inference
phase. When coupled with a rational weight-loading strategy, it
would not introduce any upsurge in the model’s parameter count.
The specific formula for the loss function can be expressed as
follows:

M = Poolavg(σ(LN(Fin ∗ f1)) ∗ f2) (11)

CRELoss = −
N∑

i=1

(p(Xi) log(δ(Mi))

+ (1− p(Xi)) log(1− δ(Mi)) (12)

wherein, Fin denotes the input feature map; LN denotes layer
normalization; σ denotes the ReLU activation function; Poolavg
denotes global average pooling; f1 and f2 denote the 1 × 1
convolution kernel; � denotes the convolution operation; M
denotes the output proportion vector, and Mi denotes the value
of the ith channel of M; δ denotes sigmoid function; N denotes
the number of the classification categories, and p(X) represents
the proportion value of the ith category in the ground truth label.

E. Loss Function

Like most prior works, we employ the multiclass cross-
entropy loss as the main loss function. It calculates the similarity
between each pixel value of the network’s output and the ground
truth label, where a smaller loss indicates a closer similarity
between the two distributions. Multiclass cross-entropy loss has
been widely used in various dense prediction tasks, and can be
expressed as follows:

CELoss = −
H×W∑

i=1

N∑

j=1

p(Xij) log(q(Xij)) (13)

wherein, H and W denote the spatial resolution of the input
image, N denotes the number of categories, q(Xij) denotes the
probability that pixel I in the image is predicted to be of category
j, and p(Xij) denotes the true probability that pixel i in the image
belongs to category j. To address the issue of imbalanced samples
(i.e., when the frequency of occurrence for each category is not
balanced), we use the dice loss as the auxiliary loss. The dice loss
is a metric for evaluating the similarity between two samples,
with a value ranging from zero to one. The larger the value is,
the more similar the samples are. The dice loss can be expressed
as follows:

DiceLoss = 1− 2 |X ∩ Y |+ Smooth
|X|+ |Y |+ Smooth

(14)

wherein, Y denotes the pixel label of the ground truth image,
and X denotes the pixel category of the model’s predicted
segmentation image. Smooth is the smoothing factor, and we
set it to 1 × 10−5 in our experiments. Therefore, when using all
modules, the final loss function of the proposed network is as
follows:

Losstotal = CELoss + λDiceLoss + μCRELoss. (15)

λ, μ are the proportional coefficients, we take 0.7 and 0.3 in our
experiments, respectively.

IV. EXPERIMENTS

A. Datasets

We select ISPRS Potsdam, ISPRS Vaihingen and LoveDA
[58] as our experimental datasets.
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Fig. 11. Diagram of sequential structure and parallel structure. (a) Parallel structure and (b) sequential structure.

TABLE I
ABLATION EXPERIMENTS ON OUR PROPOSED MODULES AND ARCHITECTURES ON THE POTSDAM DATASET

Fig. 12. Results of the ablation experiments for several of our proposed
modules using the Potsdam dataset. Where, without using any of our proposed
modules, the architecture is FCN with a van-tiny backbone.

TABLE II
ABLATION EXPERIMENTS FOR CLASS RATIO EXTRACTION MODULES

ISPRS Potsdam dataset provides 38 high-resolution aerial im-
ages with a resolution of 6000× 6000. The data covers an area of
3.42 km2, and each image contains four channels, near-infrared,
red, green, and blue. In addition, each image has data from
DSM and six labeling categories including impervious surfaces,
buildings, low vegetation, trees, cars, and background/clutter.
All the categories are manually labeled at the pixel level. To
facilitate comparison with other works, we follow the same
dataset split method as many previous works, using IDs: 2_13,
2_14, 3_13, 3_14, 4_13, 4_14, 4_15, 5_13, 5_14, 5_15, 6_13,

6_14, 6_15, and 7_13 for testing, using ID: 2_10 for validation,
and the remaining 22 images, except for the one with erroneous
annotation named 7_10, for training. In our experiments, only
the red, green, and blue channels are used. Sample images and
labels are shown in Fig. 10.

ISPRS Vaihingen dataset provides 33 high-resolution aerial
images, each with different specific resolutions and an aver-
age size of 2494 × 2064. Similar to the Potsdam dataset, the
Vaihingen images include near-infrared, red, green, and blue
channels, as well as corresponding DSM data, with the same
six labeling categories including impervious surfaces, buildings,
low vegetation, trees, cars, and background/clutter. We used area
IDs 2, 4, 6, 8, 10, 12, 14, 16, 20, 22, 24, 27, 29,31, 33, 35,
and 38 for testing, area ID 30 for validation, and the remaining
15 images for training. We only used the red, green, and blue
channels in our experiments. Sample images and labels are
shown in Fig. 10.

LoveDA dataset is a remote sensing image semantic segmen-
tation dataset provided by the RSIDEA team at Wuhan Univer-
sity. The dataset contains 5987 images with a spatial resolution of
0.3 m and 166 768 annotated semantic objects. LoveDA dataset
covers urban and rural areas with significant differences in scene
characteristics, making it a challenging dataset. Each image has
seven labeling categories including building, road, water, barren,
forest, agriculture, and background. The dataset has been divided
into training, validation, and test sets by the authors. It is worth
noting that the test set of the dataset uses online validation to
ensure fairness and authenticity. Sample images and labels are
shown in Fig. 10.

B. Training Setting

We trained our model using the PyTorch framework, and all
experiments were conducted on an NVIDIA RTX A5000 GPU
with 24 GB of memory. We used the AdamW optimizer for
network optimization, with an initial learning rate of 0.0003, and
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Fig. 13. Comparison of prediction results at an early stage of training (fifth epoch) for a model constructed solely using GEB. (a) Origin image. (b) Original
prediction results. (c) Prediction results after using CREM. (d) Ground truth.

Fig. 14. Visualization of the main training loss (cross-entropy loss) reduction
speed before and after adding the class ratio extraction module.

Fig. 15. Visualization of the accuracy of various metrics for eight different
loss coefficient sets.

the yolox_warm_cos_lr formula [59] for learning rate updates.
We set the batch size to 16 for the Potsdam and LoveDA
dataset, and 8 for the Vaihingen dataset. In order to speed
up model training, like other works, we cropped the datasets
and their corresponding labels into patch size of 512 × 512.
During the training process, we employed random horizontal
and vertical flipping, random scaling, and random cropping for
data augmentation. Since the introduction of CREM aims to
address the issues associated with self-attention mechanisms, it
may not be suitable for all models. Therefore, to ensure a fair

Fig. 16. Comparison of computational complexity for two attention modules
at different feature map sizes (with a constant channel count of 256).

comparison, we only utilized cross-entropy loss and dice loss
when comparing with other networks. Instead, we demonstrated
the effectiveness of this module and loss through ablation exper-
iments. The maximum number of epochs for Potsdam, LoveDA
and Vaihingen were 60, 80, and 100, respectively.

C. Evaluation Metrics

We evaluate the performance of these models using over-
all accuracy (OA), mean intersection over union (mIoU, usu-
ally the mean of IoU of all categories), and mean F1 score
(usually the mean of F1 score of all categories). OA is used
to measure the proportion of correctly classified results in the
total samples, with a maximum value of one and a minimum
value of zero, defined by the following equation:

OA =

∑K
i=1 TPi∑K

i=1 TPi + FPi +TNi + FNi

. (16)

Intersection over Union (IoU) is a standard performance
metric for object category segmentation problems. Given a set of
images, IoU measures the similarity between predicted regions
of the objects and the ground truth regions in the image set. It is
defined by the following equation:

IoU =
TP

TP + FN+ FP
(17)

mIoU =
1

K

K∑

i=1

IoU =
1

K

K∑

i=1

TPi

TPi + FNi + FPi
. (18)
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Fig. 17. Depiction of the inference speed-mIoU tradeoff and the FLOPs-OA tradeoff of different semantic segmentation methods generated on the 512 × 512
pixel-sized ISPRS Potsdam dataset using the RTX A5000 GPU. The red star-shaped dot represents our proposed method, while other colored dots correspond to
different networks. A higher FPS (frames per second) indicates faster prediction speed of the model. FLOPs (floating point operations) here are different from
FLOPS (floating point operations per second). It is worth noting that the size of the corresponding dots is positively correlated with their parameters, where larger
dots indicate a larger number of parameters for the network.

TABLE III
COMPARISON OF TWO SELF-ATTENTION MODULES

The F1 score is a metric in statistics used to measure the
accuracy of a model. It takes into account both the precision and
recall of a classification model. It can be seen as a harmonic mean
of a model’s precision and recall, with a maximum value of one
and a minimum value of zero, and is defined by the following
equation:

precision =
TP

TP + FP
(19)

recall =
TP

TP + FN
(20)

F1 = 2× precision× recall

precision + recall
(21)

mF1 =
1

K

K∑

i=1

F1 =
1

K

K∑

i=1

2× precisioni × recalli
precisioni + recalli

.

(22)

It is worth noting that in the above equations, TP, TN, FP,
and FN represent the counts of true positive, true negative,
false positive, and false negative, respectively, and K represents
the number of classification categories. In our experiments, the

calculation scope of OA includes all categories, including the
background/clutter. We follow the same test method as many
previous works, for the Potsdam and Vaihingen datasets, we
conducted all experiments using eroded labels during testing
and employed multiscale augmentation.

D. Experimental Results

1) Ablation Experiments: In order to verify the effectiveness
of the individual modules of our proposed model and the ra-
tionality of the parallel architecture we ultimately chose, we
conducted ablation experiments. In Fig. 11, a brief overview of
the connection process between sequential and parallel struc-
tures is presented. As shown in Table I, we selected the FCN
architecture with Van-tiny [68] backbone as the baseline for
comparison. We tested the effectiveness of the proposed MFEB,
GEB and compared the evaluation metrics of sequential and
parallel architectures. It is evident that our proposed MFEB
and GEB can effectively enhance the accuracy of segmentation
results even when used individually. But, when the two branches
are combined in a sequential way, in the process of layer-by-layer
upsampling, concatenation, and fusion, this sequential structure
introduces a large number of low-level features, resulting in a
reduction in the contribution of deep-level features to the final
prediction, which reduces the effectiveness of MFEB. Therefore,
the improvement of the sequential structure is limited. In con-
trast, using the parallel structure, compared with the sequential
structure, the OA was increased by 0.31%, the mF1 score was
increased by 0.39%, and the mIoU was increased by 0.5%. It is
worth noting that the parallel architecture separates the semantic
segmentation tasks that each branch needs to process, allowing
us to reduce the number of feature map channels while main-
taining high accuracy. Therefore, compared with the sequential
architecture, the parallel architecture also reduces the parameter
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TABLE IV
COMPARISON WITH THE STATE-OF-THE-ART NETWORKS ON THE POTSDAM DATASET

TABLE V
COMPARISON WITH THE STATE-OF-THE-ART NETWORKS ON THE VAIHINGEN DATASET

count by 22%. Fig. 12 shows the visualization results of the
five different network architectures listed in Table I. We can
observe a significant improvement in the segmentation results
of elongated objects after adding MFEB (refer to the left pink
box in Fig. 12), which demonstrates that the proposed MFEB
possesses strong feature capturing capabilities.

With the use of our proposed parallel architecture, the fi-
nal segmentation results are significantly better than the other
four architectures. According to Table II, the model’s overall
accuracy and mean F1 score were both improved after incor-
porating CREM. During the training process, as the module
simultaneously serves as a form of deep supervision, it converges
faster. It is worth noting that our proposed CREM is designed
to provide an additional inductive bias to GEB, accelerating its
convergence, and it can be used in the early stages of training.
Therefore, while the accuracy improvement from CREM may
not be as impressive as other modules, this module can be dis-
abled during the inference phase without affecting the model’s
prediction speed and parameter count.

To further demonstrate that the CREM can accelerate the
convergence speed of the model, we conducted experiments to
analyze the contrast in model predictions during the early stages

of training before and after adding this module, as well as to
observe the changes in the main training loss (cross-entropy
loss). Fig. 13 illustrates the impact of using CREM on the
early-stage predictions of a model constructed solely using GEB.
It is evident from the figure that after employing CREM, the
model can fit more rapidly and yield a more refined segmentation
result. From Fig. 14, we can observe that, even though CREM is
applied only to GEB, adding this module still results in a faster
decrease in the training cross-entropy loss of the entire network.

To select the appropriate loss coefficient, we conducted com-
parative test on eight sets of different loss coefficients, and the
results are shown in Fig. 15. In the case of λ = 0.8 and μ =
0.2, the model achieved the highest OA of 91.67%. In the case
of λ = 0.7 and μ = 0.3, the model achieved the highest mIOU
of 86.97% and mF1 of 92.96% simultaneously. Therefore, we
finally selected this set of coefficients as the loss coefficients.

2) Comparison Between the Improved Linear Self-Attention
Module and the Original Self-Attention Module: Fig. 16 pro-
vides a computational complexity comparison between the orig-
inal self-attention module (SAM) and the linear self-attention
module (LSM) at different image sizes. As the image size
increases, the disparity in complexity between the two modules
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TABLE VI
COMPARISON WITH THE STATE-OF-THE-ART NETWORKS ON THE LOVEDA DATASET

TABLE VII
COMPARISON OF OUR PROPOSED NETWORK WITH OTHER COMMONLY USED SEGMENTATION NETWORKS USING THE SAME BACKBONE ON THE POTSDAM

DATASET

TABLE VIII
COMPARISON OF OUR PROPOSED NETWORK WITH OTHER COMMONLY USED SEGMENTATION NETWORKS USING THE SAME BACKBONE ON THE VAIHINGEN

DATASET

becomes more pronounced. Particularly, when the input size
reaches 128 × 128, the computational complexity gap between
them reaches several times, and this gap continues to widen as
the output size increases. In Table III, we present a quantitative
comparison of the two self-attention modules. LSM is capable
of achieving higher FPS while maintaining nearly the same level
of accuracy as SAM.

3) Quantitative Comparison With State-of-the-Art Methods:
To further verify the effectiveness of our proposed network,

we compared it with several widely used semantic segmenta-
tion networks, including Segformer, FCN-8S, HRNet, Upernet,
GCNet, DANet, Deeplabv3+, BiSeNetV2, EdgeNext, COAT,
and MPVIT (COAT, MPVIT, and EdgeNext utilized UperNet
for decoding). It is worth noting that we compared the networks
using the most suitable backbone among all the backbones used
in our experiment. Tables IV–VI report the final prediction
results on three datasets. The results show that the proposed
DHRNet achieved the best performance in multiple metrics
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Fig. 18. Predicted segmentation maps of the most commonly used or best-
performing networks at the original patch size (512 × 512) on the Potsdam
dataset.

compared with the other networks. The average metrics (mIoU,
mF1, and OA) reached the highest while achieving the highest F1
score among multiple categories on both Potsdam and Vaihingen
datasets. In the LoveDA dataset, the proposed DHRNet achieved
the highest IOU in both water and barren, and it also had the high-
est mIOU. The number of parameters in our proposed network
DHRNet (6.6 M) is significantly lower than other state-of-the-art
networks.

4) Compared With Other Networks Using the Same Back-
bone: To verify the superiority of our proposed network over

Fig. 19. Predicted segmentation maps of the most commonly used or best-
performing networks at the original patch size (512 × 512) on the Vaihingen
dataset.

other networks with the same backbone, we compared DHRNet
with several commonly used segmentation networks on the same
backbone (Van-tiny), and our model achieved the best results.
Tables VII and VIII report the results of various networks on
the Potsdam and Vaihingen datasets with the same backbone
(Van-tiny). It can be seen that with the same Van-tiny backbone,
our proposed network outperformed any other network in all
metrics on both datasets. Compared to other networks, the mean
F1 score, mean Intersection over Union, overall accuracy, and
the F1 score of each category have been significantly improved.
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Fig. 20. Predicted segmentation maps of most commonly used or best-
performing networks at the original patch size (1024 × 1024) on the LoveDA
dataset.

These superior results suggest that the superior segmentation
performance of DHRNet is not solely attributed to the choice of
backbone.

5) Visualization of Experimental Results: We selected ten
networks and compared them with our proposed DHRNet in
terms of the speed-mIoU tradeoff and the complexity-OA trade-
off. The visualization results are shown in Fig. 17. It can be
seen that our proposed DHRNet has the smallest number of
parameters (6.6 M) and the lowest computational complexity
(20 GFLOPs), while achieving the highest OA of 91.51% and
mIoU of 86.97%.

To better illustrate the differences between our proposed net-
work and other networks, we also visualized the final experimen-
tal results. We selected widely used networks (FCN-8s, PSPNet,
BiseNetV2, and FPN) as well as networks that performed well in
the experiments (DANet, GCN, UperNet, DeeplabV3+, HRNet,

Fig. 21. Larger size prediction images of the most widely used or best-
performing networks on the Potsdam and Vaihingen dataset.

Segformer, EdgeNext, COAT, and MPVIT) and our proposed
network DHRNet for visualizing partial test results on the Pots-
dam, Vaihingen and LoveDA datasets, as shown in Figs. 18–20.
The displayed image size for Potsdam and Vaihingen datasets
is 512 × 512, which is the size we used when splitting the
dataset, while the displayed image size for LoveDA dataset is
1024 × 1024 which corresponds to the size in the provided
datasets. To better compare the segmentation results of these
models, we outlined some key regions. It is worth noting that all
visualized results of the compared networks are predicted us-
ing the best-performing backbone in our experiments. LoveDA
employs online verification to ensure the authenticity and fair-
ness of the results. As a result, the test set does not provide
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Fig. 22. Visualization result of the grad-CAM by using the final classification
layer of some networks. We present the visual attention results for the categories
of building (bottom) and car (top) on the Potsdam dataset. Areas with higher
attention values, indicated by warmer colors, represent greater confidence in
network classification.

ground truth labels. So, the visualizations we present are based
on the validation set. From the visualization results, we can
see that our proposed network exhibits stronger edge and small
object segmentation capabilities. The misclassification rate is
significantly reduced compared with other networks and the
overall predicted image is smoother with fewer noise points,
which is closer to the ground truth label.

RSI typically have high pixel resolutions, which often contain
a diverse range of complex scenes with numerous categories.
Directly performing pixel-level classification on such high-
resolution RSI is considered a challenging task, which places
higher demands on the segmentation capabilities of the network.
Therefore, we visualized the results of some networks at larger
sizes for comparison. Fig. 21 shows the higher resolution visual
results of some networks on the Potsdam and Vaihingen datasets.
It can be seen that our proposed network has higher classification
accuracy and edge segmentation capability compared with other
networks at the macro level, and the overall details are closer to
the ground truth label which demonstrates that our proposed
network exhibits strong classification ability even in complex
scenes.

To demonstrate the superior classification and edge extraction
capabilities of our proposed network for various objects, we
employed Grad-CAM [69] visualization to examine the attention
maps of the final classification layer of some networks on the
Potsdam dataset. The visual results of Grad-CAM in Fig. 22
demonstrate our network’s high confidence in target classifica-
tion and strong edge segmentation capabilities.

V. CONCLUSION

In this article, we propose a DHRNet for semantic segmenta-
tion of large-scale RSI. We strike a balance between inference
speed and final accuracy. The proposed model can perform
predictions at a faster speed under the premise of high-precision
results. In this proposed network, the multiscale feature extrac-
tion branch can extract more comprehensive feature information
from different scales of features in RSI, while the global context
detail enhancement branch can overcome the limitation of recep-
tive fields, perform more comprehensive feature extraction, and
reduce the impact of low-level features while obtaining richer
spatial information. To reduce the misclassification caused by
attention mechanisms, a class ratio extraction module is de-
signed to supervise the network, which reduces misclassifica-
tion errors and speeds up the convergence speed of network
training. The results of a series of experiments conducted on
the Potsdam, Vaihingen, and LoveDA datasets demonstrate that
DHRNet is capable of achieving high-precision segmentation
tasks while maintaining a small number of parameters (6.6
M) and computational complexity (20 GFLOPs). In the field
of RSI semantic segmentation, DHRNet can effectively handle
complex scenes, as well as small and elongated objects, and
edge information. These findings highlight the robustness and
generalizability of our approach, underscoring its potential as
a valuable tool in the field of remote sensing. The series of
remarkable experimental results demonstrate the effectiveness
of our employed dual-branch parallel network architecture in
handling RSI semantic segmentation tasks.
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