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3-D High-Resolution ISAR Imaging for
Noncooperative Air Targets

M. K. Baczyk , P. Samczynski , J. Drozdowicz , M. Wielgo , J. Sobolewski , M. Ciesielski , J. Julczyk ,
K. Stasiak , G. Pietrzykowski , K. Abratkiewicz , and M. Soszka

Abstract—This article uses the inverse synthetic aperture radar
(ISAR) imaging method to present real-world tests on 3-D radar
imaging of noncooperative air targets. Initially, the fundamentals
of 3-D ISAR are introduced. This is followed by a discussing of the
challenges of obtaining high-quality 3-D radar images. An essential
feature of the applied method is its basis on the back-projection
family of techniques, eliminating the need for iterative image re-
construction. These theoretical concepts are validated using both
simulations and real-life signals. This article also provides insights
into the measurement campaign and the signal processing tech-
niques applied to achieve the presented results.

Index Terms—Air target imaging, radar imaging, 3-D imaging,
3-D inverse synthetic aperture radar (ISAR).

I. INTRODUCTION

IN THE modern battlefield, air target imaging and classifi-
cation are crucial tasks. The primary sensors used for these

purposes are optical and radar sensors. The advantage of optical
sensors is their high resolution; however, the disadvantage is
their high dependence on weather conditions, such as fog, cloudy
weather, rain, snow, or image dispersion due to air temperature
differences. Lower resolutions to the optical images characterize
radar imaging. However, it allows the creation of a target image
independently of the weather conditions, enabling day and night
operation. The resolution of the radar imaging depends on the
bandwidth of the emitted signal. Nowadays, a centimeter reso-
lution is easily achievable using GHz and more bandwidths [1],
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[2], [3], [4], [5], [6], [7]. Such a resolution is sufficient re-
garding air target classification [8], [9], [10], [11]. The inverse
synthetic aperture radar (ISAR) technique, developed in the last
century [12], [13], is most often used for the radar imaging of air
targets. The 2-D ISAR has now entered the maturity stage, which
can be seen in various advanced and highly efficient methods,
e.g., [14], [15], [16], [17], [18], and [19]. Over recent years, many
different demonstrators of this technology have been developed,
and the 2-D ISAR has also been implemented in final radar
products offered by the industry [20], [21], [22].

As 2-D ISAR imaging is a mature technology, in recent years,
researchers have been focusing on novel 3-D ISAR imaging
techniques [23], [24], [25], [26]. Up to now, 3-D radar imag-
ing has been used mainly in the remote sensing applications
of Earth imaging, where the interferometric synthetic aperture
radar (InSAR) method has been applied [27], [28], [29], [30],
or in tomography imaging [31]. The 3-D ISAR also uses the
same interferometric approach as InSAR. The main difference
is in geometry. Recent studies show that 3-D ISAR imaging
is feasible [32], [33], [34], [35]. However, in most cases, the
validation has been obtained by simulation [32], [33], or using
huge targets, such as ship-borne targets [36] with relatively low
resolution. To the authors’ knowledge, there is no evidence
of high-resolution 3-D ISAR imaging of noncooperative air
targets based on real measurement. Such imaging is challeng-
ing and requires much more effort than in the simulated con-
trol environment, where the algorithm fully knows the target
trajectory.

In recent years, several studies have emerged focusing on
3-D ISAR imaging. A common approach found in numer-
ous publications involves deploying three receiving antennas
arranged in two orthogonal baselines [32], [37], [38], [39].
This configuration facilitates interferometry in both directions,
paving the way for a straightforward acquisition of 3-D imagery.
Typically, 2-D imaging in these methodologies is achieved
using the range–Doppler (RD) technique, which, while widely
adopted, has inherent limitations concerning velocity and range
resolutions. Several other methods for obtaining 3-D imagery
have been proposed in literature, including the polar for-
mat algorithm (PFA), which the authors delve into in this
work [40]. While some researchers have suggested employ-
ing just two receivers for 3-D imaging, the detailed mechan-
ics of transforming the interferometric amplitude and phase
data into 3-D images often remain inadequately elucidated
[41], [42].
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This article presents new results of developing the multi-
channel ground-based radar demonstrator allowing for high-
resolution 3-D ISAR imaging of noncooperative air targets with
a 15-cm resolution range. Contrary to approaches in literature,
the proposed one uses only two receiving antennas for 3-D
ISAR imaging. The system has been developed within the 3-D
radar imaging for the noncooperative target recognition (RING)
project. The RING project is a research and technological de-
velopment project funded by the Italian and Polish Ministries
of Defence and carried out for the European Defence Agency
(EDA) in 2019–2023. The RING project focuses on developing
and validating novel 3-D ISAR imaging techniques and novel
noncooperative target recognition (NCTR) algorithms for this
technology. The authors believe that the results of the RING
project would be a game changer in the future of radar-based
systems for target classification and recognition [43].

The main contribution of this article is the InISAR processing
adopted for high-resolution noncooperative 3-D target imaging.
The novelty can be summarized as follows.

1) The back-projection algorithm (BPA)-based approach was
adopted for 3-D ISAR imaging using two receiving anten-
nas.

2) The problem of trajectory estimation for high-resolution
radars was addressed.

3) Extensive simulation experiments were carried out to con-
firm the method’s usability.

4) Practical experiments, including the 3-D high-resolution
imaging of noncooperative targets in a real-life scenario,
were conducted.

The authors want to highlight that the whole article can be
treated as a comprehensive tutorial guiding through principles,
simulations, practical implementation, and measurement.

The rest of this article is organized as follows. Section II
presents the theoretical background of 3-D ISAR imaging. In
Section III, the authors present the simulation results of non-
cooperative targets’ proposed 3-D high-resolution imaging. All
the processing stages of the algorithm are explained step by
step, showing the main challenges and solutions for correctly
processing the data to obtain high-resolution and high-quality
3-D ISAR imaging of the noncooperative air targets. In addi-
tion, the challenges in signal processing for 3-D ISAR image
creation of noncooperative targets with unknown trajectories
are discussed in detail. In Section IV, the comparison to other
3-D imaging methods was presented. Then, Section V shows
the real-life signal analysis results. In addition, the architecture
of the developed high-resolution radar operating in the X-band
and the first real-life results of the 3-D ISAR imaging of a
noncooperative air target were obtained using records from the
developed radar demonstrator. Finally, Section VI concludes this
article.

II. THEORETICAL BACKGROUND

A. Signal Model

Range resolution (δr) in monostatic radar results from signal
bandwidth (B) according to the following relationship:

δr =
c

2B
(1)

where c is the speed of light. High cross-range resolution can
be achieved through the application of ISAR processing, which
synthesizes a radar aperture to capture the movements of the tar-
get over a substantial integration time.1 This results in variations
in the Doppler frequency of the radar echoes that are reflected
off the target’s different components.

For this study, the point reflectivity model was utilized for
analysis. While the authors fully acknowledge its limitations and
potential deviations from real-world scenarios, it is pertinent to
note that this model offers a reasonable approximation under
constrained integration times and operation in the far-field re-
gion. Therefore, given these specific conditions, the employment
of the point reflectivity model is deemed appropriate for the
presented research objectives.

One of the simplest ways to obtain a high-range resolution
of SAR or ISAR systems is to use linear frequency-modulated
(LFM) signal pulses. A single LFM pulse is defined as

stx (τ) = rect

(
τ

Tp

)
· exp

(
j2π ·

(
fcτ +

γτ2

2

))
(2)

where j =
√−1, rect(·), and exp(·) represent rectangular and

exponential functions; and Tp, fc, and γ denote pulse time
width, carrier frequency, and chirp rate, respectively. To ob-
tain an image, multiple pulses are emitted with pulse repeti-
tion interval (PRI) time Ti =

1
fPRF

, where fPRF is the pulse
repetition frequency (PRF).

Assuming stop-and-go approximation, the received echo sig-
nal reflected from K scatterer centers can be expressed as

srx(t, tn) =

K∑
k=1

σk · stx
(
t− rk (tn)

c

)
(3)

where t and tn = nTi denote so-called fast and slow time, and
σk and rk(tn) denote the scatterer coefficient and the range of
the kth target point.

The use of the LFM waveforms allows for significantly re-
duced effective signal bandwidth. After the application of the
dechirp method (matched filtering in the time domain), the
received signal can be presented as

sr (t, tn) = srx(t, tn) · s∗tx(t)

= rect

(
t

Tp

) K∑
k=1

σk · exp
(
−j2πfc

rk (tn)

c

)

· exp
(
−j2πγt

rk (tn)

c

)

· exp
(
j2π

γ

2

(
rk (tn)

c

)2
)
. (4)

The last term in (4) is the residual video phase and can easily be
removed after the pulse compression procedure [44].

The model presented above (4) works for the pulsed and
continuous wave (CW) radars using LFM signals. In the case
of frequency-modulated continuous wave (FMCW) radar in the
model (2), t = Tp in rect( t

Tp
) which means that the duty cycle

1short time = 100− 300ms, long time = s1− 5
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equals 100%. The FMCW radar has been referred to here, as
nowadays, this kind of radar allows one to achieve wideband
illumination with relatively low costs. Analog-to-digital con-
verters (ADC) with lower sampling rates and a higher number
of bits can be used to sample the beat signal compared to the
pulse radar, where the whole bandwidth needs to be covered.
In the case of achieving 15 cm-resolution in range with 1-GHz
bandwidth, in the case of pulsed radar, ADCs with at least 2-GHz
sampling frequency have to be used; as for FMCW, a sampling
frequency in the tens of MHz is usually sufficient. The authors
have developed this kind of radar demonstrator within the work
presented in this article, and further analysis will be made for
the case of the FMCW radar. However, the model presented in
the article also works for the pulse radar.

In the FMCW radar, according to (2), each moment can be
assigned to the instantaneous frequency (beat signal) of the
emitted signal. Therefore, by changing the coordinates in (4),
it can be represented as follows:

sr (ft, tn) = rect

(
ft
B

) K∑
k=1

σk · exp
(
−j2π

fc + ft
c

rk (tn)

)
(5)

where ft = γt denotes the current frequency in baseband.
The signal model given by (5) represents the cross-power

spectrum density of the transmitted and received signals. It is
worth noting that this form of the received signal does not
consider the duration of a single pulse. This is simply due to
the assumption that the scene is stationary for a single range
profile evaluation.

B. Scene Geometry

Term rk(tn) appearing in (3)–(5) denotes the range of the kth
scatterer from the transmitting and the receiving radar antennas.
Despite the short distance between antennas and, therefore, the
monostatic configuration of the radar scene, a bistatic model
of the range between the target and the radar can be applied.
This has to do with the interferometric approach, where multiple
receiving antennas have to be used to obtain the 3-D model of
the target. The scene’s geometry for 3-D ISAR imaging is shown
in Fig. 1. In the case of the presented interferometric radar, the
receiving antennas are located directly above the transmitting
antenna at a short distance.2 Notations from Fig. 1 can be
summarized as follows:

1) rk,1(tn)—Represents the position of a specific point with
respect to the transmitter.

2) r1(tn)—Denotes the position of the object’s centroid with
respect to the transmitter.

3) rk,2,1(tn)—Represents the position of a specific point
with respect to the first receiver.

4) r2,1(tn)—Denotes the position of the object’s centroid
with respect to the first receiver.

5) rk,2,2(tn)—Represents the position of a specific point
with respect to the second receiver.

2c.a 1m

Fig. 1. Scene geometry.

6) r2,2(tn)—Denotes the position of the object’s centroid
with respect to the second receiver.

7) rPk
(tn)—Signifies the position of a particular point rela-

tive to the object’s centroid.
8) v(tn)—Represents the velocity of the object.
In the presented model, the observed target moves in a straight

line at an established range from the radar at a fixed height. The
target’s position in the global coordinate system is expressed
by rtrg(tn). In addition to the target’s position, its orientation
relative to this frame of reference is essential. The Tait–Bryan an-
gles denote the vectoreatrg(tn) = [ Ψ(tn) Θ(tn) Φ(tn) ]T ,
where successive elements represent the rotation of the target
along corresponding axes.3

LetPk denote a scatterer whose location relative to the target’s
center is given by rPk

(tn). In addition, let the value of the
rPk

vector be expressed in the coordinate system associated
with the observed target O′X ′Y ′Z ′. In this system, the position
of scattering point Pk does not change in time, regardless of
the location of the target rtrg(tn) and its spatial orientation
eatrg(tn). It was assumed that the target might be treated as
a rigid body.

In the case of determining radar imagery, it is important to
determine how the range of a given scattering point from the
transmitting and mth receiving antenna varies in time

rk,m (tn) = ‖rk,1 (tn)‖+ ‖rk,2,m (tn)‖. (6)

This value called the bistatic range, is expressed as the sum of the
lengths of the vectors defining the position of a given scattering
center to the transmitting and themth receiving antennas, which
are given by the following formulas:

rk,1 (tn) = r1 (tn) +Mrot (eatrg (tn)) rPk

rk,2,m (tn) = r2,m (tn) +Mrot (eatrg (tn)) rPk
(7)

where Mrot(eatrg(tn)) denotes the rotation matrix by the Tait–
Bryan’s angles defined by target orientation eatrg(tn).

3Ψ-along z-axis, Θ-along y-axis, Φ-along x-axis
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The object’s orientation vector eatrg(tn) is estimated based
on its trajectory. It is important that, contrary to other procedures,
the rotation vector is not directly used for imaging purposes.
Instead, it provides an essential context for understanding the
object’s orientation and potential movements during observa-
tion.

The coordinate system will be associated with the center of
mass of the observed target Otrg to become independent of its
local orientation. In this way, the observed target remains in the
center of the coordinate system. The transmitting and receiving
antennas circulate the target according to a fixed trajectory
depending on the target’s position and orientation in the global
coordinate system. Therefore, the position of the target to the
transmitting and receiving antennas should be redefined

r1 (tn) := Mrot (−eatrg (tn)) r1 (tn)

r2,m (tn) := Mrot (−eatrg (tn)) r2,m (tn) . (8)

The trajectory parameters defined by (8) allow for adopting a
geometry adequate for the SAR scenario but in inverse geometry
in the case of ISAR imaging. This approach is not required but
allows for simplifying (5).

C. 2-D High-Resolution ISAR Imaging

Over the years, many methods have been developed to deter-
mine 2-D SAR/ISAR images [44]. The most accurate methods
with minor distortion are based on the BPA. In general, it
simulates the radar response of a given point with a predeter-
mined target trajectory. The simulation result correlates with
the registered signal to estimate the coefficient σk at a given
scattering point. The above procedure is repeated for all points
positions of the image to be determined.

The main disadvantage of the BPA [45], which precludes
its use in real time in practical applications, is the number
of calculations required to determine the final image. The
computational complexity of such an algorithm is O(n3). In
particular, high-resolution images with enormous pixels require
high computational capability. For this reason, in the presented
approach, the PFA has been proposed [46]. The PFA method can
be perceived as an example among several algorithms that stem
from the BPA methodology. The PFA can also be regarded as
a computationally efficient variant of BPA, taking into account
specific simplifications and inaccuracies. The choice to leverage
PFA in later sections was driven by these computational bene-
fits while preserving the BPA methodology’s core principles.
This approach takes advantage of the fact that for small and
distant targets, it is possible to approximate expression (6)
with an appropriate dot product. Assuming r1(tn) � rPk

and
r2,m(tn) � rPk

, the corresponding ranges may be expressed as

rk,1 (tn) ≈ r1 (tn) + r̂1 (tn) • rPk

rk,2,m (tn) ≈ r2,m (tn) + r̂2,m (tn) • rPk
(9)

where • denotes the dot product operator, and r̂1(tn) =
r1(tn)
r1(tn)

and r̂2,m(tn) =
r2,m(tn)
r2,m(tn)

represent unit vectors of the same

direction as r1(tn) and r2,m(tn), respectively.

Substituting (9) and (6) into (5) and after rearranging terms,
the signal received by the mth receiving antenna takes on the
following form:

sr,m (ft, tn) = rect

(
ft
B

)
· exp

(
−j2π

fc + ft
c

rm (tn)

)

·
K∑

k=1

σk · exp
(
−j2π

fc + ft
c

r̂m (tn) • rPk

)
(10)

where

r̂m (tn) =
r1 (tn)

r1 (tn)
+

r2,m (tn)

r2,m (tn)
(11)

corresponds to the direction in which the radar observes the
target.

This short method description does not consider any posi-
tioning or orientation errors and their influence on final results.
Since the target trajectory is assumed to be known, it can easily
be removed from the received signal

sr,m (ft, tn) =

K∑
k=1

σk · exp (−jkm (ft, tn) • rPk
) (12)

wherekm(ft, tn) = 2π fc+ft
c r̂m(tn) denotes wave vector. After

resampling (12) in the spatial frequency domain associated with
the vector k, the scattering coefficient σk can be estimated using
the inverse Fourier transform. Due to the efficient implementa-
tion of this algorithm, the computational complexity of PFA is
much lower than the traditional BPA approach.4

D. 3-D Projection Onto a 2-D Plane

Typically, with SAR/ISAR processing, the generated image
is 2-D. The imaging plane can be chosen in any way, but the best
results are obtained when the plane is the same as the O′X ′Y ′

plane (greyed area in Fig. 1).
The determined scattering coefficients correspond to the ap-

propriate points on the plane for which the imaging is deter-
mined. It is worth noting that every scattering center of the
observed target that does not lie on this plane will also be imaged.
It is practically impossible to distinguish the image of a point
located on the imaging plane from the image of a point below
or above this plane when using data recorded with only one
transmitter–receiver pair.

The point at which the image of a scattering center not
lying on the imaging plane will be located depends on the
relative position of the transmitting and receiving antennas,
the observed target, and its direction of movement. Of course,
due to the changing geometry of the scene, for a sufficiently long
integration time, points not lying on the imaging plane will not
be focused. However, relatively short integration times are used
for a wideband radar with a high carrier frequency. Therefore,
it can be assumed that the scene’s geometry does not change so
much that the images of points not lying on the O′X ′Y ′ plane
are unfocused.

4O(n2 log(n)) versus O(n3)
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Two points will be identical on the image if they have the
same bistatic parameters. Relative to the target center, the bistatic
range can be defined as

Δrk,m (tn) = r̂m (tn) • rPk
. (13)

Similarly, relative bistatic velocity can be defined as

Δvk,m (tn) =
∂Δrk,m (tn)

∂tn
= d̂m (tn) • rPk

(14)

where

d̂m (tn) =
v (tn)− (r̂1 (tn) • v (tn)) r̂1 (tn)

r1 (tn)

+
v (tn)− (r̂2,m (tn) • v (tn)) r̂2,m (tn)

r2,m (tn)
. (15)

In this context, the parameter d̂m(tn) is derived based on
the object’s trajectory and can be treated as an effective single
rotation vector for the entire object. This value is then determined
for a point representing the object’s centroid.

Let P ′
k,m denote a point lying on the imaging plane whose

projection on the image obtained for the mth receiving antenna
is the same as point Pk. Therefore, the following linear system
can be written:{

r̂m (tn) • rP ′
k,m

= r̂m (tn) • rPk

d̂m (tn) • rP ′
k,m

= d̂m (tn) • rPk
.

(16)

Generally, the position rPk
of the point Pk is defined in 3-D

Cartesian coordinates. There are infinite points Pk satisfying
(16). Additional measurements are necessary to determine the
exact position of the scattering center.

E. Interferometry-Based 3-D Imaging Technique

One way to achieve 3-D imaging is to use interferometry. This
method is generally based on information about the phase of the
estimated scattering coefficient of the imaged target’s point.

If the antenna array of the radar system is calibrated, the phase
of the received signal should not change during the imaging
procedure. When a reflecting point has a real-value reflectivity
value, the estimated reflectivity value of the scattering center
should also be a real-value number. However, this statement
only holds if the scattering center is located precisely on the
grid, at the position where the value is determined. Therefore,
the estimated single scattering point reflectivity may have shifted
phase in complex value reflectivity. The phase change of the
determined value depends on the wavelength of the signal used
to illuminate the target and the difference in the distance be-
tween the actual position of the point image and the grid point
representing the given point.

In the case of the interferometry technique, the fact is that
for two receiving antennas located at different heights, the
projection position of a given point on the imaging plane will
be different. This results directly from (16). With a slight dif-
ference in the position of the antennas, it can be assumed that
the difference in the position of the projected point rP ′

k,m
on

the imaging plane for both receiving antennas is significantly

smaller than the size of a single range cell. This can be written
using the following align:∥∥∥rP ′

k,1
− rP ′

k,2

∥∥∥ ≤ δr
10

(17)

where δr is the range resolution of the radar system.
The range expressed by (13) denotes the bistatic5 range of

a given scattering center in relation to the bistatic range of the
target’s center. In this expression, the compensation of the range
of the target from the radar is considered, which ensures that it
has no direct effect on the image formation process. The value
given by this expression is the length of the vector, being the
projection of the vector rPk

on the line whose direction is given
by the vector r̂m(tn). Since the value given by (13) denotes the
difference in the relative ranges of a given point rPk

from the
radar for different receiving antennas, it can be stated that

(r̂2 (tn)− r̂1 (tn)) • rPk
= λc

φ2 − φ1

2π
(18)

where φm denotes the phase of the estimated scattering coeffi-
cient of the mth image and λc denotes the wavelength of the
signal illuminating the target.

Combining (16) and (18) into a single equation system, the
following expression can be stated

ArPk
= b (19)

where A =

⎡
⎣ r̂1(tn)

T

d̂1(tn)
T

(r̂2(tn)− r̂1(tn))
T

⎤
⎦ and b =

⎡
⎢⎣
r̂1(tn) • rP ′

k,1

d̂1(tn) • rP ′
k,1

λc
φ2−φ1

2π

⎤
⎥⎦.

Resolving (19), position rPk
can be directly estimated.

F. 3-D Reconstruction Analysis

In 3-D ISAR imaging, the solution vector rPk
is derived from

(19). A necessary condition for an accurate estimation of rPk
is

the invertibility of matrix A.
The invertibility of matrix A is fundamentally tied to its

determinant, with the nonzero determinant being a prerequisite
for inversion. A determinant approaching zero is symptomatic
of linear dependence between the matrix’s rows or columns.

For matrix A, linear dependence between its columns typi-
cally implies that one of the coordinates is not represented in the
data. This situation often arises when the object’s motion and
the distribution of receiving antennas lie within the same plane.
Conversely, linear dependence among rows indicates scenarios
where the object moves along the line of sight (LOS), mani-
festing parallelism between vectors r̂1(tn) and d̂1(tn), or when
receiving antennas are positioned along the direction defined
by LOS, which leads to parallelism between vectors r̂1(tn) and
r̂2(tn)− r̂1(tn).

A detailed analysis of (19) and the precision of determining
the 3-D point’s location exceeds the scope of this article. Here,
the authors merely wish to highlight situations where matrix
A is noninvertible, precluding proper 3-D imaging. The cases
directly indicated by the invertibility requirement of this matrix
align with the intuitive understanding underlying interferometry.

5from the transmitting and receiving antennas
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Fig. 2. Block diagram of presented 3-D ISAR processing verification method.

Since interferometry is not fully 3-D imaging, additional
assumptions about the nature of the target are necessary. First,
there cannot be two points with the same projection onto the
imaging plane. Otherwise, those two points will interfere, and
the estimated phases φ2 and φ1 will be distorted. Second,
the target displacement during integration time due to approxi-
mations used in (13) and (14) are no longer valid. It is worth not-
ing that using mechanisms based on interferometry is necessary
to ensure that both of the above conditions are met. Otherwise,
the presented technique may return improper results.

III. 3-D IMAGING VERIFICATION VIA SIMULATIONS

Many simulations were conducted to verify the mechanism
for determining the 3-D imagery described in Section II. A block
diagram presented in Fig. 2 shows the verification procedure for
a single azimuth angle. Initially, the direction of the object’s
motion was selected. Subsequently, the target trajectory was
generated, and a simulation of the object’s echo was conducted.
In the following stages, a 2-D image was created, interferometry
was determined, and a 3-D reconstruction of the simulated
object was carried out. The final step involved comparing the
estimated positions of the object’s points with those simulated.
Representative results are presented in the next section.

A. Simulation Setting

A simplified model of the KR-03 Puchatek glider consisting
of 117 points was used. The model can be seen in Fig. 3. The
simulated target is similar to that used in the real-life experiment
described in detail in Section V. The simulated object was
moving 100m from the radar at an altitude of 30m at a speed of
30 m/s. This scene can be seen in Fig. 4. The transmitter was at
point [0 0 0] m, and the receivers were at points [0 1 0] m
and [0 2 0]m. The carrier frequency and the bandwidth of the

Fig. 3. Target model.

Fig. 4. Simulation geometry.

simulated signal were 10 and 1GHz, respectively. The presented
parameters of the scene and signal correspond to the parameters
of the conducted measurement experiments described in the
further part of this article.

B. Range–Doppler Map Evaluation

To verify the performed simulations, RD maps were evalu-
ated. Fig. 5 is a reference for other images for better intuition
and understanding of the imaged target and scenario. It shows
the difference between the RD and the considered techniques.

RD imaging is numerically thrifty; no input parameters, like
trajectory, are required. As can be seen, the glider shape can
be distinguished in the picture; however, the quality is low,
and the image is tilted. Based on RD imaging, 3-D reconstruc-
tion might need to be more precise. More complex imaging
algorithms are recommended for high-resolution imaging.

C. 2-D Imaging

In Fig. 6, a 2-D ISAR image obtained using the PFA algorithm
can be seen. The scatterers can be distinguished due to much
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Fig. 5. RD maps for two time instants (integration time was s0.1). (a) T=
s1.1. (b) T = s3.4.

higher imaging resolution compared to Fig. 5. For example,
the image contrast of results presented in Fig. 6 equals 3.48
versus 1.61 and 1.85 of images shown in Fig. 5(a) and (b),
respectively. However, it is impossible to obtain information
about the elevation profile. It is worth noting that, in this case,
the tail wing above the imaging plane is shifted in the positive
direction of the OY axis. This shift results from the simple fact
that elements above the imaging plane are slightly more distant
from the radar than corresponding elements on this particular
plane in the simulated scenario. Fortunately, this shift does

Fig. 6. ISAR image of the simulated target for the PFA algorithm.

Fig. 7. Phase shift for interferometric measurements.

not noticeably blur these points in the image, and almost all
scattering centers can be identified.

D. Interferometry and 3-D Imaging

The phase difference, shown in Fig. 7, was determined based
on complex 2-D imaging values for different receivers. The
color indicates the value of the phase of the estimated scattering
coefficient whose amplitude, shown in Fig. 6, is greater than
−20 dB.
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Fig. 8. Comparison of reconstructed target and the simulated one.

The graph presented in Fig. 7 is not a typical 3-D image, but
on its basis, it is possible to determine the altitude profile of
the observed target. It is worth paying particular attention to the
phase value of the points in the fuselage area. The darker areas,
corresponding to lower points, are shifted in the negative y-axis
direction. On the other hand, the brighter ones, corresponding
to higher points, are shifted toward the positive values of the OY
axis. Nevertheless, in the adopted model, shown in Fig. 3, all
hull points have the y coordinate equal to 0. Similarly to the shift
described in Section III-C, this results from the different ranges
of those areas from the transmitting and receiving antennas and
is the basis of the 3-D interferometric imaging technique.

Finally, the 3-D ISAR imaging described in Section II is
conducted. Fig. 8 shows the result. In the 3-D image, points
making the glider can be distinguished and presented as blue
circles. The radius of the circle corresponds to the amplitude of
the scattering point.

E. Simulation Conclusions

The results presented in this section prove that the proposed
methods work correctly. 3-D interferometric images can be
obtained with sufficient quality. Fig. 8 presents the 3-D target
reconstruction. The average distance of the reconstructed tar-
get’s estimated points from the points of the simulated model is
not more than 0.25m. This result is satisfactory considering the
image resolution of 0.15m.

In addition, simulations were carried out for different direc-
tions of the target’s motion relative to the LOS. Fig. 9 shows
the average distance of all estimated points of the reconstructed
target from the points of the simulated model as a function
of the target’s azimuth. The lowest values are obtained when
the target moves in the direction perpendicular to the LOS. This
direction in the simulation corresponds to an azimuth of 90◦.

What is important to note is that this data processing approach
works well on simulated data, where an exact trajectory can
be used. Additional procedures that prepare and process data
must be used to process real-world data. Implementing those
procedures and finding adequate algorithms is one of the main

Fig. 9. Reconstruction performance in function of target moving direction.

difficulties in 3-D ISAR interferometric imaging. Those pro-
cedures, problems, and mitigations are described in the next
section.

IV. COMPARISON TO OTHER METHODS

In 3-D ISAR imaging, existing techniques often rely on the
RD algorithm, which typically requires at least three receiving
antennas to accurately reconstruct a 3-D image of a moving
target. However, the proposed method offers a significant ad-
vantage: it can generate high-quality 3-D images with only two
receiving antennas, which reduces system complexity, dimen-
sions, costs, and weight. By requiring fewer receiving antennas,
the proposed method offers potential cost savings. It simplifies
the imaging setup, making it more accessible for various appli-
cations and easy to deploy in demanding locations.

While ISAR imaging is a well-established method for gen-
erating high-resolution 3-D images of moving targets, many
existing techniques rely on the CLEAN algorithm to separate
the target from the clutter in the resulting image. However,
this approach can be computationally intensive and limit the
imaging process’s speed and efficiency. In contrast, the pro-
posed method simultaneously processes the pixels of the entire
image, which offers several benefits. The presented technique
reduces the computational complexity by analyzing the entire
image in one step. It speeds up the imaging process, mak-
ing it more efficient and practical for real-world applications.
Furthermore, the proposed approach avoids the limitations of
traditional CLEAN-based techniques, which can struggle to re-
construct targets with complex shapes accurately or in scenarios
with significant interference.

The 3-D target reconstruction results obtained using the
CLEAN technique are presented in Fig. 10. The reconstructed
target model generally fits well with the target model used in the
simulation, and the number of scatterers is estimated accurately
with this method. However, it is important to note that the
CLEAN technique is computationally intensive, requiring more
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Fig. 10. comparison of reconstructed target and the simulated one for CLEAN
technique.

than 100 evaluations of the imaging and simulating processes to
generate the final image.

While the CLEAN technique is a powerful tool for ISAR
imaging, it has some limitations, mainly when dealing with
dense reflectivity functions. The problem arises when the target
contains complex features or is located in an environment with
high interference levels, leading to a dense reflectivity function.

It is essential to clarify that the presented analysis does not
explicitly enumerate the required computational operations, as
this is inherently contingent upon the selected imaging method-
ology. In this study, the authors advocate for the PFA method,
renowned for its computational efficiency in image derivation.
It is noteworthy, however, that alternative strategies, such as
the classic back-projection, are equally viable. The discourse
primarily underscores the merit of processing the complete 3-D
image in a consolidated step. This stands in contrast to itera-
tive techniques like CLEAN, which tend to extract individual
reflecting points repetitively. From the presented analysis, this
comprehensive approach to image processing provides a more
integrated and holistic representation, surpassing the granularity
offered by conventional point extraction methodologies.

V. REAL DATA MEASUREMENT DESCRIPTION

Section III outlined the signal processing chain using simu-
lated data. It should be noted that processing real-life signals
is significantly more challenging than simulated data. This is
mainly due to the adopted models of physical phenomena and
the assumption of ideal conditions.

This section presents the processing of signals recorded dur-
ing experiments with a real target. Particular attention was
paid to the aspects affecting the final result’s quality. These
issues include, first of all, the estimation of the trajectory and
spatial orientation of the observed target. Generally, the relative
accuracy of the range evaluated should be lower than the fraction
on wavelength, which in the case of X-band radar is less than
1 cm. Thus, this section is dedicated to 3-D ISAR imaging and

Fig. 11. 3-D ISAR processing block diagram.

trajectory estimation and its enhancement for real-life ISAR
imaging.

Fig. 11 presents a block diagram of the processing algorithm
adapted to measurement data. An essential part of the presented
algorithm is classical radar processing, which leads to detecting
and tracking the observed target. Thanks to this, it is possible
to extract the desired target echo from the recorded signals
and process it following the procedure presented in Sections II
and III.

A. FMCW Radar Demonstrator

An FMCW radar with one transmitting and four receiving
channels was used during the measurement campaign. An ex-
ample of an antenna array of the X-band system is presented in
Fig. 12. The horn antennas used during the experiment cover the
frequency band from 8.5 to 11.5GHz. Table I lists the rest of
the system’s parameters.

During the measurement campaign, the system could register
echo signals for up to four antennas, and all data recorded were
processed. However, in obtaining 3-D imaging, only data from
two of those antennas were used. This approach is consistent
with the initial proposition, underscoring the core methodology.
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Fig. 12. Antennas setup of the X-band active radar demonstrator.

TABLE I
DEMONSTRATOR PARAMETERS

Fig. 13. PZL KR-03 Puchatek glider.

B. Measurement Campaign and Data Acquisition

The observed target was a KR-03 Puchatek glider shown in
Fig. 13. It was on its final approach for landing. The target was
moving at constant forward and vertical speeds.

The Puchatek glider used for method validation is relatively
big compared to general aviation aircraft and is mainly made of

metal, which provides good SNR. The Puchatek has a wingspan
of 16.4m, a length of 8.63m, and a height of 1.55m. Usually,
it flies at speeds lower than 35 m/s, which mitigates velocity
unambiguously.

C. Signal Conditioning and Clutter Filtering

The method presented in Section II is based on the assumption
that the signal is transmitted and received at the antennas’ points.
In a real-world scenario, the analog front end (AFE) induces
additional delays and distortions that must be compensated. In
the presented work, this process, called signal conditioning, is
based on estimating the parameters of the first echo caused by
antenna leakage.

After signal conditioning, strong echoes of stationary objects
are removed by low-pass filtering. The finite impulse response
(FIR) filter with a sufficiently long pulse response allows one, on
the one hand, to keep the echo of the target close to zero-Doppler;
on the other hand, it removes most of the stationary echoes. As
a result of signal conditioning and clutter removal, the SNR
increases, and the target can be detected.

D. RD Processing

Relatively high target speeds usually create two serious prob-
lems that must be addressed. The first problem is range migration
directly caused by the significant velocity. In the case of radars
with 15 cm-range resolution, the range migration is achieved
even at low speeds of the target. Therefore, the 2-D discrete
Fourier transform is insufficient to focus the target echo cor-
rectly, so the Keystone algorithm was adapted for this purpose.
It allows for computationally efficient determination of the RD
maps independently of the linear radial velocity.

E. Target Detection and RD Positioning

Before imaging, a noncooperative air target must be detected
and tracked first. One of the main challenges of high-resolution
radars is precise positioning, which is necessary for ISAR
imaging. Assuming a high SNR, the expected accuracy of
determining the target’s range and velocity should be similar
to the resolution of the RD image. Air target positioning with
high-resolution radars has not been widely discussed in literature
and has yet to be comprehensively resolved.

The adopted algorithm for target position estimation consists
of several stages. First, based on evaluated RD maps, the stan-
dard constant false alarm rate (CFAR) is applied, and points
above the threshold are returned. Then, density-based spatial
clustering of applications with noise (DBSCAN) [47] combines
a dozen detections into several potential targets.

The actual target range and velocity are estimated by having
detections clustered. This results from several observations. At
any time, the target is visible from a slightly different angle.
Therefore, at each subsequent moment, the echoes of various
elements of the observed target may dominate the recorded sig-
nal, and the classic detection algorithm may return other points.
Moreover, the registered echo might be incomplete, which biases
the target position’s estimation.



4204 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

Fig. 14. Detection on RD maps (integration time - s0.1). (a) T= s1.5. (b) T
= s3.0.

The method based on the RD target image’s center of gravity
was adopted according to the abovementioned difficulties. The
target’s location r̂rv is evaluated as the weighted average of the
position of all detections belonging to this target

r̂rv =

∑
j rrv,j |σj |∑

j |σj | (20)

where rrv,j and σj denote the position of the jth RD cell and
estimated scatterer coefficient for this cell, respectively.

Fig. 14 shows two extracted echoes of the observed target
on the RD maps evaluated for two different moments, together
with marked centers of gravity. It is worth noting that there are
significant differences in the echo structure, which impedes the
proper estimation of the target’s center.

F. RD Tracking

Target tracking in radial coordinates is determined in succes-
sive moments based on the estimated RD positions. Based on
these track parameters, it is possible to decide how the range and

Fig. 15. Tracks and estimated trajectory.

radial velocity change over time. Due to the limited possibilities
of accurately estimating track parameters, it is essential to esti-
mate the motion model correctly. In this case, the Kalman filter
is usually applied and adopted.

Fig. 15 shows the result of radial tracking for individual
receiving antennas in different colors. A relatively high variance
of the parameters of the estimated tracks can be noticed. The
estimated trajectory in this way is unsuitable for evaluating the
target position and must be corrected in the next steps.

G. Target Extraction

Other echoes of moving targets and noise or interference
affect the final processing results. This influence manifests itself
primarily in a significantly reduced SNR. Thus, the next critical
signal processing stage is extracting the observed target echo
from the recorded data.

The trajectory estimated during RD tracking isolates the tar-
get echo. The input data are filtered with a 2-D nonstationary
bandpass filter. Since the received signal contains only the echo
of the observed object, it is possible to significantly reduce
the sampling frequency, both in the fast-time and slow-time
domains, which additionally reduces computational complexity.

Fig. 16 presents range-slow time maps for extracted target
echo. With the red line, the estimated target center is denoted.
Based on estimated ranges, accurate target tracking and posi-
tioning are further performed.

H. Cartesian Tracking

Accurate location and target tracking were among the most
challenging stages of data processing. The quality of the final re-
sult heavily depends on the accuracy of the estimated trajectory.
It is important to note that an object with an incorrectly matched
3-D trajectory will likely have a distorted representation. In the
case of aerial objects, such as the observed gliders, symmetry
is expected. However, this symmetry can be disrupted if the
azimuth and trajectory are estimated incorrectly, leading to
skewed or unbalanced images.
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Fig. 16. RT map with a superimposed trajectory (red curve).

During the measurements, the antenna array of four antennas
was placed at the corners of a rectangle with a side length of 2 m
(see Fig. 12). Despite this setup, determining the elevation and
azimuth angles of the target with high precision was challenging.
Consequently, it was assumed that the observed target, a landing
glider, moved in a straight line at a constant velocity. Given the
low altitude typically associated with landing gliders, it was
further assumed that the target was at a relatively low height.
Based on these assumptions, it was determined the target’s
position in the Cartesian coordinate system using only range
measurements.

This approach, centered on simplicity, proved effective for
initial trajectory estimation in our experimental setup. The linear
motion assumption provided a practical basis for the presented
analysis, especially when detailed motion dynamics were either
unavailable or unnecessary for the level of imaging the authors
sought to achieve. While this method may not capture the
complete range of motion dynamics, it offers a foundational
understanding of the target’s trajectory, sufficient for imaging
purposes.

Furthermore, the iterative refinement of observation angles,
based on initial position estimates and the assumed linear tra-
jectory, allowed for incrementally improving the accuracy of
target tracking. This method, grounded in both the initial as-
sumptions and the data collected during the experiment, demon-
strates the adaptability of the presented approach to different
scenarios, even those with limited prior information about the
target’s movement. The ability to adjust for and correct potential
distortions due to incorrect trajectory estimates further enhances
the utility and applicability of the proposed method in practical
situations.

I. ISAR Imaging

When the recorded data were preprocessed and the target’s
trajectory determined, the 2-D imaging was performed using
the PFA method described in Section II. The processing results
are similar for all receiving antennas placed at different heights.

Fig. 17. ISAR image of the PZL KR-03 Puchatek.

Fig. 17 presents the result for a single channel. The images were
sufficiently focused and did not require an additional automatic
focusing approach. It is worth noting that the imaged target is
slightly shifted to the left. This shifting is due to the incorrectly
estimated initial position of the target. However, this positioning
offset of the images does not affect the result’s quality.

J. Interferometry and 3-D Imaging

The last signal processing stage is to perform 3-D imaging
of the observed target. The third dimension is obtained from
the phase differences of the estimated reflectance coefficients.
Depending on the antenna’s position, these values will vary;
thus, getting information about the third dimension is possible
according to the procedure outlined in Section II.

The phase noise filtering for the obtained images is essential
to the procedure. These speckle noises significantly affect the
quality of the acquired 3-D point cloud. Therefore, the median
filtering procedure is performed before comparing both ISAR
images. In this way, most of the phase noise is removed, and the
accuracy of estimating the height of individual image points is
significantly better.

Fig. 18 presents the result of comparing the phases of the
reflectance coefficients from the two ISAR images. It is evident
from the diagram that the profile is notably smooth. Specifically,
the interferometric phase remains within a −2.5 to 2.5 radians
range, ensuring no phase wrapping. Consequently, there was no
need to employ phase unwrapping techniques. Incorporating a
phase unwrapping step would have been essential if wrapping
had been present. Building on this, the 3-D point cloud is directly
illustrated in Fig. 19, as derived from the method detailed in
Section II.

The PZL KR-03 Puchatek has very distinctive wings moving
up toward its end tips, which can be seen in the photo in Fig. 13.
The exact shape can be seen on the interferometric height profile
in Fig. 19. This proves the method’s quality and accuracy in
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Fig. 18. Interferometric phase of ISAR images of the PZL KR-03 Puchatek.

Fig. 19. ISAR 3-D image of the PZL KR-03 Puchatek.

representing 3-D shapes and their resolution on the vertical
axis. Images obtained using measurement data differ slightly
from those obtained through simulation. This occurs because
the simulation does not account for changes in reflectivity and
the propagation of RF waves. Even though the trajectory is well
fitted, it differs from the real one. However, even with these
inconveniences, the image shows that the features of the PZL
KR-03 Puchatek air target can be obtained with accuracy.

VI. CONCLUSION

This article has shown a detailed method of practical 3-D
ISAR imaging. Theoretical analysis, numerical examples, and
real-life signal processing has supported the work. The presented
results prove that the system is capable of high-resolution 3-D
ISAR imaging of noncooperative airborne targets in a real-world
scenario. The imaging results are consistent with expectations:
the obtained 3-D image resembles the image created with simu-
lated data. Observed discrepancies are partially caused by minor
misalignment of a projection plane. The similarity between im-
ages is promising regarding the future NCTR system application.

The PFA method used combines good time complexity
and decent imaging quality. The results prove that the back-
projection-based algorithms are well fitted to 3-D ISAR imag-
ing. This method needs a high-quality trajectory to remove the
translational part of the target. The benefit of using such a group
of algorithms is direct dimensioning, both in the 2-D imaging
plane and the 3-D height profile. In addition, the presented

technique uses two receiving antennas instead of three, as typical
methods in literature do. Therefore, aside from reducing compu-
tational complexity, the receiver cost of the 3-D ISAR imaging
radar is 33% lower due to removing one channel.

It is worth noting that the target’s position in 3-D space is
also necessary to estimate its spatial orientation. While it is
possible to determine the location based on the distance and
direction measurements of the received echo, the estimation
of spatial orientation has not been described in literature. This
aspect requires further research. There are indications that this
type of data cannot be unambiguously reproduced in the case
of monostatic radar. Therefore, additional assumptions are nec-
essary. Typically, the target is assumed to be oriented along
the trajectory it is moving. This assumption is valid in many
cases, especially if the target moves straight. Nevertheless, the
assumption that the target moves in a straight line, typically
stated for short integration time and used in previous processing
data, is no longer valid for more extended target trajectories.
This is one of the most challenging parts of high-resolution radar
signal processing.

Due to the trajectory estimation and autofocus, the projec-
tion plane misalignment between observation and simulation is
expected to be limited. Model-based classification can be com-
pensated using algorithms presented in [33]. Plans for the future
include the assessment of NCTR algorithms using a represen-
tative measurement dataset and developing 3-D ISAR-oriented
NCTR algorithms. Up to this moment, literature regarding 3-D
ISAR image classification is limited: papers available are often
recent and describe NCTR-related data preprocessing [33] or
classification of simulated 3-D ISAR data [48]. Multiple arti-
cles regarding 3-D object recognition are available for other
sensor types like LIDAR [49], [50], [51], [52], infrared [53],
[54], and computer vision [55], [56], [57]. 3-D ISAR imaging
also has the potential to deliver data of high interpretability,
increasing the ISAR’s capabilities regarding reconnaissance and
surveillance.
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