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Superpixel-level CFAR Ship Detection Based on
Polarimetric Bilateral Truncated Statistics

Wenxing Mu , Ning Wang , Lu Fang , and Tao Liu

Abstract—Constant false alarm rate (CFAR) detector is a com-
mon method for ship detection in polarimetric synthetic aperture
radar (PolSAR) images. CFAR detectors greatly depend on the
clutter modeling that can be easily affected by the contamination
caused by both lower- and higher-intensity outliers, such as spilled
oil and intensive targets. Traditional CFAR detectors perform
detection in a pixel-by-pixel manner, which ignores the spatial
information. Both the bias in clutter modeling and the absence
of spatial information can degrade the ship target detection per-
formance. In this study, a superpixel-level polarimetric bilateral
truncated statistics CFAR detector is proposed to promote the ship
target detection performance in complex ocean scenarios. As the
preprocessing of the PolSAR image, the superpixel segmentation
is conducted based on the multilook polarimetric whitening filter
result to select candidate ship target superpixels for bilateral trun-
cation and background clutter modeling. The elliptical truncation
is expanded to a complex situation and the relationship between
the second moments before and after truncation is derived. The
maximum-likelihood estimation estimator of the equivalent num-
ber of looks based on the bilateral truncation distribution is derived
and compared with other parameter estimators. The influence
of the truncation depth on estimator performance is analyzed,
according to which the adaptive bilateral truncation method is
determined. The Gaussian mixture model and the Parzen window
kernel method are compared with the model-based method and
utilized for data fitting. The proposed method performs bilateral
truncation based on the superpixel segmentation result to provide
pure clutter samples for accurate parameter estimation and clut-
ter distribution modeling, reducing time consumption and false
alarms. The method is validated efficient on both simulated and
measured data from RADARSAT-2.

Index Terms—Bilateral truncated statistics (BTS), constant false
alarm rate (CFAR), superpixel, synthetic aperture radar (SAR).

I. INTRODUCTION

POLARIMETRIC synthetic aperture radar (PolSAR) is a
widely applied remote sensing system that can provide

multidimensional information regarding targets [1]. Among the
fields, the PolSAR has been applied in ship target detection is
significant. Among the detectors that have been proposed, the
optimal polarimetric detector (OPD) based on the likelihood
ratio test proposed by Novak et al. [2] performs well under
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the condition that the statistical distributions of the clutter and
target are known. The polarimetric detection optimization fil-
ter can perform better than traditional detectors [3]. Different
polarimetric detectors are combined in the joint polarimetric
detector (JPD) by a modified LDA algorithm, which performs
better than JPD [3]. The authors in [4] and [5] proposed the
polarimetric whitening filter (PWF) to minimize the statistical
variation caused by speckles and the PWF has been proven to
share a comparable performance with the OPD. The multilook
PWF (MPWF) proposed in [6] and [7] is an extension of the
PWF. Liu et al. [8] derived the analytical expressions of the PFAs
for different product models where the texture follows different
distributions and the parameter estimators based on MPWF and
log-cumulants were derived. The polarimetric notch filter (PNF)
proposed in [9] and [10] performs well with minimum sea clutter
power. Liu et al. [11] developed the PNF to a new form of
the PNF (NPNF) by defining a new expression of power from
the aspect of the physical mechanisms. Since the constraint of
the bilateral truncation shares a similar form of the result of
MPWF mathematically, the MPWF is used here for speckle
reduction. The statistical model of the filter in nonhomogeneous
sea clutter is developed for GP-PNF in [12]. In practice, it is
difficult to obtain prior information about clutter and targets.
Therefore, the constant false alarm rate (CFAR) detectors that
do not require prior information were used [13]. The traditional
cell-averaging CFAR (CA-CFAR) proposed in [14] performs
the detection based on the average intensity of the pixels in
the reference window. The greatest-of CFAR (GO-CFAR) [15]
and the smallest-of CFAR (SO-CFAR) [16] both use spatial
subsets to remove outliers. The variability CFAR (VI-CFAR)
[17] adaptively selects reference pixels for background statistics
modeling. The order statistic CFAR (OS-CFAR) [18] performs
better when the clutter distribution and spatial division are
complex. The trimmed mean CFAR (TM-CFAR) [19] is the
generalization of the OS-CFAR.

In a CFAR detector, the accurate modeling of the background
clutter is of great importance since the CFAR detector keeps the
false alarm (PFA) constant by dynamically adjusting the detec-
tion threshold based on the background clutter modeling. Owing
to the absence of prior information, parameter estimation, which
requires pure clutter samples, is necessary for clutter modeling.
Since the traditional CFAR detectors use the sliding window,
the center of which is the pixel under test, to detect pixel by
pixel, modeling deviation appears in complex ocean scenarios,
such as spilled oil and intensive targets. The deviation is mainly
caused by the contamination in clutter samples and the accurate
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truncation is expected to eliminate outliers. Contamination can
be caused by both higher- and lower-intensity outliers; therefore,
the truncation is expected to be bilateral.

The CFAR detector based on truncated statistics (TS-CFAR)
aiming at high-target-density situations has been applied in ship
detection [20]. However, the method is implemented under the
condition that the background sea clutter is homogeneous, which
is not suitable for complex and changeable sea states. Although
the improved segmentation-based CFAR detector using trun-
cated statistics proposed in [21] solves the problem of target
detection in nonhomogeneous situations, the truncation depth is
artificially set and fixed which may lead to the over-truncation
and the degradation of parameter estimation performance due
to the reduction of sea clutter sample number. The truncation
depth is studied in [22] and the quantile is applied to truncation
for the CFAR detector based on the quantile truncated statistics.
The above detectors are all aimed at the elimination of higher-
intensity outliers. However, the clutter samples can also be con-
taminated by lower-intensity outliers. The CFAR detector based
on bilateral truncation of log-normal distribution is proposed in
[23]. The mentioned detectors utilizing truncated statistics are
all based on first-order amplitude information. The detectors
assume that the amplitude follows a certain distribution and
deduce the estimation of parameters. When applied to PolSAR
data, the detectors fail to utilize full polarimetric information.
Although the PolSAR techniques enhance the targets in most
ocean conditions, they cannot solve the deviation of clutter mod-
eling caused by outliers. The relationship of second moments
before and after unilateral truncation of multilook PolSAR data
is derived in [24] and the PWF-TS-CFAR is proposed. The
PWF-TS-CFAR detector determines the unilateral truncation
threshold using an iterative method which is time-consuming.
The PWF-TS-CFAR detector needs to be extended to bilateral
truncation and an adaptive bilateral truncation method needs to
be studied.

The concept of elliptical truncation was introduced into nor-
mal populations by Tallis, and the moment-generating function
for the resulting distribution was derived in [25], which can
be used to adjust the moments after truncation. The truncation
proposed by Tallis is applied in the real 1-D situation. In this
study, for utilizing full polarimetric information, the elliptical
truncation is expanded to complex situations and combined with
the MPWF which transforms the 9-D polarimetric information
into 1-D result.

The parameter estimation in background clutter modeling
is required since the prior information is out of reach. The
estimation of ENL is of great importance in PolSAR image
analysis and the equation derived from Tallis depends greatly on
ENL. The maximum-likelihood estimation (MLE) estimator of
the ENL utilizing the bilateral truncation distribution is derived
in this study and compared with the estimators proposed in
[26], [27], [28], [29], and [30]. The influence of the truncation
depth on estimator performance is also analyzed and an adaptive
bilateral truncation method is determined.

The pixel-by-pixel detecting manner also may bring more
time consumption and false alarms owing to the lack of space
information. To improve the performance in terms of time
consumption and detection rate, a technique called superpixel

segmentation in optical images was introduced into PolSAR
image processing [31]. Simple linear iterative clustering (SLIC),
a widely used superpixel segmentation method for optical im-
ages, was introduced into synthetic aperture radar (SAR) images
in [30] and [32]. In this study, the superpixel segmentation is
combined with MPWF to preprocess the PolSAR image. The
pixels sharing similar MPWF intensity and located close to each
other are clustered into the same superpixel, which ensures the
strong correlation of space and intensity, for accurate bilateral
truncation and modeling.

Compared with the conventional parametric model, the non-
parametric model shows better performance in the probabil-
ity density function (PDF) estimation. When applied in ship
detection, the CFAR threshold must be solved from the PDF
estimated by the nonparametric model. A numerical solution of
the threshold of the Parzen window kernel method is given in
[33]. The threshold is calculated by iterative interpolation of the
complementary of cumulative distribution function (CDF) and
its accuracy is limited by the number of samples, which may lead
to the failure to meet the PFA accuracy requirements. The Morlet
wavelet analysis and sparse theory are introduced to determine
the Gaussian order number of the Gaussian mixture model
(GMM) in [34]. The CFAR threshold is obtained by dichotomy.
Although both GMM and Parzen window kernel methods are
learning-based and have achieved better performance in PDF
estimation, their performance in bilateral truncation cases has
not been validated. In this article, the PDF estimation perfor-
mance before and after bilateral truncation of GMM and the
Parzen window kernel method is compared. The CFAR perfor-
mance based on the learning-based and model-based methods
in the bilateral truncation case is compared. According to the
comparison, the methods are combined for accurate bilateral
truncation threshold and CFAR threshold determination.

The main contributions and novelties of the superpixel-level
polarimetric bilateral truncated statistics CFAR detector are as
follows.

1) Based on the similarity between the expressions of the
truncation constraint and MPWF, the elliptical truncation
is expanded to a complex and multilook situation and com-
bined with MPWF for calibrating the statistic distribution
after bilateral truncation.

2) For taking the spatial information into consideration, su-
perpixel segmentation is conducted based on the MPWF,
which turns multidimensional complex polarimetric infor-
mation into real data, to preprocess the PolSAR image and
efficiently select candidate target superpixels in which the
clutter shares strong correlation.

3) The MLE estimator of the ENL based on the gamma dis-
tribution after bilateral truncation is derived and compared
with other estimators by simulated and real data.

4) The influence of the truncation depth on estimator per-
formance is analyzed and the data fitting performance of
GMM and Parzen window kernel method is compared. An
adaptive bilateral truncation method is proposed.

The rest of this article is organized as follows. In
Section II, we review the statistical PolSAR and MPWF
data. Then, the bilateral truncation statistics is described. In
Section III, the proposed superpixel-level polarimetric BTS
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CFAR detector is described in detail. In Section IV, the simulated
and measured data from RADARSAT-2 are used to validate the
proposed method. Finally, Section V concludes this article.

II. STATISTICAL MODEL

A. Description of PolSAR Data

The full polarimetric information of a single target is de-
scribed by the Sinclair matrix, using linear horizontal and verti-
cal polarization bases [1], as follows:

S =

[
SHH SHV

SVH SVV

]
. (1)

The vectorization of S can be defined as in the following
equation when SHV = SVH is satisfied under the reciprocal
condition:

k =
[
SHH

√
2SHV SVV

]′
(2)

where ′ is the transpose operator and coefficient
√
2 preserves

total power of the signal.
Multilook processing is performed to reduce the number of

speckles in the SAR images. The covariance matrix can be
obtained as follows [4], [7]:

C =
1

L

L∑
i=1

kik
†
i (3)

where the superscript † denotes conjugate transpose.
As a random variable, the multilook covariance matrix C

follows a Wishart distribution when k follows a Gaussian dis-
tribution and its PDF is [40], [41]

fC(C) =
LLd|C|L−d exp(−Ltr(Σ−1C))

Γd(L)|Σ|L (4)

whereL is the number of looks,d is the dimension ofC, andΣ =
E{C} is the statistical mean (SM) of the multilook covariance
matrix C. E{�} and tr(�) represent the expectation operator and
trace operator, respectively. Γd(L) is

Γd(L) = π
1
2d(d−1)Γ(L) . . .Γ(L− d+ 1) . . . (5)

where Γ(a) =
∫∞
0 ya−1e−ydy is the gamma function.

B. MPWF

The PWF proposed by Novak and Burl reduces the speckle
via fully PolSAR data. The enhancement of target detection
performance by PWF is proved in [35] and Liu et al. [7] extended
the PWF to MPWF to generate a minimum-speckle intensity
image by processing the multilook covariance matrix.

The MPWF for L looks can be obtained from [4]

z =
1

L

L∑
i=1

k†
iΣ

−1ki = tr
(
Σ−1C

)
(6)

where z follows a gamma distribution with the Gaussian as-
sumption [24], [36].

z∼γ

(
Ld,

1

L

)
. (7)

Its CDF is

Fz(z;L, d) = Γ (Ld,Lz) (8)

where γ(α, β) represents the Gamma distribution and can be
represented as follows [28], [42]:

γ(α, β) =
1

Γ(α)

1

β

(
x

β

)α−1

exp

(
−x

β

)
(9)

where α is the shape parameter and β is the scale parameter.

C. Bilateral Truncated Statistics

Both lower- and higher-intensity outliers affect the modeling
of clutter greatly such that the parameter estimation can be
inaccurate, which causes poor detection performance. In this
study, outliers are eliminated using bilateral truncation to create
an accurate statistical model.

The PDF of truncated statistics can be expressed as follows:

fz̃(z; ρ1, ρ2) = fz (z |ρ1 ≤ z ≤ ρ2 )

=

{
fz(z)

Fz(ρ2)−Fz(ρ1)
, ρ1 ≤ z ≤ ρ2

0, else
(10)

where fz(z) and Fz(z) are the PDF and CDF of the untruncated
data z, respectively, and z̃ denotes the bilateral truncated data
of z with a lower truncating-threshold ρ1 and higher truncating-
threshold ρ2.

Tallis [25] derived an equation between the moments before
and after elliptical truncation in normal populations. The trun-
cation constraint is set to

E =
{
x|a ≤ x′R−1x ≤ b

}
, 0 ≤ a < b (11)

where ′ is the transpose operator and x is an n-dimension
multinormal vector. The equation for the moments before and
after truncation is derived as follows:

M = α−1 [Fn+2(b)− Fn+2(a)]R (12)

where α = Fn(b)− Fn(a) and Fn+2i(�) represent the chi-
square distribution function with the parameter n+ 2i. M is
the moment of the truncated data.

Combined with the expression of the MPWF and the rela-
tionship between the chi-square distribution function Fn(�) and
incomplete gamma function Γ(a, b), the real number results
reported in [25] can be extended to the complex and multilook
case (see Appendix), which is stated as follows:

Σ = μ (ρ1, ρ2)S (ρ1, ρ2;Σ)

μ (ρ1, ρ2) ≡ Γ (Ld,Lρ2)− Γ (Ld,Lρ1)

Γ (Ld+ 1, Lρ2)− Γ (Ld+ 1, Lρ2)
(13)

with Γ(a, b)= 1
Γ(a)

∫ b

0 ya−1e−ydy.
Substituting (13) into (6), we find that the distribution of the

truncated data without calibration is expressed as follows:

z∼γ

(
Ld,

μ(ρ1, ρ2)

L

)
. (14)
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Fig. 1. Workflow of superpixel-level BTS CFAR detector.

For simplification, we denote μ = μ(ρ1, ρ2). The PDF of
truncated data z̃ can be written as follows:

fz̃(z;L, d) =⎧⎨⎩
(

L
μ

)Ld zLd−1 exp(−Lz
μ )

Γ(Ld)[Γ(Ld,
Lρ2
μ )−Γ(Ld,

Lρ1
μ )]

, ρ2 ≤ z ≤ ρ2

0, else
. (15)

III. SUPERPIXEL-LEVEL POLARIMETRIC BILATERAL

TRUNCATED STATISTICS CFAR DETECTOR

The workflow of the proposed superpixel-level polarimetric
BTS CFAR detector is shown in Fig. 1. The operation of the

superpixel-level BTS CFAR detector can be divided into Pol-
SAR image preprocessing, data truncation, and CFAR process-
ing as described in this section at length.

A. PolSAR Image Preprocess

The 3-D polarimetric covariance matrix is transformed to
1-D via MPWF presented as (6) and used for SLIC superpixel
segmentation, and the distance can be defined as D given as

D =

√
d2c +

(
ds
Ns

)2

m2

dc =

√
(Ii − Ij)

2

ds =

√
(xi − xj)

2 + (yi − yj)
2 (16)

where the subscripts i and j represent different pixels, [x, y]
is the position of the pixel, and the MPWF value is I . m is
the compactness coefficient representing the weight between
intensity distance and space distance.m is a coefficient adjusting
the weight between the spatial and intensity information. We set
m = 2 in our experiment. Ns is the expected superpixel number
and should be set in accordance with the target size [37]. It can
be calculated by the formula as follows:

Ns =
M1 ·M2

k ·Amax
(17)

where Amax is the area of the largest target and k is a coef-
ficient which is positive. We set k = 1.5 in our experiment.
The candidate target superpixels are selected using the threshold
obtained from the average MPWF value of a pure clutter region.
The threshold is set to be the mean MPWF value of a pure
clutter region, denoted as Th. For every superpixelSPi, the mean
MPWF value of all the pixels it contains is calculated, denoted
as AVEi. If AVEi is larger than Th, then the superpixel SPi is
selected as target superpixel.

B. Data Truncation

The truncation threshold greatly determines whether the out-
liers can be eliminated completely. We need to set the truncation
thresholds suitably and adaptively. Due to the contamination, the
untruncated data cannot be accurately fitted with a certain model.
Therefore, we utilized GMM for fitting to accurately find the
local minimums of the PDF and determine the iteration starting
point of the truncation threshold. The PDF of the candidate target
superpixels is estimated by GMM which is described as follows:

p(z|Θ) =
M∑

m=1

ωmN (z|θm) (18)

where N(z|θm) represents the single component of the mixture
and ωm is the weight of the component. M is the number of
Gaussian functions. Θ = [θ1,θ2, . . . . . . ,θM ] denotes the pa-
rameter vector for each component, where θm = [μm, σm, ωm].
μm and σm are the mean and standard deviation of the Gaussian
probability function, respectively. The PDF should be trimodal
as shown in Fig. 2(a).
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Fig. 2. Validation of truncated statistics. (a) Simulated data. (b) Truncated
data.

However, due to the influence of sample size and amplitude,
it is difficult to clearly observe three peaks in the PDF in some
detected regions although the outliers exactly exist. Thus, the
truncation threshold here is determined in a traversal manner.

The max value of the PDF is found and the corresponding
MPWF value is denoted as xMAX. The first PDF local mini-
mum value of which the corresponding MPWF value is smaller
than xMAX is found and the MPWF value is defined as x1.
The second local minimum value of which the corresponding
MPWF value is larger than xMAX is found and the MPWF value
is defined as x2. The lower- and higher-truncation thresholds
are, respectively, set as ρ1 and ρ2, where ρ1 ∈ [x1, xMAX] and
ρ2 ∈ [xMAX, x2].

Second, the Parzen window kernel method is used to fit a curve
YPDF for the PDF of the truncated data z̃. The Parzen window
kernel method actually models the PDF with the accumulation
of different kernel functions as follows:

YPDF =
1

N

M∑
j=1

1

hN
ϕ

(
z̃ − z̃j
hN

)
(19)

where ϕ(u) = 1√
2π

exp(−u2

2 ) and z̃1, z̃2, . . . . . . , z̃N denote the
truncated data samples. N is the number of truncated samples.
The width of the kernel function is hN = h√

N
and h is set as 40

here. Then, the mean value and variance of the truncated data z̃
are calculated for the theoretical gamma distribution YGT as

YGT =
1

Γ(α)

1

β

(
z̃

β

)α−1

exp

(
− z̃

β

)
(20)

where
α = mean(z̃)2

var(z̃) and β = var(z̃)
mean(z̃) .

The difference between the theoretical gamma distribution
and the PDF of the truncated data is defined as Δ given as

Δ =
NT

NA

∑
|YGT − YPDF| (21)

where NT is the number of the truncated data and NA is the
number of the data before truncation.

Finally, the minimum of the difference Δ is found and the
corresponding truncation threshold ρ1 and ρ2 are selected.

C. CFAR Process

According to (13), μ(ρ1, ρ2) depends only on the number of
looks when the bilateral truncation threshold is set. Typically, the
number of looks is substituted by the ENL, which describes the
averaging degree of the measured data and can be a noninteger.
The MLE of the ENL is derived as

L(L |z̃ ) =
n∏

i=1

fz̃(z̃i |L )

= (L)nLd exp(−L
∑n

i=1 z̃i)

Γ(Ld)n[Γ(Ld,Lρ2)− Γ(Ld,Lρ1)]
n

n∏
i=1

z̃Ld−1
i

(22)

where {z̃i}ni=1 represents the truncated MPWF outputs with
sample size n.

The log-likelihood function is derived as follows:

logL (L |z̃ ) = nLd logL− n log Γ(Ld,Lρ2)− Γ(Ld,Lρ1)

−n log Γ(Ld)− nL
1

n

n∑
i=1

z̃i + n(Ld− 1)
1

n

n∑
i=1

log(z̃i)

(23)

where (1/n)
∑n

i=1 z̃i and (1/n)
∑n

i=1 log(z̃i) are the SMs of the
truncated and logarithmic-truncated data, respectively. Thus, we
can obtain the MLE estimate of the ENL as follows:

L̂ ⊆ argmax
L

{logL(L |z̃ )}. (24)

ENL can also be estimated using other methods, such as those
reported in [26], [27], [28], [29], and [30]. The ENL is estimated
as a constant for the whole image and the MPWF data is adjusted
by (7) and (14). The CFAR detection is performed for every
target superpixel. The specified false alarm rate PFA is defined
as follows:

PFA = 1− Fz(T ; L̂, d) = 1− Γ
(
L̂d, L̂T

)
. (25)
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The detection threshold T can be obtained from

T =
1

L̂
Γ−1

(
L̂d, 1− PFA

)
(26)

where L̂ is the estimated ENL.

IV. EXPERIMENTS AND VALIDATION

A. Simulated Data

The total simulation sample size is set as N = [1000
5000 10 000 50 000 100 000 500 000]. Rc1 and Rc2 are,
respectively, defined as the contaminated proportion of the
lower and higher intensity. Then, Nc = N · (1−Rc1 −Rc2)
bootstrap samples are drawn from the synthetic covariance
matrices colored by ΣC as the simulated clutter data. N1 =
N ·Rc1 samples are drawn from the synthetic covariance ma-
trices colored by ΣL as the simulated data for lower-intensity
outliers. N2 = N ·Rc2 samples are drawn from the synthetic
covariance matrices colored by ΣH as the simulated data for
higher-intensity outliers. ΣC , ΣL, and ΣH are all polarimetric
covariance matrices drawn from RADARST-2 by the method
of ensemble average of the selected regions representing sea
clutter, lower- and higher-intensity outliers. The lower outliers
to clutter ratio or higher outliers to clutter ratio can be defined as
TCRi = tr(Σi −ΣC)/tr(ΣC), i = L or H . We set Rc1 = 0.3,
Rc2 = 0.2, TCR1 = 2, and TCR2 = 0.5 here. Rt1 and Rt2 are
defined as the truncating depth of the lower and higher intensity,
respectively.

The correctness of the truncated distribution derived in (15)
can be validated with the simulated data. The simulated data with
the size of N = 50 000 is shown in Fig. 2(a). In Fig. 2(b), the
distribution after accurate truncation is represented by a black
curve, and the theoretical PDF for (15) is depicted by a red curve.
The difference between (7) and (14) is the coefficient μ(ρ1, ρ2)
and it can be validated in Fig. 2(b) that the distribution of the
simulated data is offset to the left compared to the theoretical
one centered at 3.

B. Comparison of Data Fitting

The data fitting performance of GMM and Parzen window
kernel method of the untruncated and truncated data is com-
pared by 1000 Monte Carlo simulations with the sample size of
N =

[
1000 5000 10 000 50 000 100 000 500 000

]
. The

performance is assessed by the KL distance defined as

DKL = D(q||p) +D(p||q)

D(q||p) =
∑

q(ω) � ω · log2
(
q(ω) � ω

p(ω) � ω

)
=
∑

Q(ω) · log2
(
Q(ω)

P (ω)

)
(27)

where p(ω) and q(ω) denote the theoretical and actual PDF,
respectively. P (ω) and Q(ω) are the values of probability.

From the KL distance shown in Fig. 3(a) and (b), observe that
GMM performs better when the data is untruncated, whereas

Fig. 3. Data fitting performance. (a) KL distance (untruncated data).
(b) KL distance (truncated data). (c) Histogram and PDF (untruncated data).
(d) Histogram and PDF (truncated data).
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Fig. 4. Parameter estimation performance Rt1 = 0.2. (a) 1000 samples.
(b) 5000 samples. (c) 50 000 samples.

the Parzen window kernel method fits the truncated data better.
It is also obvious that both GMM and Parzen window kernel
method are greatly affected by the sample size. The reduction
of the sample size can cause a great degeneration of the fitting
performance. The histogram and PDF of the untruncated and
truncated data of 500 000 samples are presented in Fig. 3(c) and
(d), respectively.

Fig. 5. Parameter estimation performance Rt2 = 0.3. (a) 1000 samples.
(b) 5000 samples. (c) 50 000 samples.

C. Comparison of ENL Estimators

The comparison of the ENL estimators is performed via 1000
Monte Carlo simulations. The performance of the estimators un-
der different truncation conditions is compared and the influence
of truncation depth on estimation is analyzed. The performance
of different ENL estimators is assessed using the mean square
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error (MSE) metric [24], which is defined as

Bias(L̂) =
∣∣∣E(L̂)− L

∣∣∣ /L
Var(L̂) = E

{[
E(L̂)− L̂

]2}
/L2

MSE(L̂) = E
[
(L̂− L)

2
]
/L2 = Bias(L̂)

2
+ Var(L̂) (28)

where L is the true value and L̂ is the estimation of ENL.
The results in the case of the accurate truncation of the lower

outliers are listed in Fig. 4. The results for accurate truncation
of the higher outliers are listed in Fig. 5.

In both Figs. 4 and 5, the sldm, sldm1, sldm2, sldm3, fldm, and
tldm estimators are based on the submatrices expressed in [28],
which are denoted as ENL-SM. The dtm estimator, denoted as
ENL-DTM, is based on the trace moments reported in [27]. The
ml estimator is proposed in [26] and we use it as ENL-ML. The
fmdc estimator based on the fractional determinant moments is
proposed in [29], denoted as ENL-FMDC. The mltrun estimator
is proposed in this study for BTS, which can be solved using (18)
and is denoted as ENL-MLT.

From the results depicted in Figs. 4 and 5, observe that ENL-
ML performs well only when the truncation is accurate. The
ENL-SM, ENL-FMDC, and ENL-DTM estimators performed
similarly when outliers are eliminated completely. However,
sldm1, sldm2, sldm3, fldm, and tldm estimators performed bet-
ter when higher-intensity outliers are incompletely eliminated.
The ENL-MLT estimator provides the best performance under
over-truncation.

Observe the performance of the ENL-SM, ENL-FMDC,
ENL-DTM, and ENL-MLT under the condition that the lower-
and higher-intensity outliers are eliminated completely, it can
be found that the increase of the truncation depth has little
effect on the performance of the estimators, which indicates that
over-truncation is acceptable.

D. CFAR Performance

The performance of CFAR detectors is assessed by the false
alarm rate maintenance CL and the detection rate Pd as follows:

CL = 10 log

(
Pfa

PFA

)
(29)

where PFA is denoted as the specified false alarm rate and Pfa

can be calculated from

Pfa =
nfa

n
(30)

where nfa is the number of false alarms and n is the total number
of samples.

The detection rate is measured as

Pd =
nd

nt
(31)

where nd is the number of the detected targets and nt is the total
number of targets.

Fig. 6. CFAR performance. (a) CL of GMM and Parzen window kernel
method. (b) CL of model-based method. (c) ROC of GMM, Parzen window
kernel method and model-based methods.
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Fig. 7. Fully polarized SLC RADARSAT-2 SAR image. (a) Waters southwest
to Lantau Island. (b) Waters northwest of Laizhou Bay.

The total sample size is 100 000 and Monte Carlo simula-
tion time is 1000. The truncation depth is set to Rt1 = 0.3
and Rt2 = 0.2 for achieving an accurate bilateral truncation.
The CFAR performance of the learning-based and model-based
method under the bilateral truncation situation is presented in
Fig. 6.

As shown in Fig. 6(a), the maintenance of the false alarm rate
of GMM and Parzen window kernel method is close to zero only
when the false alarm rate comes to near 0.01. Fig. 6(b) shows that
the model-based method with the ENL estimators mentioned
above exhibits similar performance that the maintenance of the
false alarm rate is almost zero, indicating that the model-based
method under the condition of bilateral truncation is correct and
efficient. Fig. 6(c) shows that GMM and Parzen window kernel

Fig. 8. Results of superpixel segmentation. (a) Superpixel segmentation
(ROI A). (b) Candidate target (ROI A). (c) Superpixel segmentation (ROI B).
(d) Candidate target (ROI B). (e) Superpixel segmentation (ROI C). (f) Candidate
target (ROI C).

methods share similar performance with model-based methods
in the detection rate. Therefore, the GMM and Parzen window
kernel method cannot achieve better CFAR performance than the
model-based method when a low false rate alarm is required.

E. Real Data for Experiments

Two RADARSAT-2 fully polarimetric SLC SAR datasets are
used to validate the performance of the superpixel-level BTS
CFAR detector. One dataset was acquired on September 11,
2017, over the waters southwest of Lantau Island with a size of
1582× 3154 pixels. Another image was acquired on September
23, 2015, over the waters northwest of Laizhou Bay with a size



4256 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

Fig. 9. Results of data truncation. (a) PDF of the untruncated data. (b) PDF
of the truncated data. (c) Histogram of the data.

of 1894× 3261 pixels. The resolution of both sets is 8× 8 m.
Region of interest (ROI) A, B, and C are shown in Fig. 7. A
multilook process is used to reduce speckles, where the nominal
number of looks is set as 4. The PFA in the experiments is set
to 0.0001.

Fig. 10. Detection results of ROI A: MPWF-MLT, MPWF-DTM, MPWF-SM,
MPWF-FMDC, MPWF-UNTR, and Pauli-RGB.

F. Results of Superpixel Segmentation

As described in the methodology, the superpixel segmentation
is performed and the candidate target superpixels are selected.
The results of superpixel segmentation are shown in Fig. 8. The
segmentation results are presented in the left column and the
candidate target superpixels are presented in the right column.

G. Data Truncation

As described in Section III-B, the truncation threshold is
determined adaptively by (21). Observing the results presented
in Figs. 4 and 5, it can be found that the over-truncation causes
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Fig. 11. Detection results of ROI B: MPWF-MLT, MPWF-DTM, MPWF-SM,
MPWF–FMDC, MPWF-UNTR, and Pauli-RGB.

a slight degradation in the ENL estimation performance. How-
ever, appropriate over-truncation can also bring less difference
between the PDF of the truncated data and the theoretical
Gamma distribution PDF. Thus, for the most accurate estima-
tion of the ENL,

∑ |YGT − YPDF| is multiplied by NT

NA
in (20).∑ |YGT − YPDF| represents the difference between the PDF of

the truncated data and the theoretical Gamma distribution PDF.
NT

NA
represents the size of the truncated data. The minimum of

(20) denotes the optimal combination of the truncated data size

Fig. 12. Detection results of ROI C: MPWF-MLT, MPWF-DTM, MPWF-SM,
MPWF-FMDC, MPWF-UNTR, and Pauli-RGB.

and the PDF fit degree. The truncation results of ROI A are
shown in Fig. 9.

The PDF of the untruncated data is shown in Fig. 9(a) where
the local minimum values of PDF are marked with blue ∗ and
the bilateral truncation thresholds are with red ∗.

In Fig. 9(b), the PDF of the truncated data fitted by the poly
function is represented by the red curve. The theoretical gamma
distribution PDF is shown with the green curve. The histogram
of the truncated data is shown with the blue curve. It can be
observed that the PDF of the truncated data is very close to the
theoretical PDF.

In Fig. 9(c), the histogram of the untruncated data is shown
with green bars, the histogram of the truncated data without
calibration is shown with purple bars, and the histogram of the
truncated data without calibration via (14) is shown with black
bars. From the result, it can be observed that the truncated data
with calibration is centered at 3, consistent with the theoretical
value, which indicates that the truncation is effective and the
parameter estimation is accurate.

H. Detection Performance Analysis

The ENL estimators mentioned in Section III-C are used for
parameter estimation, and the corresponding detection perfor-
mance is presented in the following figures. We take sldm2
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TABLE I
PERFORMANCES OF THE DETECTORS

Fig. 13. Target causing the false alarm in ROI C.

as the ENL-SM method. MPWF-xxx means that the detection
is performed using the ENL-xxx estimator. MPWF-UNTR in-
volves performing detection without bilateral truncation. Based
on the CFAR results, DBSCAN is used for false alarm rejection
with eps = 20 and MinPt = 2 [38]. The detection results are
presented in Figs. 10–12 and Table I. The ground truth is given
as ma Pauli-RGB image. The omitted target is marked with a
red rectangle, the false target is marked with a yellow rectangle,
and the true target is marked with a green rectangle.

Fig. 14. Detection results of ROI A: MPWF-MLT, HH-Log, HV-Log, VV-Log,
MPWF-Log, and Pauli-RGB.

In addition, a figure of merit (FoM) [39] is used to evaluate
the detection performance as follows:

FoM =
Ntd

Nfa +Ngt
(32)

where Ntd is the number of detected ships, Nfa is the number of
false ships, and Ngt is the number of real ships in the ROI.

From the result, observe that all methods detect the targets
with no omittance, which validates that the proposed superpixel-
level polarimetric BTS CFAR detector can efficiently detect
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Fig. 15. Detection results of ROI B: MPWF-MLT, HH-Log, HV-Log, VV-Log,
MPWF-Log, and Pauli-RGB.

targets from background clutter. Among the ENL estimators
compared, ENL-UNTR produces the greatest number of false
alarms, from which the necessity and contribution of truncation
can be verified. The ENL-SM and ENL-FMDC share similar
performance in both the false alarm rate maintenance and the
detection rate followed by ENL-DTM. The ENL-MLT method
provides the best performance in terms of both false alarm rate
maintenance and detection rate.

Notice from the results that the ship side lobe and the
azimuth ambiguity significantly degrade the detection perfor-
mance, which can be obviously observed in the yellow rectangles
in ROI C. The false alarm is caused by the ghost (azimuth

Fig. 16. Detection results of ROI C: MPWF-MLT, HH-Log, HV-Log, VV-Log,
MPWF-Log, and Pauli-RGB.

ambiguity) of the target near ROI C presented in Fig. 13 with the
yellow rectangle. In ROI A and ROI B, it also can be observed
that the detection results are expanded by several pixels. The
azimuth ambiguity elimination and the sidelobe suppression are
the next problems to be addressed.

I. Compared With Log-Normal Distribution

The method proposed in this study is compared with the CFAR
detector using HH, HV, VV, and MPWF under log-normal distri-
bution. The detection performance is presented in Figs. 14–16.
The ground truth is given as the Pauli-RGB image. We take
the method proposed in this study as MPWF-MLT and xx-Log
means the CFAR detector using xx value under log-normal
distribution.

From the results, observe that the method proposed in this
study performs best. The detectors based on HH and VV chan-
nels under log-normal distribution cause the most omittance.
Although the detectors utilizing the HV channel cost less omit-
tance, the detail and edge information of the detected ship targets
are missing. Since the bias of the distribution modeling, the
MPWF-log detector causes most false alarms and performs
poorly in false alarm maintenance.
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V. CONCLUSION

In this study, a novel CFAR detector for PolSAR data based
on superpixel segmentation and elliptical truncation is proposed.
The proposed method utilizes the similarity between the MPWF
and truncation constraint in [25] to introduce bilateral truncation
into MPWF data processing. The relationship between the mo-
ments before and after the truncation is derived.

The superpixel segmentation is utilized as a preprocessing on
the MPWF data characterizing the clutter close to the target. The
MLE estimator of the ENL is derived and compared with other
estimators. An adaptive bilateral truncation method is designed
according to the analysis of the influence of the truncation depth
and the comparison between the learning-based and the model-
based methods. It is validated that the MLE estimator gives the
best performance in both the false alarm rate maintenance and
the detection rate under the proposed method via the experiments
based on the simulated and measured data from RADARSAT-2.

The experimental results demonstrate that the superpixel-
level polarimetric BTS CFAR detector leads to a good detection
performance in the case that outliers exist. However, the detec-
tion performance can be affected greatly by the sidelobe and
the azimuth ambiguity, that is ghosting. Ghost elimination and
sidelobe suppression are the next problems to be addressed.

APPENDIX

The scattering vector k follows the d-dimensional multinor-
mal distribution as stated in the following equation:

p(k) =
1

πd |Σ| exp(−k†Σ−1k) (33)

where d is the dimension of k and Σ is the SM of the multilook
covariance matrix C.

The MPWF for L looks can be obtained from the following
expression:

z=
1

L

L∑
i=1

k†
iΣ

−1ki = tr(Σ−1C). (34)

The truncation constraint reported in [25] is expressed as
follows:

E = {x|a ≤ x′R−1x ≤ b}, 0 ≤ a ≤ b (35)

where x is a multivariate vector and ′ is the transpose operator.
Coincidentally, the constraint shares a form similar to that

expressed in (34) when L = 1. Thus, the truncation set D can
be defined as follows:

D =

{
k

∣∣∣∣∣Lρ1 ≤
L∑

i=1

k†Σ−1ki = Ltr
(
Σ−1C

) ≤ Lρ2

}
(36)

where ρ1 is the lower truncation threshold and ρ2 is the higher
truncation threshold.

Because k is a complex vector, we expend it to a real vector
r having 2-D dimension as follows:

r =
[
Sr
HH

√
2Sr

HV Sr
VV Si

HH

√
2Si

HV Si
VV

]T
(37)

where the superscripts r and i denote the real and imaginary
parts of the element, respectively, and T denotes the transpose.
Then, the PDF of r can be expressed as follows:

p(r) = (2π)−d|R|− 1
2 exp

(
−1

2
r′R−1r

)
(38)

where R =

[
1
2Σ 0
0 1

2Σ

]
. The joint PDF of L independent sam-

ples based on (37) should be expressed as follows:

p(r1, r2, . . . , rL) = (2π)−Ld|R|−L
2 exp

(
−1

2

L∑
i=1

r′iR
−1ri

)
.

(39)
We can denote y = (r1, r2, . . . , rL) and then (39) yields the

following:

p(y) = (2π)−Ld|Ξ|− 1
2 exp

(
−1

2
y′Ξ−1y

)
(40)

where Ξ =

⎡⎢⎢⎢⎢⎣
1
2Σ 0 . . . 0

0 1
2Σ

. . . 0
...

. . .
. . .

...
0 0 . . . 1

2Σ

⎤⎥⎥⎥⎥⎦ .

Evidently, (40) shares the same form as (12). The differences
between them lie in their dimensions. Therefore, the following
equations are satisfied:

Ξ = μ(ρ1, ρ2)Θ(ρ1, ρ2;Σ) (41)

μ(ρ1, ρ2) ≡ F2Ld(Lρ2)− F2Ld(Lρ1)

F2Ld+2(Lρ2)− F2Ld+2(Lρ2)
(42)

whereΘ(ρ1, ρ2;Σ) denotes the second moment of the truncated
data.

Because Ξ is a block diagonal matrix, defined as follows:

Σ = μ(ρ1, ρ2)S(ρ1, ρ2;Σ) (43)

μ(ρ1, ρ2) ≡ F2Ld(Lρ2)− F2Ld(Lρ1)

F2Ld+2(Lρ2)− F2Ld+2(Lρ2)
(44)

whereS(ρ1, ρ2;Σ) denotes the second moment of the truncated
data.
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