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Multiscale Superpixel-Guided Weighted Graph
Convolutional Network for Polarimetric SAR

Image Classification
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Abstract—Polarimetric synthetic aperture radar (PolSAR) has
attracted more attentions because of its excellent observation abil-
ity, and PolSAR image classification has become one of the sig-
nificant tasks in remote sensing interpretation. Various types and
sizes of land cover objects lead to misclassification, especially in
the boundaries of different categories. To solve these issues, a
multiscale superpixel-guided weighted graph convolutional net-
work (MSGWGCN) is proposed for classifying PolSAR images.
In the proposed MSGWGCN, multiscale superpixel features are
imported into the weighted graph convolutional network to obtain
higher level representation, which can make full use of land cover
object information in PolSAR images. Moreover, to fuse pixel-level
features at different scales, a multiscale feature cascade fusion
module is built, which plays an important role in preserving classifi-
cation details. Experiments on three PolSAR datasets indicate that
the proposed MSGWGCN performs better than other advanced
methods on PolSAR classification task.

Index Terms—Feature representation, graph convolutional
networks, polarimetric synthetic aperture radar (PolSAR) image
classification, superpixels.

I. INTRODUCTION

POLARIMETRIC synthetic aperture radar (PolSAR) has
become more and more popular in many fields, since it

has an excellent ability to observe in all-time and all-weather
operating modes. PolSAR images contain abundant scattering
information, which can reflect physical characteristics of targets.
Therefore, PolSAR images have been applied to ship detec-
tion [1], oil spill detection [2], target recognition [3], and so
on [4], [5]. PolSAR image classification, a significant subject
in SAR image interpretation, has shown its value in forest
monitoring [6], urban planning [7], and other applications.
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Traditional methods for PolSAR image classification mainly
obtain discriminative features based on target decomposition
theory [8]. Krogager decomposition model separates the scat-
tering matrix into three components, corresponding to three
scattering mechanisms of helix, diplane, and sphere [9]. In
Freeman decomposition [10], polarimetric covariance matrix is
decomposed into three scattering components, double-bounce,
surface, and canopy. On the basis of Freeman decomposition,
Yamaguchi et al. [11] introduced the fourth scattering compo-
nent, helix scattering power, which is more helpful to classify
the PolSAR images. In addition, Cloude decomposition [12] is
also common algorithm for analyzing PolSAR images. The sta-
tistical characteristics of PolSAR images also play an important
role in the classification task, such as Wishart distribution [13]
and K distribution [14]. Moreover, some traditional classifiers
including support vector machine (SVM) [15] and decision
tree [16] are designed for PolSAR classification. However, Pol-
SAR targets with complex imaging mechanisms are difficult to
be represented by these traditional features, which results in low
classification accuracy.

Deep learning has proved its huge advantages in many fields,
such as remote sensing [17], [18], medical, computer vision,
and so on. Similarly, many researchers have made exploration
on the application of deep neural networks in PolSAR image
classification [19], [20]. Zhou et al. [21] extracted high-level
features from the coherency matrix by using a deep neural
network consisted of two convolution and two fully connected
layers, which is suitable for PolSAR images. Chen et al. [22]
effectively utilized the roll-invariant features of PolSAR tar-
gets and the hidden features of rotation domain to train the
deep CNN model, which can further improve the classification
performance. Wang et al. [23] imported the features belonging
to different scattering mechanisms into different CNN models
separately, and obtained the final classification features through
a fusion network. Moreover, in order to fully extract the global
information of sample patches, Dong et al. [24] introduced the
ViT model into PolSAR classification task to achieve better
performance. These methods are used to analyze PolSAR data
in real domain, but the phase information is also valuable. Zhang
et al. [25] used a complex-valued CNN model that can combine
amplitude and phase information to reduce misclassification.
Tan et al. [26] built a triplet complex-value network to learn
feature representations of PolSAR data in the complex domain,
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which can constrain the intraclass and interclass features among
pixels. In addition, to overcome the problem of high cost of
PolSAR image labeling, some unsupervised learning methods
appeared on later. For instance, Ren et al. [27] took learning
mutual information from PolSAR multimodal data as a pretext
task, which can provide prior knowledge for classifier. Zhang
et al. [28] utilized contrastive learning to obtain feature repre-
sentations of PolSAR data and obtained good results in few-shot
PolSAR classification.

Most of the existing methods import the sampling patches
with fixed shapes into the networks. In this way, pixels belonging
to different categories may be contained in a sampling patch,
especially at the boundaries of objects, thus classification errors
would be caused. As a result of oversegmentation, superpixels
enable the contained pixels to keep homogeneous and reduce the
influence of speckle noises, which can help to solve the problem
caused by fixed sampling patches. At the same time, superpixels
have advantages in retaining the boundary information of images
due to the homogeneity of pixels within them [29], [30]. Several
methods based on superpixel processing have achieved good
performance in PolSAR image classification. An adaptive fuzzy
superpixel algorithm used for PolSAR images is invented by
Guo et al. [31], in which the correlation of pixel polarimetric
information is considered. Gadhiya et al. [32] established a
superpixel-driven optimized Wishart network and utilized the
features of PolSAR image pixels and superpixels for classi-
fication. Morever, Geng et al. [33] combined semisupervised
learning with the proposed superpixel restrained deep neural
network to classify the PolSAR images with fewer labels.

Although superpixel based methods are proved to be useful
in PolSAR image classification, the scale of superpixel segmen-
tation would easily affect the classification results. Due to the
various types and sizes of objects, it is difficult to cover the fea-
tures of all objects with a single segmentation scale. Small-scale
superpixels can protect local features of objects and have more
detailed boundary information, while larger scale superpixels
contain richer contextual information, which is conducive to
strengthen the feature representation of the objects. Superpixels
with different segmentation scales have different advantages in
feature information, and they are able to provide appropriate
segmentation scales for all objects in the PolSAR image. There-
fore, it is beneficial to apply the multiscale superpixel features
in classifying PolSAR images.

In addition, most of the existing methods take fixed sam-
pling patches as input, and use CNN to extract features for
classification. Only local information can be utilized in these
methods. Polarimetric scattering information in the PolSAR
image is complex, so it is difficult to correctly predict the
categories of pixels by using only local information. While, the
GCN-based methods take irregular superpixels as processing
units, which is conducive to extract more accurate regional
features. Furthermore, GCN updates features by aggregating the
information of adjacent nodes according to the graph structure,
and has the ability to learn more global information of images.
Hence, GCN, which can combine the local information and
global information, has advantages in classifying the PolSAR
image.

Based on the above-mentioned issues, a multiscale
superpixel-guided weighted graph convolutional network (MS-
GWGCN) is proposed for PolSAR image classification. First,
superpixel segmentation is employed to segment a PolSAR
image into superpixel sets of three different scales. Then, the
adjacency matrices are generated according to the correlations
between the averaged polarimetric features of superpixels, and
the weighted graph convolutional network is utilized to obtain
the multiscale superpixel feature representations. Finally, in
order to get the final pixel-level features, a multiscale feature
cascade fusion module (MFCFM) is developed to fuse the
features at different segmentation scale, which has the ability
to take advantage of multiscale information to get satisfactory
classification details. The main contributions of our article are
listed as follows.

1) The proposed model develops the weighted graph convo-
lutional network to obtain more accurate feature represen-
tations of multiscale superpixels, which assigns learned
weights to the adjacency matrix. It is capable to use
multiscale information of the PolSAR image, so that it
can be adapted well to land cover objects of different sizes,
and help to achieve superior classification results on the
boundary.

2) An MFCFM is built to obtain the final pixel-level feature
representations, in which multiscale features are fused in
the cascaded manner by a parallel multikernel CNN fusion
operation. It can make a contribution to the classification
details and improve the classification performance.

3) The superiority of MSGWGCN is validated on three Pol-
SAR datasets. It is proved that multiscale superpixels as
input can obtain better classification results than a single
scale.

The rest of this article is organized as follows. In Section II,
the related work is introduced briefly. Section III presents the
proposed network MSGWGCN in details. Section IV reports
the experimental results and analysis on three PolSAR datasets.
Finally, Section V concludes this article.

II. RELATED WORK

In this section, the detailed works related to graph convolu-
tional network and PolSAR data processing are introduced.

A. Graph Convolutional Network

Graph convolutional network [34] has shown compelling
advantages in graph data from many fields, such as graph
classification [35], recommendation system [36], node clas-
sification [37], and so on. In addition, GCN has also been
introduced into the PolSAR filed. Cheng et al. [38] used GCN
to get the feature representations of PolSAR image superpixels,
and fused the classification results of two different scales to
achieve the optimized result. Liu et al. [39] proposed a method
to classify the PolSAR images by using adaptive GCN, which
can take into account both image data and spatial structures. In
order to combine the features of neighboring nodes in different
hops, Ren and Zhou [40] employed an evolving weighted graph



WANG et al.: MSGWGCN FOR POLARIMETRIC SAR IMAGE CLASSIFICATION 3729

convolutional network to learn and extract the node features for
classification.

Define an undirected graph structure as G(V,E), in which V
and E represent the node sets and edge sets, respectively. A is
employed to stand for the adjacency matrix of G, and A(i, j) is
equal to 1 when an edge exists between the ith and jth nodes.
According to spectral graph theory [41], in the Fourier domain,
the spectral convolution of signals x and filters f can be denoted
as

f ⊗ x = UfU�x (1)

where ⊗ stands for the convolutional operation, � represents
the transpose operation. U represents the eigenvector matrix
obtained by decomposing the normalized Laplacian matrix L =
I−D−

1
2AD−

1
2 , in which D denotes the node degree matrix,

D(i, i) =
∑

jA(i, j). Laplacian matrix eigenvalues are viewed
as the components of the filters, so f is further expressed as
f(Λ). Since it takes a lot of computing resources to compute
the eigendecomposition of Laplacian matrix L, the R-order
truncated expansion of Chebyshev polynomials is recommended
to approximate f(Λ) [42]. After that, the spectral convolution
is expressed as follows:

f ⊗ x =

R∑
r=0

θ′rTr(L̃)x (2)

where Tr(L̃) and θ′r represent the r-order expression and cor-
responding coefficient of Chebyshev polynomials, respectively.
L̃ = (2/λ)L− I stands for the Laplacian matrix after normal-
ization. Generally, the orderR is limited to 1 and λ approximates
to 2. In this case, the single parameter θ is further employed
to replace the two free parameters θ′0, θ′1 in the expression,
so that overfitting can be prevented by reducing the calculated
parameters. Equation (2) can be written as

f ⊗ x = θ(I+D−
1
2AD−

1
2 )x. (3)

Finally, the propagation formula of graph convolutional net-
work is shown as follows:

X(l+1) = σ(D̃−
1
2 ÃD̃−

1
2X(l)W(l)) (4)

where Ã denotes the adjacency matrix that holds self-loop
information, Ã = A+ I. D̃ stands for the node degree matrix
corresponding to Ã, W(l) represents the trainable filter matrix,
X(l) and X(l+1) stand for the input and output features of the
lth GCN layer, and σ(·) denotes the activation function.

B. PolSAR Data Preprocess

For a PolSAR image, the Sinclair scattering matrix S [43]
is employed to reflect the polarimetric features of each image
pixel, which can be denoted as follows:

S =

[
Shh Shv

Svh Svv

]
(5)

where h and v stand for horizontal and vertical polarizations,
respectively. Sij(i, j ∈ {h, v}) denotes the polarimetric com-
ponent generated by electromagnetic wave transmitting in the
direction j and receiving in direction i.

In order to obtain a better polarimetric feature represents of
targets, the Sinclair scattering matrix S is usually transformed
on the Pauli basis, which is described as follows:

S =
a1√
2

[
1 0
0 1

]
+

a2√
2

[
1 0
0 −1

]

+
a3√
2

[
0 1
1 0

]
+

a4√
2

[
0 −i
i 0

]
(6)

where a1, a2, a3, and a4 denote the components occupied by
each scattering mechanism in the Pauli basis.

Furthermore, the Pauli scattering vector denoted as p =
[a1, a2, a3, a4]

� can be obtained, and based on the reciprocity
theorem [44], Shv = Svh. So the Pauli scattering vector can be
written as

p =
1√
2

⎡
⎣Shh + Svv

Shh − Svv

2Shv

⎤
⎦ . (7)

The coherence matrix T used in this work can be calculated
from the Pauli scattering vector p. The expression is shown as
follows:

T =
〈
p · p∗�〉 = 1

2

⎡
⎢⎢⎢⎣
〈
|Sa|2

〉
〈SaSb

∗〉 〈SaSc
∗〉

〈Sa
∗Sb〉

〈
|Sb|2

〉
〈SbSc

∗〉
〈Sa

∗Sc〉 〈Sb
∗Sc〉

〈
|Sc|2

〉
⎤
⎥⎥⎥⎦ (8)

where Sa = Shh + Svv, Sb = Shh − Svv, and Sc = 2Shv , ∗
stands for the conjugate operation, � denotes the transpose
operation, and 〈·〉 means the set average in space or time.
According to the method proposed in [45], the coherence matrix
T can be transformed into a 6-D vector, which is taken as the
input of our network and is also used as the feature basis of
superpixel segmentation.

III. METHODOLOGY

In this section, the proposed MSGWGCN will be introduced
in details, whose overall framework is displayed in Fig. 1. First, a
PolSAR image is segmented into homogenous regions of three
different scales by superpixel segmentation. Then, under the
constraint of adjacency matrices, the weighted graph convolu-
tional network is used to obtain the multiscale superpixel feature
representations. Finally, MFCFM is utilized to obtain the final
feature representations at pixel level for classification, which
has effective performance in fusing feature maps of different
segmentation scales. The pseudocode of the proposed method
is provided in Algorithm 1.

A. Multiscale Superpixel Segmentation

PolSAR image usually consists of a large number of pixels,
so it would cost much computing resources if pixels are treated
as nodes in generating a graph. Superpixel segmentation has the
ability to divide PolSAR data into homogeneous regions, which
enables to construct a graph on superpixel-level nodes. Due to
the complex structure and different sizes of land cover objects
in PolSAR images, a single segmentation scale is not suitable
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Fig. 1. Proposed MSGWGCN.

for all objects and cannot make full use of spatial features.
Thus, multiscale superpixel segmentation is utilized to solve
the problem.

In this work, the PolSAR image denoted as Z ∈ RIh×Iw×6

is divided into a series of superpixels by simple linear iter-
ative clustering method [46], where Ih and Iw stand for the
length and width of the image, respectively. The parameter λ

is used to control the scale of superpixel segmentation, which
can make the PolSAR image become N superpixels denoted
as S = {S1, . . . , SN}, in which N = (Ih × Iw)/λ. In the pro-
cess of superpixel segmentation, a pixel-superpixel conversion
matrix C ∈ R(IhIw)×N can be obtained as follows:

Ci,j =

{
1, if pi ∈ Sj

0, if pi /∈ Sj

(9)

where Ci,j denotes the belonging relationship between the ith
pixel pi and the jth superpixel Sj of a PolSAR image. Three dif-
ferent scales of superpixel segmentation are used in the method.
Therefore, three pixel–superpixel conversion matrices denoted
as C1 ∈ R(IhIw)×N1 , C2 ∈ R(IhIw)×N2 and C3 ∈ R(IhIw)×N3

can be obtained, in whichN1,N2, andN3 represent the numbers
of superpixels at different segmentation scale.

After that, polarimetric features of all the pixels within a
superpixel are averaged as the initial node feature in a graph,
which is described as follows:

h̄i =
1

M

M∑
j=1

pj (10)

where h̄i represents the ith superpixel feature, pj stands for the
feature of the jth pixel within the ith superpixel, M denotes the
pixel number in the ith superpixel, i = 1, . . . , N . Furthermore,
after segmentation in three different scales, the superpixel-level
node feature matrices at different segmentation scales H1, H2,
andH3 can be obtained, in whichHi(i ∈ {1, 2, 3}) is composed
of superpixel features corresponding to different scales.

B. Weighted Graph Convolutional Network

Graph construction plays a vital role in the feature extraction
of GCN. Different segmentation scales can result in different
numbers of generated superpixels, so the corresponding graph
structures denoted Gi = (Vi, Ei), i ∈ {1, 2, 3} are also differ-
ent, in which Vi and Ei represent node and edge sets, respec-
tively. In the proposed MSGWGCN, the construction of the
edges in a graph is determined by polarimetric feature correlation
between superpixels. Since each GCN layer can update the node
feature, a adjacency matrix with learnable weight is constructed
for better feature representations, which can be expressed as
follows:

Agraph = softmax(HWQ × (HWK)�) ·Amask (11)

where Agraph represents the adjacency matrix, H denotes the
node feature matrix, WQ and WK are trainable parameters,
softmax(·) is the softmax function, · stands for the hadamard
product operation, Amask means the adjacency mask matrix,
which is used to select the edges between nodes in each graph.
The adjacency mask matrix Amask is determined by the initial
polarimetric feature correlation between superpixels, which is
written as follows:

Amask(i, j) =

{
1, if h̄i ∈ KNN(h̄j)

0, otherwise
(12)

where Amask(i, j) means the value on the location (i, j) of the
adjacency mask matrix, h̄i and h̄j are employed to denote the
polarimetric features of superpixels Si and Sj , respectively.
KNN(·) means the KNN algorithm [47], which is utilized to
select K neighbors with the closest polarimetric features.

After that, the adjacency matrix and initial node features are
imported into the graph convolutional network to extract higher
level features, which can be described as follows:

H
(l+1)
i = σ(D̃

− 1
2

i Ãgraph
i D̃

− 1
2

i H
(l)
i W(l)) (13)
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Fig. 2. Multiscale feature cascade fusion module (MFCFM).

where H
(l)
i and H

(l+1)
i stand for the input and output of the

lth GCN layer, Ãgraph
i = Agraph

i + I represents the adjacency
matrix Agraph with self-loop, the degree D̃graph =

∑
j Ã

graph is

used to regularize Ãgraph, W(l) is the trainable parameters, σ(·)
denotes the ReLU activation function, i ∈ {1, 2, 3} means the
segmentation scales.

For each scale of superpixels, two WGCN layers are utilized to
extract higher level feature represents in the proposed method.
It is worth noting that the input and output of these six GCN
layers are connected. The initial input feature of GCN layers is
small-scale superpixel embedding, and scale feature conversion
operation is carried out through GCN layers of different scales,
which can be obtained as follows:

H
(0)
2 = C�2C1H

(2)
1 (14)

H
(0)
3 = C�3C2H

(2)
2 (15)

where H
(0)
2 and H

(0)
3 denote the middle-scale and large-

scale superpixel input features of weighted graph convo-
lutional network, H

(2)
1 and H

(2)
2 denotes the small-scale

and middle-scale output features of weighted graph convolu-
tional network, C�2C1 = (C�2C1)/

∑
i(C

�
2C1) and C�3C2 =

(C�3C2)/
∑

i(C
�
3C2) stand for the normalized small-middle

scale conversion matrix and middle-large scale conversion ma-
trix, respectively.

C. Multiscale Feature Cascade Fusion Module

After obtaining superpixel-level features of different segmen-
tation scales, the MFCFM shown in Fig. 2 is employed to get
the final features for classification. Let H(2)

1 , H(2)
2 , and H

(2)
3

represent the output features of superpixels generated from three
segmentation scales. By using the pixel–superpixel conversion
matrices C1, C2, and C3, pixel-level features X1 = C1H

(2)
1 ,

X2 = C2H
(2)
2 , and X3 = C3H

(2)
3 can be obtained. The pixel-

level features are fused step by step, where X1 and X2 are fused
first, and then they are fused with X3.

Pixel-level features of different segmentation scales contain
diverse scale information of land cover targets. To make good
use of features at different scales and obtain better classification
details, a parallel multikernel CNN fusion operation is utilized to
fuse pairwise features. In this operation, convolutional kernels
with different sizes are contained, where the receptive fields
of convolutional kernels with different sizes are also different.
Therefore, the parallel multikernel CNN fusion operation cannot
only utilize the contextual information obtained by the large
receptive field, but also focus on the local information obtained
by the small receptive field, which makes MFCFM useful for
optimizing the details of classification. The convolutional ker-
nels are set to 1× 1, 3× 3, 5× 5, and 7× 7 in this module,
and the output channel number of each convolutional kernel is
reduced to 1/4 of the initial input channel. After that, output
features are concatenated by channel dimension, which can be
written as follows:

Xfuse = Concat(M1,M2,M3,M4) (16)

where Xfuse represents the fused features, M1, M2, M3, and
M4 stand for the output feature maps through four different
convolutional kernels, respectively.

The overall MFCFM can be expressed as

X12 = fp(X1 ⊕X2) (17)

Xout = fp(Conv(X12)⊕X3) (18)

where X12 stands for the fusion feature of X1 and X2, Xout

represents the final output fusion feature, ⊕ denotes the con-
catenation operation in channel dimension, fp(·) stands for the
parallel multikernel CNN fusion operation, and Conv means the
1× 1 convolution.
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Algorithm 1: Detailed Implementation of MSGWGCN.

Input: The whole PolSAR image Z ∈ RIh×Iw×6, number
of neighbors K, segmentation scales
{Scale1, Scale2, Scale3}.

Output: Category labels of the pxiels in the image.
1: Multiscale superpixel segmentation:

Get multiscale superpixel sets S1, S2, S3;
Generate pixel-superpixel conversion matrices C1, C2

and C3 according to (9).
2: Initialize the multiscale superpixel feature

representations according to (10);
Get initial superpixel-level feature matrices H1, H2 and
H3.

3: Generate adjacency mask matrices according to (12);
Get adjacency mask matrices for the graph structures at
different scales Amask

1 , Amask
2 , Amask

3 .
4: Import Hi, Amask

i , Ci into WGCN;
Get weighted adjacency matrices Agraph

i for each graph
structure according to (11);
for i in range(3):

Function GCN (Agraph
i , H, σ)

H
(l+1)
i = σ(normal(Agraph

i )H(l)Wl)
Return superpixel-level features Hl+1

i

End function
5: Generate pixel-level feature maps Xi = CiH

l+1
i .

6: Import multiscale superpixel feature maps Xi into
MFCFM;
Fuse the multiscale pixel-level feature maps step by step.

7: P← Softmax(Xout).
8: Category labels← argmax(P).

D. Loss Function

The cross entropy loss on the training samples is calculated
to train the proposed MSGWGCN. A softmax classifier is
employed to yield the predicted probability matrix of samples,
which is described as follows:

Pij = Softmax(Xout). (19)

Then, the expression of the cross entropy loss L is illustrated as
follows:

L = −
M∑
i=1

C∑
j=1

Yij log(Pij) (20)

where C stands for the number of classes, M means the training
sample number, Yij and Pij represent the ground-truth and the
prediction probability of the samples, respectively.

IV. EXPERIMENTS

In this section, the validity of the proposed network is verified
by conducting experiments on three PolSAR datasets. First,
details of three different PolSAR datasets are introduced. Then,
classification results of MSGWGCN and some other compara-
tive methods are analyzed.

Fig. 3. Flevoland dataset. (a) Pauli RGB image. (b) Ground truth. (c) Color
map of categories.

Fig. 4. San Francisco dataset. (a) Pauli RGB image. (b) Ground truth. (c) Color
map of categories.

A. Datasets

1) Flevoland Dataset: The Flevoland dataset was produced
in August 1989, and the data were acquired from the AIR-SAR
sensor [48]. It is a L-band image with ground resolution of
6.6 m×12.1 m. As shown in Fig. 3, there is 15 categories in
this image of size 750×1024. In the experiments, 2% of labeled
pixels in each category are selected as training samples ran-
domly, 1%, 97% of the remaining labels are used for validation
and testing.

2) San Francisco Dataset: San Francisco dataset reflects the
land use of San Francisco area, and has a spatial resolution
of 10 m. It was sensed by AIR-SAR in 1989. As displayed in
Fig. 4, 900×1024 pixels and five categories are contained in
this L-band image. In the experiments, 5% of labeled pixels per
category are randomly selected [49], which are used for training
the model. 1% and 94% of the remaining labels are used for
validation and testing.

3) ESAR Oberpfaffenhofen Dataset: ESAR Oberpfaffen-
hofen dataset was produced by the ESAR airborne platform,
which reflects the land use of Oberpfaffenhofen village. As
displayed in Fig. 5, 1200× 1300 pixels belonging to three
categories are contained in this image [50]. In a similar way,
the labeled pixels are randomly divided into 5%, 1%, and 94%,
which are used for training, validation, and testing, respectively.

B. Experimental Details and Comparisons

The proposed model is implemented on the Pytorch frame-
work. The network is trained for 400 epoches with the learning
rate of 0.005, where Adam is utilized for optimization. In the
proposed model, the output representation dimension of each
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Fig. 5. ESAR Oberpfaffenhofen dataset. (a) Pauli RGB image. (b) Ground
truth. (c) Color map of categories.

TABLE I
SETTING OF PARAMETER λ USED TO CONTROL SEGMENTATION SCALES

layer of weighted graph convolutional network is set to 64.
More detailed parameter settings of MSGWGCN are reported
in Tables II and III. The parameter setting of the WGCN module
is given in Table II, which contains the network structure com-
position, the trainable parameters WQ, WK used for weighted
adjacency matrices under different scales, and the trainable pa-
rameters W(l) of the GCN layers. Table III shows the parameter
settings of the MFCFM module, which includes the specific
network structures and parameters of the parallel multikernel
CNN fusion under different fusion steps, and the parameters
of the cascading structure. The parameter K used to select the
edges of graphs corresponding to the three segmentation scales
is equal to the same value 15. The settings of parameters λ1, λ2,
and λ3, which are employed to control different segmentation
scales of different datasets are listed in Table I.

In order to quantify the performance of MSGWGCN and other
methods for comparisons, the comparison experiments employ
four metrics methods: per-class accuracy, overall accuracy (OA),
average accuracy (AA), and Kappa coefficient. In addition, the
visual results of the classification maps are also compared.

Several advanced methods are selected to compare with
MSGWGCN model, including SVM [51], 2-D-CNN [35],
3-D-CNN [52], AFS-CNN [45], DSNet [53], GCN [38],
CEGCN [54], and ViT [24]. The detailed experimental settings
of these compared methods are introduced as follows.

1) SVM: The RBF kernel is utilized in SVM, and the param-
eter σ used to control the local scope of the RBF kernel is
set to 0.001.

2) 2-D-CNN: This model has two 2-D-CNN layers and two
fully connected layers, of which the convolutional kernel
sizes are 2× 2 and 3× 3, respectively. The input patch
size is 9× 9.

3) 3-D-CNN: In this model, three 3-D-CNN layers with the
kernel size of 2× 3× 3 are employed to obtain classifi-
cation features, and two fully connected layers are used

for dimension transformation. Similarly, the size of input
patch is 9× 9.

4) AFS-CNN: This model contains a polarimetric feature
attention mechanism, six 2-D-CNN layers with the kernel
size of 3× 3 and two fully connected layers. The size of
input patch is as the same as 2-D-CNN.

5) DSNet: This model uses three depthwise separable convo-
lution layers to extract features, in which the kernel sizes
are 6× 6 and 1× 1 in the first layer, 3× 3 and 1× 1
in the second and last layer. Dense connection is used for
strengthening the feature representations. The size of input
patch is 15× 15.

6) GCN: We build two layers of graph convolutional network
to obtain the feature representation, in which the feature
representation dimensions for each GCN layer are equal
to 64 and 128, respectively.

7) CEGCN: In this model, two layers of graph convolutional
network are built to obtain global features, four 2-D-CNN
layers are employed to get local features, in which the
kernel sizes is 1× 1, 5× 5, 1× 1 and 5× 5, respectively.

8) ViT: The input patch size is 15× 15, and each pixel in the
patch is treated as a token. The self-attention head number
is set to 4, and the representation dimension of each head
is set to 8. The depth of self-attention layer is equal to 8.
The output dimension of MLP layer is 128.

C. Results on the Flevoland Dataset

In Table IV, the experiment results on the Flevoland dataset
are reported, including the per-class accuracy, OA, AA, and
Kappa coefficient. It can be seen that compared with the meth-
ods using deep neural networks, traditional machine learning
method SVM obtains the lowest accuracy. Among the CNN-
based methods, AFS-CNN performs better than 2-D-CNN, 3-D-
CNN, and DSNet in classification results, because it has the abil-
ity to mine the useful polarimetric features for classification. By
combining local and global features, CEGCN achieves higher
classification accuracy than GCN. Comparing the accuracy of
per class, it is clearly that the proposed method performs the
best in all categories except for bare soil. Compared to the CNN-
based methods, the proposed MSGWGCN can maintain a high
classification accuracy for per category. The reason is that MSG-
WGCN is able to use the global information more effectively to
obtain more accurate representation of the objects. Compared to
the GCN-based methods, MSGWGCN has the best performance
in “grass” with large sizes and “buildings” with small size, while
GCN and CEGCN do not. It shows that the use of multiscale
superpixel features is beneficial to PolSAR image classification.

In Fig. 6, classification maps obtained by different methods on
the Flevoland dataset are depicted. Due to the low accuracy ob-
tained by SVM, a large number of misclassified pixels exist in its
visual map. Classification maps of 2-D-CNN, 3-D-CNN, AFS-
CNN, DSNet, and ViT all have some scattered misclassification
pixels, because these models use independent patch features to
classify the central pixel. Among them, misclassification pixels
of ViT mostly appear near the boundary of objects. However,
there are clusters of misclassified pixels in the classification
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TABLE II
PARAMETER SETTINGS OF WEIGHTED GRAPH CONVOLUTIONAL NETWORK

TABLE III
PARAMETER SETTINGS OF MFCFM

TABLE IV
EXPERIMENTAL RESULTS OBTAINED BY DIFFERENT METHODS ON FLEVOLAND DATASET

maps of GCN, this is due to the fact that the basic processing unit
of GCN is superpixel. As displayed in Fig. 6(i), MSGWGCN
performs the best visual result. Compared to the classifica-
tion maps obtained by SVM, 2-D-CNN, 3-D-CNN, AFSCNN,
DSNet, and ViT, the proposed MSGWGCN has few scattered
misclassification pixels and more accurate classification on the
pixels at the boundary, which attributes to multiscale superpixels
in MSGWGCN. Due to various scales of objects in the Flevoland
dataset, single segmentation used in GCN and CEGCN is dif-
ficult to adapt to all objects, so that the classification maps
are not satisfactory. In conclusion, the proposed MSGWGCN

can effectively combine multiscale superpixel features to obtain
better boundary visual classification performance.

D. Results on the San Francisco Dataset

Table V shows the classification results obtained by different
models on the San Francisco dataset. Unlike the Flevoland
dataset, this dataset contains fewer target categories. SVM
obtains the relatively poor classification results, which indi-
cates that original polarimetric features do not have good
discrimination. It can be observed that the models 2-D-CNN,
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Fig. 6. Classification maps obtained by different methods on the Flevoland dataset. (a) SVM. (b) 2-D-CNN. (c) 3-D-CNN. (d) AFSCNN. (e) DSNet. (f) GCN.
(g) CEGCN. (h) ViT. (i) MSGWGCN.

TABLE V
EXPERIMENT RESULTS OBTIANED BY DIFFERENT METHODS ON SAN FRANCISCO DATASET

3-D-CNN, GCN do not perform well on this dataset, especially
in the category of bare soil. In contrast, the methods AFS-CNN,
DSNet, CEGCN, and ViT are more suitable for the complex
polarimetric features and yield superior performance in bare soil.
MSGWGCN not only achieves the highest OA of 99.44%, AA
of 97.66%, and Kappa coefficient of 99.12%, but also exceeds
other compared methods. The low classification accuracy in
the categories “bare soil” and ‘vegetation” are obtained by
2-D-CNN, 3-D-CNN, and ViT, but this issue does not happen
in the classification results obtained by MSGWGCN, which is
due to the better feature representation ability of MSGWGCN.
As for the “bare soil” with smaller size in the San Francisco
dataset, GCN and CEGCN get lower classification accuracy, but
MSGWGCN performs well. It proves that the proposed method
contributes to the identification of objects with small size.

Therefore, it can be illustrated that MSGWGCN has great ad-
vantages in PolSAR classification on the San Francisco dataset.

Fig. 7 shows the classification visualizations obtained by
different models on the San Francisco dataset. It is obvious
that the visual effect of MSGWGCN is superior to other com-
parison methods. Compared with SVM, 2-D-CNN, 3-D-CNN,
AFS-CNN, DSNet, and ViT, the visual result of the proposed
MSGWGCN does not contain apparent misclassification pix-
els. Although classification maps of GCN-based methods are
acceptable, they still have some shortcomings in the boundary
of objects and the preservation of integrity. In the visual maps
of MSGWGCN shown in the Fig. 7(i), it can be observed that
all the categories have the optimal visual performance. “Urban”
occupies the largest proportion in this PolSAR data, in which
there are scattered or clustered misclassification pixels in this
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Fig. 7. Classification maps obtained by different methods on San Francisco dataset. (a) SVM. (b) 2-D-CNN. (c) 3-D-CNN. (d) AFSCNN. (e) DSNet. (f) GCN.
(g) CEGCN. (h) ViT. (i) MSGWGCN.

TABLE VI
EXPERIMENT RESULTS OBTAINED BY DIFFERENT METHODS ON ESAR OBERPFAFFENHOFEN DATASET

category. The compared methods have shortcomings in main-
taining the integrity of the objects, but the proposed MSGWGCN
performs much better. Therefore, the proposed MSGWGCN has
advantages in the classification of objects with large scales. The
visual results show that MSGWGCN is suitable for preserving
the classification details and integrity.

E. Results on the ESAR Oberpfaffenhofen Dataset

Experimental results obtained by different methods on the
ESAR Oberpfaffenhofen dataset are shown in Table VI. Spe-
cially, the highest accuracy is achieved by MSGWGCN. Com-
pared with the advanced CNN-based model AFS-CNN and
GCN-based model CEGCN, the proposed MSGWGCN in-
creases the OA by 1.44% and 1.94%, the AA by 1.72% and

2.31%, and the Kappa by 2.46% and 3.3%, respectively. Besides,
the highest accuracy in each category is also achieved by the
proposed method. The ESAR Oberpfaffenhofen dataset has a
large size, in which polarimetric scattering features of each
category are complex. Therefore, classification of the pixels
in some areas tends to be more difficult, such as the category
“built-up areas.” Compared to other methods, the proposed
MSGWGCN achieves superior results in the “built-up areas.”
In conclusion, the proposed MSGWGCN has excellent feature
representation ability to enhance the performance of PolSAR
image classification.

Visual classification results obtained by different methods
on the ESAR Oberpfaffenhofen dataset are depicted in Fig. 8.
Like previous two datasets, there are some scattered misclas-
sified pixels in the visual maps obtained by the models with
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Fig. 8. Classification results obtained by different methods on the ESAR Oberpfaffenhofen dataset. (a) SVM. (b) 2-D-CNN. (c) 3-D-CNN. (d) AFSCNN.
(e) DSNet. (f) GCN. (g) CEGCN. (h) ViT. (i) MSGWGCN.

sample patches as input. The basic process unit of the proposed
MSGWGCN is superpixels, so that the scattered misclassified
pixels rarely appear in the visual maps of MSGWGCN. The
object boundary of the ESAR Oberpfaffenhofen dataset is more
variable. It can be observed that GCN and CEGCN are prone to
misclassify at the boundary of land cover objects. For example,
pixels at the edge of “wood land” are misclassified into “built-up
areas.” In contrast, this misclassification does not appear in the
visual results obtained by MSGWGCN, because of its superior
superpixel feature representation capability. In summary, the
classification effect provided by MSGWGCN is highly com-
petitive with other methods.

F. Ablation Experiments

In order to demonstrate the contributions of the proposed
modules to the final classification, a series of ablation exper-
iments are conducted on the Flevoland, San Francisco, and
ESAR Oberpfaffenhofen datasets. OA is utilized to evaluate the
classification performance of the models. Classification results
of the ablation experiments are shown in the Table VII. In the

TABLE VII
ABLATION EXPERIMENTS ON THREE POLSAR DATASETS

table, “without multiscale” means that multiscale inputs are not
used in the MSGWGCN, and only single-scale superpixels are
used as inputs. “without WGCN” denotes that the WGCN is not
utilized in the MSGWGCN, but is replaced with a regular GCN
layer, which is used to analyze the influence of the WGCN mod-
ule. “Without MFCFM” represents that the MFCFM module is
removed from MSGWGCN, so that the validity of MFCFM can
be verified.

From Table VII, it can be observed that multiscale, WGCN
and MFCFM all have positive impacts on the classification
performance. For the Flevoland and San Francisco datasets, mul-
tiscale input makes a greater contribution to the classification.
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Fig. 9. OA with different numbers of segmentation scales on the San Francisco
dataset.

For the ESAR Oberpfaffenhofen dataset, MFCFM plays a more
important role in the classification.

G. Discussions

1) Effect of Multiscale Superpixels: To further verify the
effectiveness of multiscale superpixels, the effect of different
segmentation scale numbers on the San Francisco dataset are
analyzed, and the performance on using different training sample
numbers (2%, 1%, 0.5%, 0.1%) are compared in the experiment.
Note that the final classification results of single segmentation
scale λ1, λ2, λ3 are also optimized by using the proposed
MFCFM to ensure fairness. OA of classification performance
with different numbers of segmentation scales is displayed in
Fig. 9. Obviously, OA increases as training samples increases in
all cases. In addition, it is clear that compared with a single seg-
mentation scale, multiscale superpixels can achieve higher OA
with different training samples. The compared results prove that
multiscale superpixels have strength in using spatial information
of PolSAR image. As the number of the used segmentation
scales increased, the OA on the San Francisco dataset increases.
However, it can be observed that OA increases slowly when
the number of used scales reaches 3. Therefore, in the previous
comparison experiments, the number of the segmentation scales
is set to 3.

The visual results with different numbers of segmentation
scale on San Francisco dataset are shown in Fig. 10. It is found
that there are more misclassified pixels in the classification maps
obtained by using superpixels of single scale. Especially, from
Fig. 10(a)–(c), it is observed that some regions in an intact object
are always misclassified with a single segmentation of small size
λ1, while this issue rarely occurs in the classification maps of
larger scale superpixels λ2 and λ3. For example, the regions
marked in blue circles. However, small scale superpixels have
advantages in classification of boundary regions similar to red
circle marks. In contrast, as shown in the Fig. 10(d)–(g), clas-
sification maps of multiscale superpixels have preferable clas-
sification performance in keeping the integrity and boundaries
of objects, where using superpixels of three scales λ1 + λ2 + λ3

Fig. 10. Classification visual maps with different numbers of segmentation
scale on the San Francisco dataset. (a) λ1. (b) λ2. (c) λ3. (d) λ1 + λ2.
(e) λ2 + λ3. (f) λ1 + λ3. (g) λ1 + λ2 + λ3.

TABLE VIII
OA WITH DIFFERENT SIZES OF PARALLEL CONVOLUTIONAL KERNEL IN

MFCFM

contributes the best classification map. Therefore, effective com-
bination of spatial features guided by different scale superpixels
is beneficial to PolSAR classification.

2) Effect of MFCFM: To yield the final classification results,
MFCFM is proposed to fuse the classification maps of three
scales, in which a parallel multikernel CNN fusion operation is
designed for optimization. Several experiments are conducted on
three datasets to verify the validity of MFCFM and explore the
effect of parallel convolutional kernel on classification accuracy.
The experimental results are listed in Table VIII. ⊕ stands for
the direct concatenation of features at different scales. It can be
observed that OA obtained by using parallel multikernel CNN is
higher than that of direct concatenation on three datasets, which
indicates that the proposed MFCFM has advantages in the fusion
of features at different scales. Besides, OA of three datasets
increases with the size of parallel convolutional kernels, which
means that convolutional kernels of different sizes enable to
utilize multiscale contextual information to improve the PolSAR
image classification.

3) Effect of Neighbor Number K: In MSGWGCN, the KNN
algorithm is employed to select K nodes to construct the graphs
of different scales. Therefore, a series of experiments on the
San Francisco dataset are carried out to analyze K is analyzed.
Fig. 11 depicts the classification accuracy with different numbers
of the nearest neighbors, where K ranges from 1 to 50. Obvi-
ously, OA reaches the highest when K is equal to 15. Finally,
the value of the neighbor number K in MSGWGCN is set to 15.

4) Effect of Training Sample Ratios: To analyze the clas-
sification performance of the proposed MSGWGCN with dif-
ferent training ratios, a series of experiments are conducted
on the Flevoland, San Francisco, and ESAR Oberpfaffenhofen
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TABLE IX
EXPERIMENTAL RESULTS OF THE GENERALIZATION PERFORMANCE OBTAINED BY DIFFERENT METHODS

Fig. 11. OA with different numbers of the nearest neighbor K on the San
Francisco dataset.

Fig. 12. Classification results by using different ratios of labeled training
pixels.

datasets. Experimental results are depicted in the Fig. 12. From
the figure, it can be seen that classification accuracy of the three
datasets decreases as the ratio of training samples decreases.
When the ratio is 0.2%, the OA obtained on the three datasets
are the lowest, but still remain above 96%. When the ratio of
training samples is higher than 0.5%, the classification accuracy
decreases slowly with the decrease of the sampling ratio. More-
over, in order to further evaluate the classification performance
of the proposed MSGWGCN under lower training sample ratios,
three representative compared methods with the best classifica-
tion performance, including ViT, AFS-CNN, and CEGCN, are
selected to compare with MSGWGCN on the Flevoland dataset.
In the comparison experiments, different training sample ratios

Fig. 13. Classification results obtained by different methods under different
training sample ratios on the Flevoland dataset.

(2%, 1%, 0.5%, 0.2%) are set. Experimental results are depicted
in the Fig. 13. From the Fig. 13, it can be obviously found
that under different training ratios, classification performance
achieved by the proposed MSGWGCN is better than other com-
pared methods. Especially, under lower training sample ratio of
0.2%, OA obtained by MSGWGCN on the Flevoland dataset
can be higher than 97%, while OAs achieved by other compared
methods are lower than 94%. Experimental results prove that
the proposed MSGWGCN can still have excellent classification
performance under lower training ratio.

5) Generalization Performance: In order to validate the gen-
eralization performance of the proposed classifier, some com-
parison studies are designed. In the novel designed experiments,
one of the three datasets is used as the training data, and the
predictions are conducted on the remaining two datasets to test
the generalization performance. Before prediction, only a small
number of samples (20 samples per category) from the test
datasets are used to fine-tune. In this way, generalization per-
formances of different methods including AFS-CNN, CEGCN,
ViT, and MSGWGCN are compared, where the classification
performances are shown in the Table IX. Fle, San, and ESAR
stand for the Flevoland dataset, San Francisco dataset, and ESAR
Oberpfaffenhofen dataset, respectively.→ stands for the transfer
direction. For example, Fle→ San means that Flevoland dataset
is used as the training dataset and San Francisco dataset is uti-
lized as the test dataset. OA is used to evaluate the generalization
performance of classification.

From Table IX, it can be observed that the proposed MSG-
WGCN achieves the highest classification results on all transfer
experiments. When the transfer experiments are conducted from
Flevoland dataset to ESAR Oberpfaffenhofen dataset, as well as
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from San Francisco dataset to Flevoland dataset, OA obtained
by MSGWGCN is 92.01% and 95.62%, respectively, which
is much higher than other methods. Therefore, comparative
experimental results show that the proposed method has superior
generalization performance.

V. CONCLUSION

In this article, an MSGWGCN is proposed to classify the Pol-
SAR image. The proposed MSGWGCN can combine the advan-
tages of superpixels with different scales and perform obvious
effect on the boundary pixel classification. The weighted graph
convolutional network is employed in the proposed framework
to obtain multiscale superpixel features, which enables to take
full advantage of land cover object spatial information in Pol-
SAR images. The MFCFM is developed to fuse the multiscale
features at pixel level, which can preserve multiscale information
to make the classification results more accurate. Experimental
results on the the three datasets prove the effectiveness of MS-
GWGCN.

The proposed MSGWGCN obtains satisfactory classification
results by training with a relatively large number of labeled
samples. Due to the strong feature propagation ability of graph
convolutional network, samples without labels can still obtain
high confidence in category prediction, which can be added as
pseudolabeled samples in the iteration training. Therefore, in the
future, the combination of superpixels and deep neural networks
in semisupervised learning for PolSAR image classification will
be explored.
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