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Poverty Estimation Using a ConvLSTM-Based
Model With Multisource Remote Sensing

Data: A Case Study in Nigeria
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Abstract—Poverty is a global challenge, the effects of which are
felt on the individual to national scale. To develop effective sup-
port policies to reduce poverty, local governments require precise
poverty distribution data, which are lacking in many areas. In this
study, we proposed a model to estimate poverty on a spatial scale
of 10 × 10 km by combining features extracted from multiple data
sources, including nighttime light remote sensing data, normalized
difference vegetation index, surface reflectance, land cover type,
and slope data, and applied the model to Nigeria. Considering
that the trends of environmental factors contain valid information
related to poverty, time-series features were extracted through
convolutional long short-term memory and used for the assessment.
The poverty level is represented by the wealth index derived from
the Demographic and Health Survey Program. The model exhibited
good ability to estimate poverty, with an R2 of 0.73 between the
actual and estimated wealth index in Nigeria in 2018. Applying the
proposed model to poverty estimation for Nigeria in 2021 yielded an
R2 value of 0.69, indicating good generalization ability. To further
validate model reliability, we compared the assessment results with
high-resolution satellite imagery and a state-level multidimensional
poverty index. We also investigated the impact of incorporating
time-series features on the accuracy of poverty assessment. Results
showed that the addition of time-series features increased the accu-
racy of poverty estimation from 0.64 to 0.73. The proposed method
has valuable applications for estimating poverty at the grid scale
in countries without such data.

Index Terms—Convolutional long short-term memory
(convLSTM), Nigeria, nighttime light (NTL), poverty, time-series
features.

I. INTRODUCTION

POVERTY is a global problem. According to the World
Bank’s 2022 World Development Report, the COVID-

19 pandemic caused the global economy to experience its
worst crisis in a century, and the global poverty rate rose for
the first time in this generation [1]. Prior to the outbreak of
COVID-19, 1.2 billion people in 111 developing nations were
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experiencing multidimensional poverty, according to the 2022
Global Multidimensional Poverty Index (MPI) report of the
United Nations Development Program [2]. Thus, reducing
poverty has long been a global priority, especially in develop-
ing countries [3]. Poverty has many adverse effects, including
malnutrition, high infant mortality rates, poor life expectancy,
food insecurity, and slow economic growth, which are particu-
larly significant in sub-Saharan Africa [4]. Nigeria is the most
populous country in Africa, with over 200 million inhabitants
[5]. Despite its status as the world’s fifth largest exporter of
liquefied natural gas and its abundant oil and gas resources [6],
Nigeria currently has 97 million people living in poverty, the
second highest amount in the world after India [2]. Poverty has,
therefore, become a major barrier to Nigeria’s sustainable de-
velopment. Although poverty has long been an issue in Nigeria,
it has only worsened at an alarming rate in recent years [7].
The United Nations has set a target for ending extreme poverty
through sustainable development by 2030 [8]; however, this
goal is highly unrealistic for Nigeria unless effective measures
are implemented immediately. Therefore, accurate poverty data
are critical for enabling the Nigerian government to establish
scientifically sound poverty reduction programs that are adapted
to local conditions.

Poverty is defined as the inability of individuals or families to
acquire fundamental necessities [9]. Indices, such as the gross
domestic product (GDP), per-capita income, housing, education,
and energy, have been frequently used to assess the poverty status
of households or areas [10], [11]. Although a series of studies
have provided detailed estimates of education, healthcare, and
fixed assets in developing countries [12], [13], [14], [15], gaps
still exist in the measurement of economic metrics, such as
poverty. Traditional ways of poverty measurements largely rely
on economic survey data. However, frequent economic surveys
require substantial investment, estimated at $1 billion per year
in low-income nations [16]. Furthermore, economic surveys
are limited by their inability to cover the entire population
and delayed data updates [17]. Therefore, the main barrier
to identifying poverty is a lack of sufficient and trustworthy
data [18].

Unlike typical statistical or survey data, remote sensing data
are objective and stable sources of information that can be
updated quickly [19]. Nighttime light (NTL) remote sensing
data capture Earth’s NTL from space and has been widely used to
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monitor human economic activities, such as impervious surfaces
[20], food security [21], carbon dioxide emissions [22], urban
development [23], [24], [25], [26], GDP [27], [28], electricity
consumption [29], and population changes [30]. Because NTL
intensity can effectively reflect the regional economic situation
[31], it is commonly used for poverty assessments [32], [33],
[34], [35]. For example, Lin et al. [36] used NTL data to
observe and model dynamic changes in economic development
in the Nile River Basin and verify that NTL data are a feasible
alternative to large-scale economic surveys. Moreover, Yong
et al. [37] integrated NTL data from the Defense Meteorological
Satellite Program Operational Linescan System and National
Polar-Orbiting Partnership Visible Infrared Imaging Radiome-
ter Suite (VIIRS) to evaluate poverty status in southwestern
China. However, these studies relied solely on NTL data as
an information source and may have omitted other important
poverty-related factors [38]. Furthermore, the brightness value
of NTL is typically low in locations where living standards
are near the poverty line, resulting in a negligible brightness
difference. Therefore, NTL data alone cannot easily distinguish
between economic activity levels in such locations [17].

To compensate for this shortcoming, some studies have at-
tempted to incorporate additional data sources alongside NTL
data. For example, Wang et al. [39] combined NTL data with
land cover and digital elevation model (DEM) data to identify
poverty levels in county-level administrative regions in China.
Moreover, Shi et al. [40] developed a comprehensive poverty
index by integrating NTL data, DEM, normalized difference
vegetation index (NDVI), and point-of-interest (POI) data to
generate a poverty map of Chongqing, China. Studies utilizing
multiple data sources have achieved more accurate poverty
assessments than those using only NTL data [40]. In current
poverty assessment, NTL data [41] are often combined with
other data, such as land cover data [39], [42], NDVI [43], [44],
Google Earth imagery [17], [45], and DEM [40], [42], to enhance
the accuracy of the assessment.

However, the features currently used for poverty estimation
are limited to single temporal or attribute features and do not
include time-series features. Time-series features can provide
information regarding the long-term trends and development
directions of an observed object [46], [47]. In many studies
[48], [49], [50], [51], integrating different types of features
proved crucial for improving model performance. The degree
of poverty in a particular area is not only influenced by current
environmental factors but also by past factors and their trends
over time. For example, NTL brightness levels can reflect the
construction of infrastructure, such as roads; however, although
an increase in infrastructure construction may not immediately
alleviate poverty, it may impact future poverty alleviation. Thus,
an upward trend in the level of NTL brightness may indicate
increasing construction of infrastructure and a greater likelihood
of poverty alleviation. Therefore, the inclusion of time-series
characteristics in poverty assessments can increase the variety
of features, deliver the combined benefits of spatial and temporal
data, and produce more accurate results.

Traditional methods for extracting time-series features in-
clude autoregressive integrated moving average models [52],

[53], filter-based methods [54], [55], and support vector ma-
chines [56], all of which exhibit limitations when dealing with
massive high-dimensional amounts of data [57]. However, cre-
ating an efficient machine-learning model necessitates extensive
domain knowledge [58]. Deep learning models are capable of
extracting higher dimension and more abstract latent features
from data than traditional methods [58], performing autonomous
learning from the data [59], and directly adapting to data without
any prior assumptions [60]. Indeed, deep learning has been
successfully applied to remote sensing because of its adaptability
in feature representation and automation [61]. Deep learning
models can accurately approximate complex nonlinear relation-
ships and help extract time-series features from remote sensing
images [59], [62]. Deep learning models have been used widely
for extracting time-series features. For example, Chen et al. [48]
used an attention mechanism in conjunction with long short-term
memory (LSTM) to extract time-series features and predict the
remaining service life of machinery. Chemali et al. [63] used a
recurrent neural network (RNN) with LSTM to estimate the state
of charge of lithium-ion batteries. Kisvari et al. [64] proposed a
method for forecasting wind power generation that relies on a
gated recursive deep learning model that extracts temporal fea-
tures. Convolutional long short-term memory (ConvLSTM) is a
spatial extension of LSTM that aims to extract spatiotemporal
features from data by combining convolution operations [65].
Compared with RNN models, ConvLSTM not only alleviates
gradient explosion and vanishing problems but also further
extracts high-dimensional spatiotemporal features [65], [66].

This study proposes a ConvLSTM-based model to estimate
poverty by combining features extracted from multiple data
sources, including NTL remote sensing data, NDVI, surface
reflectance, land cover type, and slope data. The primary contri-
butions of this study are as follows.

1) This study introduces time-series features into a poverty
assessment model. Poverty often exhibits continuity over
time, with poverty in previous years affecting poverty in
the present. In this study, we selected time-series features
for inclusion in poverty-level analysis and integrated them
with spatial features to enhance their diversity. By ex-
ploiting the advantages of these features, we ultimately
improve the accuracy of poverty assessment.

2) We developed a ConvLSTM-based model to extract spa-
tiotemporal features for poverty assessment. Compared
with the traditional LSTM networks, ConvLSTM can
extract temporal features while preserving the spatial fea-
tures of remote sensing images. Therefore, we extracted
the spatiotemporal features of NTL, NDVI, and surface
reflectance using ConvLSTM and combined them with
the spatial features of land cover and slope data obtained
through convolution, creating a ConvLSTM feature fusion
model. We then compared the evaluation results with and
without the addition of temporal features, and confirmed
that the inclusion of temporal features improves the accu-
racy of the poverty assessment model.

3) We generated a high-precision poverty map of Nigeria
with a resolution of 10×10 km using the proposed poverty
assessment model. This poverty map can reveal the spatial
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Fig. 1. Map of Nigeria.

distribution of poverty and assist local governments in
formulating effective poverty reduction policies.

The rest of this article is organized as follows. Section II
describes the study area, data sources, ConvLSTM network
model structure, and the specific poverty assessment method.
Section III presents the methods. Section IV presents the results
and evaluates the model accuracy. Section V discusses the
strengths and limitations of the study and further analyzes the
impact of time-series features. Finally, Section VI concludes this
article.

II. STUDY AREA AND DATA

A. Study Area

Nigeria is located at the tip of Africa’s west coast on the Gulf
of Guinea and has abundant mineral resources, including coal,
iron ore, and barite [67]. Nigeria is divided into 36 states and
1 Federal Capital Territory, covering 923 768 km2 (see Fig. 1).
According to data from the World Bank, Nigeria had a GDP of
44.083 billion U.S. dollars and a population of 213.4 million
people in 2021, making it the largest economy and most popu-
lous country in Africa [68]. Despite its abundant natural and hu-
man resources, Nigeria continues to suffer from severe poverty,
with significant disparity in economic development between
the southern and northern regions. The southern region relies
primarily on industries, such as manufacturing and petroleum,
making it relatively wealthy, whereas the northern region, which
relies mainly on agriculture and livestock, is relatively poor [69].
As a result, Nigeria’s social and economic development exhibits
clear spatial inequality. Overall, the Nigerian economy is char-
acterized by an overdependence on the petroleum industry, with
a single economic structure and major problems of poverty and
wealth polarization [70].

B. Data

Seven different types of data were used in this study (see
Fig. 2): demographic and health survey (DHS) wealth index (WI)
data, NTL, surface reflectance, NDVI, slope, land cover, and
administrative boundary data. WI was the dependent variable
in the poverty estimation model, and the independent variables
were derived from NTL, surface reflectance, NDVI, land cover
type, and slope data. A background map was created using
administrative boundary data.

The WI is a composite measure of a household’s standard
of living derived from the DHS survey [71], [72], which has
previously been used to assess household poverty levels [73],
[74], [75]. The WI is divided into integers ranging from 1 to
5, where 1 represents the poorest and 5 represents the richest.
DHS surveys provide the geographical coordinates of household
clusters, which are randomly offset by up to 5 km (1% of
rural clusters have a maximum offset of 10 km) to safeguard
the respondents’ anonymity. To estimate poverty in Nigeria,
the average result of the intracluster household WI was used
as the WI of the cluster. We employed 2018 Nigerian survey
data as the sample, which included 1382 household clusters of
between 10 and 30 households, with a mean of 29.1 and a median
of 30.

The annual VIIRS nighttime lights (VNL) V2 data from 2012
to 2018 released by the Earth Observation Group under the
National Oceanic and Atmospheric Administration in the United
States [76] were used to reflect the NTL intensity. The image
element radiation values are given in nW/cm2/sr, and the data
have a resolution of 15 arc-sec (equator at 500 m).

NDVI, surface reflectance, and DEM data were derived
from Google Earth Engine [77]. NDVI data were provided
by the MOD13A1 V6.1 (MODIS/061/MOD13A1) with a data
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Fig. 2. Datasets used in this research. (a) WI map. (b) National polar-orbiting partnership VNL image. (c) Surface reflectance map. (d) NDVI map. (e) Slope
map. (f) Land cover map.

resolution of 500 m. The MOD13A1 product is a 16-
day composite dataset, and data from 2018 were aver-
aged monthly to generate monthly data for this study. Sur-
face reflectance data were obtained from MOD09A1 V6.1
(MODIS/061/MOD09A1). The MOD09A1 product comprises
eight-day composite data with a data resolution of 500 m,
corrected for atmospheric conditions, such as gases, aerosols,
and Rayleigh scattering. To reflect changes in surface reflectance
over the course of the year, monthly data for 2018 were generated
using monthly averages of the sur_refl_b01 band (wavelength
620–670 nm) from the MOD09A1 product. Slope data were cal-
culated using Google Earth Engine’s Shuttle Radar Topography
Mission V3 digital elevation product (USGS/SRTMGL1_003)
with a resolution of 30 m.

Land cover data from 2018 at 300 m resolution, provided by
the European Space Agency Climate Change Initiative project,
were used to reflect the surface cover characteristics [78]. Ad-
ministrative boundary vector data for Nigeria were obtained
from the Database of Global Administrative Areas [79].

III. METHODS

A. Feature Design

Poverty is a complex phenomenon that is influenced by
several elements, including natural, social, and geographical
factors. This study considered the selection of features from
three perspectives: economic activities, surface morphology,
and natural environment. Table I presents previous studies that
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TABLE I
DATA USED IN POVERTY ASSESSMENT

used remote sensing data to estimate poverty. Among them,
NTL data were most commonly used and are considered to
accurately reflect the socioeconomic development status [80],
[81], [82]. NDVI data exhibit strong seasonal variations that are
closely related to crop yields and pasture conditions [43], which
can indirectly reflect economic conditions. Surface reflectance
provides a comprehensive reflection of surface conditions. Land
cover data describe the land’s usage types, whereas slope data
capture information regarding terrain, landforms, and changes in
elevation. Therefore, we ultimately determined five data types:
NTL, surface reflectance, NDVI, slope, and land cover type, to
construct the poverty assessment model.

As longer time intervals can better reflect economic devel-
opment trends, NTL data were collected annually from 2012
to 2018 to form a time-series dataset. Considering the seasonal
variation in vegetation and the surface environment, NDVI and
surface reflectance data were collected monthly from January to
December 2018. As the slope data and land cover data changed
less frequently over time, these data were not used to construct
the time series.

The above data have different spatial resolutions, with the
NTL, NDVI, and surface reflectance data having a resolution of
500 m, the slope data having a resolution of 30 m, and the land
cover data having a resolution of 300 m. To unify the resolution,
slope and land cover data were resampled to a resolution of
500 m. Datasets consisting of each type of data were normalized
to achieve a mean of zero and a standard deviation of one.

B. Extraction of Temporal Features by ConvLSTM

LSTM is an RNN modification that overcomes gradient ex-
plosion and disappearance problems caused by long-sequence
training [84]. Unlike the traditional RNN model, LSTM has
a special memory cell structure in which each memory cell
consists of a cell state and a hidden state. The cell state is
responsible for storing memory, whereas the hidden state is used
to output information. The input, output, and forget gates of
LSTM regulate the transmission and processing of information

Fig. 3. Diagram of the ConvLSTM structure.

within a cell [85]. The input gate regulates the information
stored in the cell, the output gate controls how the information
is delivered to the next cell, and the forget gate determines the
information that will be discarded. In LSTM, the information
transfer mechanism of a cell unit is governed by the following
equations:

it = σ (Wxixt +Whiht−1 +Wci ◦ ct−1 + bi) (1)

ft = σ (Wxfxt +Whfht−1 +Wcf ◦ ct−1 + bf ) (2)

ct = ft ◦ ct−1 + it ◦ tanh (Wxcxt +Whcht−1 + bc) (3)

ot = σ (Wxoxt +Whoht−1 +Wco ◦ ct + b0) (4)

ht = ot ◦ tanh (ct) (5)

where it represents the input gate, ft represents the forget gate,
and ot represents the output gate. ct represents the state at
the current moment, ct−1 represents the state at the previous
moment, ht represents the final output, ht−1 represents the
output at the previous moment, and xt represents the input at
the current moment. W·i and bi are the weights and biases of
the input gates, W·f and bf are the weights and biases of the
forgetting gates, and W·o and bo are the weights and biases of
the output gates, respectively, where “·” denotes x, h, and c, ◦
denotes the Hadamard product, and σ is the sigmoid function.

Although LSTM can successfully extract time-series features,
it loses the spatial correlation and features of two-dimensional
(2-D) data [65]. This is because the LSTM must flatten 2-D data
into a 1-D vector when dealing with 2-D inputs. Shi et al. [65]
suggested a modified LSTM called ConvLSTM to address this
issue. The main distinction between ConvLSTM and LSTM is
that ConvLSTM uses a convolution operation instead of matrix
multiplication to facilitate the extraction of spatiotemporal fea-
tures from the 2-D data (see Fig. 3) according to the following
formulae:

it = σ (Wxi∗Xt +Whi∗ht−1 +Wci ◦ ct−1 + bi) (6)

ft = σ (Wxf∗Xt +Whj∗ht−1 +Wcf ◦ ct−1 + bf ) (7)

ct = ft ◦ ct−1 + it ◦ tanh (Wxc∗Xt +Whc∗ht−1 + bc) (8)

ot = σ (Wxo∗Xt +Who∗ht−1 +Wco ◦ ct + b0) (9)
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Fig. 4. Schematic of the poverty assessment model. (a) Data preprocessing. (b) Model structure. (c) Accuracy evaluation.

ht = ot ◦ tanh (ct) (10)

where ∗ denotes the convolution operator, W denotes a 2-D
convolution filter with kernel k × k, and k denotes the size of
the convolution kernel. The remaining symbols are the same
as those in LSTM. As convolutional computation and LSTM
can extract spatial and time-series features, they are ideal for
extracting spatiotemporal data for poverty estimation.

C. Structure of the Poverty Assessment Model

Because of the maximum 5-km offset for each household
cluster location, a 10 × 10 km grid was generated with each
cluster location as the center to ensure that the original location
before the offset was within the study area. Subsequent poverty
assessments were based on a 10 × 10 km grid as the basic

research unit. The overall poverty assessment process is shown
in Fig. 4, which includes the following aspects.

1) Data preprocessing: Slope data for the study area were de-
rived from the DEM data. Slope and land cover data were
resampled and processed to construct an image dataset,
whereas NTL, NDVI, and surface reflectance data were
used to build a time-series dataset.

2) Model structure: The poverty assessment estimation
model proposed in this study was built based on Con-
vLSTM and convolutional layers. The multiple extracted
features were integrated, and poverty assessment was
performed through fully connected layers. Considering
the strong correlation between NTL data and poverty
levels, the number of channels for extracting the NTL data
features using ConvLSTM was set to 32. The number of
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Fig. 5. Scatter plots of actual and estimated WI for Nigeria in (a) 2018 and (b) 2021.

channels for extracting the NDVI and surface reflectance
data features using ConvLSTM was set to 16. The number
of convolutional channels for extracting the slope and land
cover data was set to 32. Detailed parameter settings and
model architectures are shown in Fig. 4(b).

3) Accuracy evaluation: The model was trained using tenfold
cross validation. The accuracy of the model was evaluated
by calculating the R2 value between the actual and esti-
mated values. Subsequently, a trained model was used to
estimate the poverty level of Nigerians in 2021 to prove its
generalization performance. Furthermore, the accuracy of
poverty estimation was validated by comparing the model
results with high-resolution remote sensing imagery and
a state-level MPI.

D. Training Methods

During the training process, the poverty assessment model
was trained using the mean squared error (MSE) loss function
and the stochastic gradient descent optimizer with momentum.
The batch size was set to 16 and the model was trained for 200
epochs. MultiStepLR is a learning rate decay method used in
PyTorch [86] that adjusts the learning rate at set intervals [87].
The initial learning rate was set to 0.01. Then, the MultiStepLR
strategy was employed to adjust the learning rate, which was
reduced by 50% every 20 epochs after 100 epochs of training.
After multiple attempts, the aforementioned parameter settings
achieved satisfactory results for the validation set. All models
trained for 200 epochs were evaluated on the validation set, and
the model with the highest R2 was applied to the test set. To
prevent overfitting and enhance the robustness and stability of
the model, dropout layers were added to the fully connected
layers, and image augmentation was performed using random
flipping.

To test the performance of the poverty assessment model,
tenfold cross validation was used to estimate the WI values
for Nigeria in 2018. The 1382 household clusters in Nigeria
were randomly divided into ten equally sized subsamples, with

no overlap between the subsamples. We independently trained
ten models, each with a different test set, with ten subsamples
rotating as the test set. The remaining nine folds were used, with
one fold as the validation set and eight folds as the training
set. We trained the model on the training set and tuned its
hyperparameters using a validation set. Finally, we evaluated the
performance of the model on the test set using the coefficient
of determination (R2) between the actual and estimated values.
The final poverty assessment model was applied to all regions
of Nigeria to obtain WI estimates at a resolution of 10 × 10 km.

IV. RESULTS

A. Accuracy Evaluation of the Poverty Estimation Model

The accuracy of the model was evaluated by calculating
the R2 value between the actual WI values and the estimated
values for Nigeria, which was 0.73 [see Fig. 5(a)]. The R2

value represents the proportion of the variance in the dependent
variable that is predictable from the independent variable, with
an R2 of 0.73 indicating that the proposed poverty assessment
model has good explanatory power for the level of poverty.

To further evaluate the generalizability of the model, we tested
the applicability of the model developed using data from one year
to the estimation of poverty in another. As the DHS provided WI
data for Nigeria in 2021, we applied the model trained on data
from 2018 to estimate the WI in 2021 and compared the results
with the actual WI [see Fig. 5(b)]. An R2 of 0.69 suggests a sig-
nificant correlation between the actual and estimated values for
Nigeria in 2021. Notably, the accuracy of the model was lower
for 2021, which may be related to changes in the distribution
pattern caused by Nigeria’s economic development. However,
the model exhibited a high overall level of accuracy, indicating
its applicability across time dimensions and good generalization
ability.

The poverty estimation results for Nigeria are shown in
Fig. 6(b). The distribution structure of the poverty estimates was
very similar to that of the true values [see Fig. 6(a)], indicating
good performance of the proposed model. The range of the
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Fig. 6. Residual analysis results. (a) Actual WI. (b) Estimated WI. (c) Residual obtained from the true value minus the estimated value. (d) Residual hot spot
analysis.

Fig. 7. Validation of poverty estimation results in Nigeria using Google Earth images.

actual WI was 1–5, whereas the range of the estimated WI was
1.50–4.95, which is smaller than the range of the true values.
Fig. 6(c) displays the residuals obtained by subtracting the
predicted values from the true values. Most of the residuals were
between −0.5 and 0.5, indicating a small difference between the
true and estimated values. Fig. 6(d) presents a hot spot analysis
of the residuals between the actual and estimated values using
the Getis-Ord (GI∗) method [88]. Hot spots were concentrated
in high-value areas, and cold spots were concentrated in low-
value areas. As the residuals were obtained by subtracting the
estimated values from the actual values, the proposed model
appeared to understate high values and overstate low values.
This may be related to the use of the MSE as a loss function
in the poverty estimation model. The MSE was less sensitive to

deviations in the predicted results, and the model tended to bias
the output toward the mean. The MSE loss function averages
the impact of the outliers rather than increasing their influence.

B. Accuracy Verification by Comparison With
High-Resolution Remote Sensing Images

A poverty map of Nigeria at a 10 × 10 km resolution was
generated using the poverty estimation model, as shown in Fig. 7.
Regions with higher WI values are displayed in red, whereas
those with lower WI values are displayed in blue. Overall, the
southern regions of Nigeria appeared more affluent, whereas the
northern regions appeared less affluent. Previous research has
indicated that visual comparisons using high-resolution remote
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Fig. 8. Comparative analysis of average WI and MPI values. (a) State-level average WI. (b) State-level MPI.

sensing imagery can effectively validate assessment results.
For example, Shi et al. [40] assessed the accuracy of poverty
identification results through remote sensing imagery. Varshney
et al. [89] evaluated the proportion of metal and thatched roofs
using Google Earth imagery and considered villages with a
higher proportion of thatched roofs as impoverished. Therefore,
according to the previous research, we randomly selected three
high-WI estimated points and three low-WI estimated points
on the poverty map of Nigeria. We then visually validated
the accuracy of the poverty assessment results using Google
Earth. The estimated WI values for the points corresponding
to Fig. 7(a)–(c) were 4.4, 4.2, and 4.7. According to Google
Earth imagery, these three points are located in urban areas with
complete road networks, which is consistent with the evaluation
results of higher WI values. The estimated WI values for the
points corresponding to Fig. 7(e) and (f) were 1.9, 2.3, and
2.6, respectively; these are located in wastelands and rural
areas with no large buildings and inconvenient transportation,
which is consistent with the evaluation results of lower WI
values.

C. Accuracy Evaluation Through Comparison With the
State-Level MPI

To further assess the accuracy of the model, we partitioned the
generated poverty map of Nigeria based on different states and
conducted regional statistical analysis. We calculated the mean
of all poverty assessment values within each state as the average
WI for that state. Then, the results were compared with the MPI
provided by the 2018 Nigerian Human Development Report
[90]. The MPI is an indicator developed by the United Nations
Development Program in collaboration with the Oxford Poverty
and Human Development Initiative to measure the severity of

Fig. 9. Scatter plot of MPI and average WI values.

poverty [91]. The value of MPI ranges from 0 to 1, where a
value closer to 0 denotes greater prosperity and a value closer to 1
denotes greater poverty. Fig. 8(a) shows the average WI for each
state in Nigeria, with colors set using the natural breaks (Jenks)
[92] method, where lighter colors represent affluence and darker
colors represent poverty. Fig. 8(b) shows the MPI values for each
state, again with the colors set using the natural breaks (Jenks)
method. As shown in Fig. 8(a) and (b), the spatial distributions
of the state-level average WI and MPI were very similar, both
showing a pattern of affluence in the south and poverty in the
north. Fig. 9 depicts the R2 value between the average WI and
MPI for each state in Nigeria, which was 0.66. This indicates
that the estimated average WI can accurately explain the MPI
and reflect the level of poverty in Nigeria.



TANG et al.: POVERTY ESTIMATION USING A CONVLSTM-BASED MODEL WITH MULTISOURCE REMOTE SENSING DATA 3525

TABLE II
R2 VALUES FOR FIVE DIFFERENT EVALUATION METHODS

V. DISCUSSION

A. Effect of Including Time-Series Features on Model
Accuracy

To investigate the effect of time-series features on poverty
estimation, two sets of experiments were conducted with and
without time-series features. The first used only NTL data,
whereas the second used multiple data sources, including NTL,
surface reflectance, NDVI, slope, and land cover. The model
without time-series features extracted spatial features using only
convolution. The R2 values for each of the five models used for
estimating the WI are shown in Table II. The cubic polynomial
model using only NTL data to estimate WI had anR2 of 0.36, the
convolutional neural network (CNN) model using only NTL im-
agery as the model input had an R2 of 0.53, and the ConvLSTM
model using only NTL time-series data had anR2 of 0.66. These
results indicate that the inclusion of time-series features can
effectively improve the accuracy of poverty assessment models
when using a single data source. The ConvLSTM feature fusion
model using five types of data achieved anR2 of 0.73, which was
significantly higher than the R2 of 0.64 obtained by the CNN
feature fusion model using five types of data. This indicates
that, when using multiple data sources, incorporating time-series
features can also improve the accuracy of the poverty assessment
model. Therefore, we concluded that using multisource data and
incorporating time-series features can effectively enhance the
accuracy of poverty estimation in Nigeria.

B. Effect of Time-Series Features on Different Land Cover
Types

The samples were classified based on the dominant land
cover types within the sampling areas to analyze the impact
of time-series features on the accuracy of poverty assessment
for different land cover types. Both comparative models in
Table III used the same five data sources: NTL, surface re-
flectance, NDVI, slope, and land cover type. The only difference
was whether time-series features were included. The inclusion
of time-series features significantly improved the accuracy of
poverty assessment for the cropland, tree, and grassland land
cover types. However, the addition of time-series data had a
minimal impact on the accuracy of poverty assessment in urban
areas. Moreover, incorporating time-series elements reduced

TABLE III
R2 VALUES FOR POVERTY ASSESSMENTS IN DIFFERENT LAND COVER TYPES

the accuracy of evaluations in regions dominated by water.
The improvement in accuracy for cropland, tree, and grassland
areas may be attributed to their pronounced seasonal variation;
time-series features can effectively capture such changes and
provide rich information to support poverty assessments. In
urban areas, where surface changes are minimal owing to the
predominance of concrete structures, the addition of time-series
features may not have a significant effect. In regions where
water is the dominant land cover type, the ground structure is
simple and exhibits little change over time; thus, incorporating
time-series features may not provide significant additional infor-
mation and rather introduce interference, leading to a reduction
in assessment accuracy.

C. Poverty Reduction Recommendations

Based on the analysis results of this study, we proposed the
following recommendations for local governments to reduce
the poverty rate. First, we recommend increased infrastruc-
ture, such as roads, railways, bridges, and markets, in impov-
erished regions. The construction of roads can better connect
impoverished areas within developed cities, providing more
opportunities for poorer inhabitants. Well-maintained roads can
also facilitate population mobility and commercial operations,
making it easier for impoverished individuals to enter the job
market and increase their income. Second, we suggest that local
governments introduce water-saving agricultural technologies to
promote the cultivation of drought-resistant crops. Some states
in northern Nigeria are close to the Sahara Desert and face severe
issues of drought and land desertification [93]. Agriculture is the
primary economic activity in these areas, but drought restricts
crop cultivation and livestock development, affecting agricul-
tural output [94]. In addition, we suggest that local governments
encourage economic diversification in rural areas, reducing de-
pendence on agriculture and ultimately decreasing the poverty
incidence rate.

D. Strengths and Limitations

In this study, we proposed a new poverty estimation model that
combines spatial and temporal features extracted from multiple
data sources, including NTL, surface reflectance, NDVI, slope,
and land cover types. The use of multiple data sources enables a
more comprehensive reflection of the local poverty situation than
relying on a single data source. Moreover, the use of ConvLSTM
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allows the extraction of temporal features while maintaining
spatial characteristics, which enables the model to incorporate
both temporal and spatial features. Furthermore, we generated
a high-precision poverty map for Nigeria at a resolution of 10
× 10 km, which can serve as a valuable reference for local
governments to formulate effective poverty alleviation policies.

Traditional economic survey data have long update cycles,
are often expensive, and commonly lack detailed spatial infor-
mation. Therefore, we proposed a poverty estimation method
that utilizes existing publicly available data resources to achieve
rapid and efficient poverty map updates. We further validated
the positive impact of time-series features on the accuracy of
poverty assessment. This expands the range of feature selections
for poverty assessment.

In this study, we employed tenfold cross validation to evaluate
the model and determined that the R2 value between the actual
and estimated WI values was 0.73. This indicates good perfor-
mance of the proposed poverty estimation model. Similarly, Jean
et al. [17] used a transfer learning method that utilizes features
extracted from Google satellite imagery to assess the poverty
status of Malawi, Rwanda, Uganda, and Nigeria at a spatial
resolution of 10 km, and obtained R2 values of 0.55, 0.75, 0.66,
and 0.69, respectively. Yeh et al. [19] developed an end-to-end
deep learning model using multispectral satellite imagery and
NTL images as inputs for poverty assessment in 23 African
countries. The model achieved an average R2 of 0.7. Therefore,
our proposed model is at a high level compared with previous
studies.

To verify the effectiveness of the model, the model obtained
by training with 2018 data was applied to 2021 survey data.
After temporal migration, the accuracy of the model decreased
slightly, with the R2 dropping from 0.73 to 0.69. Overall, the
model maintained good performance. The observed decline in
accuracy could be related to changes in data distribution, as
Nigeria’s poverty patterns have changed over time. In addition,
we analyzed the model’s residuals and further validated its ac-
curacy using Google satellite imagery and the MPI. Verification
of the poverty assessment results from multiple perspectives
demonstrated the reliability and accuracy of the model.

Although the poverty assessment model proposed in this study
demonstrated accuracy and effectiveness in poverty estimation
in Nigeria, some limitations should be addressed. First, because
of the maximum offset of 5 km for the sampling clusters, we
used a minimum research unit of 10 × 10 km to ensure that
the true positions of the sampling points fell within the study
area. However, because the positions of the sampling clusters
were not accurate, the corresponding positions of the actual WI
values were also inaccurate, which is an unavoidable error in
this method. In addition, because of data source limitations,
the resolution of the generated poverty estimation map is 10
× 10 km, which provides a relatively coarse poverty assess-
ment. Second, the causes of poverty are very complex and are
related not only to natural environmental factors but also to
the government’s organizational capabilities and the population
characteristics. In this study, we only utilized a few types of data
to construct the poverty estimation model, which may not fully
capture all factors contributing to poverty development. In future

research, more diverse data should be considered, such as POI,
road network, and poverty survey data from other sources, to
ensure a more comprehensive measurement. Third, because the
DHS survey was conducted at the national level, the model was
only trained on the 2018 DHS survey data for Nigeria and the
poverty estimation map was only produced for Nigeria. Thus,
future research should consider producing large-scale poverty
estimation maps for multiple countries.

VI. CONCLUSION

Precise poverty distribution data, which are required to es-
tablish effective poverty reduction measures, are lacking in
many parts of the world. Therefore, to achieve national wide
poverty assessment and save labor and material resources, we
proposed a ConvLSTM-based poverty estimation model using
multiple remote sensing data obtained from publicly available
datasets. We evaluated the proposed poverty estimation model
for Nigeria and generated a poverty map with a resolution of 10
×10 km. The model was evaluated using tenfold cross validation
of 2018 DHS survey data, and the calculated R2 value was 0.73,
indicating good model performance.

Three methods were used to validate the effectiveness and
accuracy of the model. First, the generalizability of the model
was verified by applying the model trained on 2018 data to
estimate the WI in 2021 and comparing the results with the
actual WI. The R2 value in 2021 was 0.69, indicating that our
model maintained good performance after temporal transfer.
Second, the poverty estimation results were visually evaluated
at six randomly selected points using Google Earth imagery.
Results showed that areas with higher WI values were in
cities with convenient transportation, whereas areas with lower
WI values were in remote and rural areas with inconvenient
transportation. Furthermore, a comparison of the state-level
averaged WI map with the state-level MPI map provided in
the 2018 Nigeria Human Development Report was performed.
The calculated R2 between the MPI and state-level averaged
WI was 0.66, indicating a strong correlation between the two
maps.

To verify the improvement in poverty estimation accuracy
achieved by adding time-series features, we trained four addi-
tional models for comparison. Among them, the CNN model
using only NTL data had an R2 value of 0.53, whereas the
ConvLSTM model using only NTL time-series data had an R2

value of 0.66. This demonstrates that adding time-series features
can significantly improve the accuracy of the model when only
NTL data are used. In addition the model using multiple data
without time-series features had an R2 value of 0.64, whereas
the model using the same types of data with time-series features
had an R2 value of 0.73, further confirming that the addition of
time-series features can significantly improve the accuracy of
poverty estimation.

To analyze the impact of time-series features on poverty
assessment across different land cover types, a comparative anal-
ysis was conducted by considering the inclusion or exclusion
of time-series features. The results indicated that incorporating
time-series information can improve the model accuracy in
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cropland, tree, and grassland areas, but has a minimal impact
on urban areas and may even lead to a decrease in assessment
accuracy in regions dominated by water bodies.

In conclusion, we present a high-precision poverty assessment
model that integrates time-series features and effectively utilizes
publicly available remote sensing data for rapid and accurate
spatial poverty assessment. The poverty maps generated by this
method can help local governments gain detailed insights into
poverty distribution and formulate targeted policies to alleviate
poverty.
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