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A Restoration Scheme for Spatial and Spectral
Resolution of the Panchromatic Image Using the

Convolutional Neural Network
Xin Jin , Ling Liu , Xiaoxuan Ren , Qian Jiang , Shin-Jye Lee , Jun Zhang , and Shaowen Yao

Abstract—Remote sensing images are the product of information
obtained by various sensors, and the higher the resolution of the
image, the more information it contains. Therefore, improving
the resolution of the remote sensing image is conducive to iden-
tify Earth resources from the remote sensing image. In this arti-
cle, we present a multiple-branch panchromatic image resolution
restoration network based on the convolutional neural network to
improve the spatial and spectral resolution of the panchromatic
image simultaneously, named MBPRR-Net. Specifically, we adopt
a multibranch structure to extract abundant features and utilize a
feature channel mixing block to enhance the interaction of adjacent
channels between features. Feature aggregation in our method is
used to learn more effective features from each branch, and then
a cubic filter is utilized to enhance the aggregated features. After
feature extraction, we use a recovery architecture to generate the
final image. Moreover, we utilize image super-resolution to restore
spatial resolution and image colorization to restore the spectral
resolution so that we can compare it with some image colorization
and super-resolution methods to verify the proposed method. Ex-
periments show that the performance of our method is outstanding
in terms of visual effects and objective evaluation metrics compared
with some existing excellent image super-resolution and coloriza-
tion methods.

Index Terms—Artificial neural network, deep learning, multi-
spectral (MS) image, panchromatic (PAN) image, remote sensing
image processing.
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I. INTRODUCTION

R EMOTE sensing images play an important role in envi-
ronmental monitoring [1], Earth resource census [2], agri-

cultural production [3], disaster prevention and mitigation [4],
and urban planning and construction [5]. Some satellites, such
as Quickbird and WorldView-II, III, IV, are equipped with
panchromatic (PAN) cameras and multispectral (MS) cameras.
PAN cameras can shoot PAN images. The band of PAN image
refers to all visible light bands 0.38–0.76 μm, and the PAN
image is the mixed image with all these bands. The PAN image
has a high spatial resolution, but because it is just a mixed-band
image displayed as gray level, the spectral resolution is low. MS
images taken by MS cameras can make up for the deficiency
of PAN images in spectral information. Compared with the
PAN image, the MS image has higher spectral resolution, but
because of the limitation of physical devices, the MS image has
lower spatial resolution. The improvement of remote sensing
images’ spatial and spectral resolution is conducive to interpret
the remote sensing scenes, so as to better play the role of remote
sensing images in Earth resource acquisition [6], [7]. Consid-
ering the advantages of the PAN and MS images, we design
a multiple-branch PAN image resolution restoration network
(named MBPRR-Net) to enlarge the size of the PAN image and
the number of channels, so as to improve the spatial and spectral
resolution simultaneously. An example of our idea is shown in
Fig. 1(a), and Fig. 1(b) is used for visual contrast.

The goal of image super-resolution is to generate a high-
spatial-resolution (HSR) image from a low-spatial-resolution
(LSR) image. Thus, image super-resolution can used to restore
the spatial resolution of the PAN image. It play an important
role in computer vision to improve the spatial resolution of an
image. Super-resolution is helpful for image compression, for
example, we can use the small image to transmit or save, and
use the large image to view, which can reduce the amount of
data transferred and saved. In recent years, deep learning has
received widespread attention in the field of image processing,
some image super-resolution methods that are based on deep
learning [8], [9], [10], [11], [12], [13] have made great progress.
Among many methods, SRCNN model [8] first introduces
deep learning into image super-resolution, which uses CNNs
to achieve a transition between LSR and HSR images. Dong
et al. [9] presented FSRCNN to enhance SRCNN, accelerate the
inference speed of model, and improve the quality of the output
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Fig. 1. Example of our idea for remote sensing image restoration. (a) An example of our idea. (b) A pair of MS and PAN images for visual contrast.

images. Recently, there are many other methods optimize the
performance of image super-resolution from the perspective of
the model. For example, Zhang et al. [10] introduced a channel
attention mechanism. Jiang et al. [11] added the dense module to
the network to generate multiscale features, and then, fused the
features and reconstructed HSR images using pixel-shuffle op-
erations. Similarly, Mei et al. [12] improve the super-resolution
effect by designing a module that used cross-scale features. Us-
ing mean square error (MSE) or mean absolute error (MAE) as
the loss function in image super-resolution often produce fuzzy
images. To avoid generating blurred images, Ledig et al. [13]
first applied adversarial loss to image super-resolution, which
greatly improved the reality of reconstructed images. However,
there are still some problems with the aforementioned methods,
such as that it is difficult to express all the textures in the GANs,
so in some places, complex textures will generate the wrong
textures.

The goal of image colorization is to generate a colorized
image with three channels from a gray-scale image with one
channel. In general, a color image (such as MS image) has more
abundant spectral or color information than that of gray image
(such as PAN image). Thus, image colorization can be used to
restore the spectral resolution of the PAN image. Conventional
image colorization methods depend on user’s guide, such as
scribbles [14], [15], [16], reference images [17], [18], [19],
and semantic information [20], [21]. User-guided colorization
methods have limitations that require user interaction. It can
improve the limitation of the user-guided colorization methods
when using deep learning. The gray-scale image colorization
algorithm based on convolutional neural networks (CNNs) [22],
[23], [24], [25] belongs to supervised learning, and the label of
image colorization training phase is color image. Generative
adversarial networks (GANs) can be regarded as unsupervised
learning networks, which consist of a generator and a discrim-
inant. The parameter’s update of the generator is guided by the
discriminant. Therefore, GANs-based image colorization [26],
[27], [28], [29] can generate colorized images. Existing stud-
ies show that deep learning plays an important role in image
colorization, but there are some limitations to these methods,
such as it fails to solve multimodal problems [22], relies on
color distribution [23] or object detection algorithm [25], needs
amounts of data to train [26], etc. Therefore, image colorization
is still a challenging problem and awaits further exploration.

Some existing methods combine pansharpening to improve
the spectral resolution of PAN images. For instance, Ozcelik
et al. [30] borrowed the idea of pansharpening to input PAN
images and MS images into a guided colorization model to
improve the spectral resolution of PAN images. Lu et al. [31]
refer to hypersharpening and pansharpening techniques, while
reconstructing the HSR image with a two-stage cascaded CNN.
However, pansharpening methods usually need to input PAN
images and MS images to the model at the same time, and do
not involve the improvement of spatial resolution.

In this article, we introduce a novel MBPRR-Net model to
restore the spatial and spectral resolution of PAN image based
on the characteristics of the PAN image. First, there are large
differences between the same class and small differences be-
tween different classes in a remote sensing, that is, the spectral
information between objects of the same type is very different,
and the spectral information between objects of different types
are very close, which will lead to large deviation between the
reconstructed spectral information and the true spectral infor-
mation. To solve this problem, we consider to design a network,
which is powerful in feature extraction. Second, the PAN image
has a complex background and many small objects, which will
reduce the quality of the image when the spatial resolution is
increased. We consider to use a feature enhancement method to
solve this problem. Third, due to the complementarity of PAN
and MS images, we consider to use the original PAN image as
the brightness label to improve the spatial resolution, and utilize
MS image’s chroma information as the chroma label to predict
the spectral information.

The main contributions of this article are as follows.
1) We propose an MBPRR-Net to reconstruct an image with

both high spatial and spectral resolution, and the MBPRR-
Net only needs to input PAN image.

2) We design a feature channel mixing block (FCMB) to
enhance the channel correlation between features. Exper-
iments show that the FCMB can extract effective features
and facilitate the feature recovery.

3) We employ a cubic filter to enhance the extracted features
to help the model generate a color image with a clear
texture, and also design a self-convolution block (SCB)
to recover the extracted features.

4) We train our model to predict PAN image’s spectral in-
formation according to the MS image so that the spectral



JIN et al.: RESTORATION SCHEME FOR SPATIAL AND SPECTRAL RESOLUTION OF THE PAN IMAGE USING THE CNN 3381

resolution reconstruction result of the PAN image is con-
sistent with the real scene.

The rest of this article is organized as follows. Section II
reviews some papers about image super-resolution and image
colorization methods. Section III give an account of the proposed
method. Section IV discusses the performance of our method.
Finally, Section V concludes this article.

II. RELATED WORK

This section gives a review of the existing image super-
resolution and colorization methods, respectively.

A. Image Super-Resolution

Image super-resolution restores clear texture from an LSR
image, and finally, gets an HSR image. In recent years, thanks
to the powerful learning ability of deep-learning technology,
image super-resolution has made remarkable progress. LSR
images are typically obtained through a series of degradation
operations, which not only lose a lot of details, but also in-
troduce a series of noise. In essence, the super-resolution pro-
cess based on deep learning belongs to a supervised learning,
which uses a pair of HSR and LSR images to train the net-
work model, and then, an inverse operation of the aforemen-
tioned degradation operation is used to reconstruct the HSR
image.

Dong et al. [8] first applied CNNs to the image super-
resolution technology, and achieved a great improvement in
the quality of generated image compared with the conventional
interpolation and optimization algorithms. In particular, this
method was further optimized by the FSRCNN model [9],
which greatly accelerated the speed of training. Ledig et al. [13]
used GANs to solve the problem of super-resolution. They
proposed that it could improve the peak signal-to-noise ratio
(PSNR) value when using MSE as the loss function in network
training, but the details information of recovered images were
lost usually. Therefore, Ledig et al. [13] used perceptual loss
and adversarial loss to improve the authenticity of the recovered
images. Lim et al. [32] removed unnecessary modules from
the conventional resnet [33] structure and improved the super-
resolution reconstruction performance. To solve the problem that
the deep network is difficult to train, Zhang et al. [10] proposed
a new structure named RCANs, which used a channel attention
mechanism to give channel-wise different attention so as to
increase the interdependence among channels. To improve the
performance of super-resolution, some effective models, such as
in [10], [13], and [32], are designed by increasing the complexity
of the model. However, these methods still have problems with
a large solution space, which leads to limit the performance
of super-resolution and cannot produce satisfactory texture. To
reduce solution space of mapping function between LSR and
HSR, Guo et al. [34] proposed a network named DRN, which
used a dual regression structure to improve the performance of
the super-resolution model.

B. Image Colorization

1) User-Guided Colorization: Most of the early image col-
orization methods were guided, such as scribble-based coloriza-
tion [14], [15], [16], example-based colorization [17], [18], [19],
and text-based colorization [20], [21].

a) Scribble-based colorization: Scribble-based colorization
methods need users to provide scribbles to guide the colorization
process. For instance, Anagnostopoulos et al. [14] began with
the user drawn abstract color indications, and then, splashed
multiple colors on the sketch to get the color image, at last,
refined the color image to realize colorization. Ci et al. [16] and
Sangkloy et al. [15] utilized GANs in scribble-based hand-draw
sketch colorization.

b) Example-based colorization: It is crucial to use appro-
priate reference images to realize example-based colorization
methods. Reference images usually come from the user’s [18],
[19] or the Internet [17]. Lee et al. [19] utilized the image with
identical geometric distortion as a reference image, and then, an
attention mechanism is used to transfer color from the reference
image to the sketch. To select the reference image efficiently, He
et al. [18] proposed the deep learning approach to predict colors
from an aligned reference image to a gray-scale image directly.
To avoid providing reference images from the user directly,
Alex et al. [17] designed a colorization system that searched
for reference images on the Internet; the user was required to
provide semantic text labels or semantic cues for searching for
reference images on the Internet.

c) Text-based colorization: To complete image coloriza-
tion with the help of textual messages, text-based colorization
method uses textual messages and images as the input. Bahng
et al. [20] and Kim et al. [21] captured the semantics of the
input to generate color information. There is a serious problem
with these methods, that is, it is difficult to recognize the text
semantics.

All of these methods need numerous user’s interactions, and
whether or not these methods can produce a realistic color image
depends on the guidance provided by the user. In brief, user-
guided colorization methods have significant limitations.

2) Fully Automatic Colorization: Fully automatic coloriza-
tion methods are proposed to address the limitations of user-
guided colorization methods. Fully automatic colorization based
on deep learning has achieved great achievement. The existing
deep-learning-based colorization methods can be divided into
two types: CNNs-based methods [22], [23], [24], [25] and
GANs-based methods [26], [27], [28], [29].

a) CNNs-based colorization: Iizuka et al. [22] proposed a fully
automatic colorization method to combine global information
and local features. To address the multimodal problem, Zhang
et al. [23] argued that image colorization task is a kind of
classification task, and they rearranged class distribution during
model training phase to increase the diversity of the color.
Özbulak et al. [24] proposed a capsule network with generative
and segmentation capabilities; this method is easy to cause
the problem of color discontinuity between two adjacent small
blocks. Su et al. [25] used an existing object detection algorithm
to extract object of the input image, then used a color network
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Fig. 2. Proposed framework of the PAN image spatial and spectral resolution restoration.

to color object and full-image except object, respectively, and
finally, they fused object and full-image except object to generate
the final colorized image.

b) GANs-based colorization: GANs-based image colorization
methods mainly solve multimodal problems [28] and model
training problems that require large amounts of data [27], [29].
CNNs require a lot of manual labor when designing effective loss
functions, whereas GANs can automatically learn a loss function
suitable for achieving the image colorization task. Isola et al. [26]
designed a network to learn a mapping from the input image to
the output image, at same time, they designed a loss function to
optimize the mapping network to achieve image translation tasks
involving the image colorization. Vitoria et al. [28] proposed
an adversarial strategy to capture geometric, perceptual, and
semantic information from input image, and they utilized these
information to realize image colorization. To solve the problem
that needs a lot of data to train, Yoo et al. [27] proposed a
colorization model, which is added a memory-augmented unit to
produce colorized images with a small amount of data. However,
this model only focused on major color transfers and ignored
minor color transfers. Since the pix2pix method is restricted by
pairs of images, which may be difficult to obtain for SAR images,
Ji et al. [29] used a multidomain cycle-consistency generative
adversarial network for SAR image colorization, which did not
use pairs of images to train the model.

III. PROPOSED MET HOD

To restore the spatial and spectral resolution of the PAN image
simultaneously, we introduce a new PAN image colorization
and super-resolution model based on CNNs. In this method,
VGG19 [35] is invoked as the backbone to extract image fea-
tures. Moreover, multiple branches are applied to extract rich

features. A feature aggregation module is proposed to further
utilize the extracted features from various branches. Finally, we
employ a feature recovery module to generate the colored and
super-resolution images. Besides, we designed a loss function
that is composed of L1 and structural similarity (SSIM) to
measure the errors. The errors consists of two sets: the first set
is the error between the source PAN image and the brightness
channel of the generated image, and the second set is the error
between the ab channels of the resized source MS image and
the ab channels of the output image. In this section, we describe
the details of the proposed network structure, loss function, and
parameters setting.

A. Proposed Framework

The proposed PAN image spatial and spectral restoration
framework is shown in Fig. 2. Source images are pairs of gray
PAN images and MS images with B (B > 3) spectral bands. We
denote the PAN image as SPAN ∈ RH×W and the MS images
as SMS ∈ R

H
scale × W

scale ×B . The MBPRR-Net model mainly include
three modules: feature extraction module, feature aggregation
module, and feature recovery module. The input of MBPRR-Net
is the PAN image. To realize image super-resolution, we resize
SPAN toXPAN ∈ R

H
2 ×W

2 as input image. The output of MBPRR-
Net is the colorized HSR images in CIELab color space; we
denote it as Ŷcolored_Lab. To facilitate visual analysis, the color
space of model output images will be converted from CIELab
into RGB; we denote the output image in RGB color space as
Ŷcolored.

There are three considerations during the training phase that
differ from the testing phase. First, we considered using MS
images as the label of chrominance information to overcome
the limitation of PAN images (lack of spectral information).
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Fig. 3. Proposed MBPRR-Net model structure.

Meanwhile, to achieve the separation of luminance information
and chromaticity information, we convert the colorspace of MS
image from RGB to CIELab because that L channel represents
luminance information and ab channels represent chromaticity
information in CIELab color space. Second, because PAN im-
ages have richer spatial details than MS images, we utilize source
PAN images as the label of luminance information. Finally, as
source MS images’ resolution is only a quarter of the source PAN
images, the MS images must be resized to match the source
PAN images. In a word, ab channels of resized MS images
YMS ∈ RH×W×B in CIELab color space YMS_Lab ∈ RH×W×B

is the label of Ŷcolored_Lab’s ab channels, meanwhile, SPAN is the
label of Ŷcolored_Lab’s L channel. All parameters can be auto-
matically updated by minimizing the loss among the output of
MBPRR-Net Ŷcolored_Lab and a pair of images (SPAN andYMS_Lab).
In short, our framework is represented as:

Ŷcolored_Lab = M(XPAN) (1)

where M(.) is the MBPRR-Net model.

B. Multiple-Branch PAN-Image Resolution Restoration
Network (MBPRR-Net)

The architecture of our MBPRR-Net model is represented in
Fig. 3. It is made up of feature extraction, feature aggregation,
and feature recovery. The overall network structure is inspired
by the U-shape neural network. The Feature extraction module
and feature aggregation module can be regarded as encoders,

and feature recovery module can be seen as a decoder. First, we
design a module to extract the features of the PAN image. Then,
we utilize a operation named pixel-shuffle to aggregate these
extracted features. At last, we design a decoder to generate a
new colorized HSR image that improve the spatial resolution of
the PAN image and learn the rich spectral information of the MS
image.

1) Feature Extraction Module: Inspired by [36], the feature
extraction module uses VGG19 as a backbone block, and we
only use the first 12 layers before the max-pooling layers and
remove the last seven layers of VGG19. In addition, there are
four branches to get rich features. We extract features in different
scales before each max-pooling layers of VGG19 and input
to four branches, respectively. The choice of the number of
branches will be discussed later in the ablation study. In order
to realize image super-resolution, an FCMB block is used at the
beginning of this model, up-sample operations are used at the
beginning of root branch and the first branch. Inspired by [37],
we add receptive field block (RFB) in the root block to expand
the receptive field and improve feature extraction capability of
the proposed network. The RFB uses four branches to extract
features of different scales. In each branch, 1×1 convolution is
used to change the number of channels to reduce the number of
parameters. At the same time, a residual structure is used in each
branch to prevent vanishing gradient problem. Fig. 4 has shown
the RFB structure. The FCMB improves the interdependence
between image channels by mixing features of different channels
and adding attention between adjacent channels. Our FCMB
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Fig. 4. RFB structure detail.

diagram is displayed in Fig. 5. First, the input image is divided
into C feature maps (C represents input image’s channel num-
ber), these feature maps are denoted as ui. Second, we split ui

in half to get ui1 and ui2. Third, we use a dual-involution (DInv)
block inspired by [38] to enhance the correlation between two
adjacent channels, and generate a mixing feature map denoted as
vi. Fourth, we use a concat operation to combine all vi features.
Fifth, the combined features go through a convolution block, a
dual-squeeze-and-excitation (DSE) block inspired by [39] to get
the output. We formulate the FCMB as

vi =

{K(I(i,1), I(i+1,2)), i �= c
K(I(1,2), I(i,1)), i = c

(2)

out(p,q) = S (Φ(C(v1, v2, . . ., vc),W(p,q)), X(p,q)

)
(3)

where I(i,j) represents the jth part of the ith channel of the input
feature map, the value of i is from 1 to c (c is the input feature’s
channel number), and the value of j is 1 or 2. out(p,q) is the
value at point (p, q) on the output feature map of the FCMB,
K(.) represents a dual-involution block, W(p,q) represents the
convolution weight of pixel (p, q), X(p,q) denotes the value at
point (p, q) on the input feature map of FCMB, C(.) is concat
operation, Φ(.) is convolution operation, and S(.) is the DSE
block. Each branch finally gets a feature map of the same size
to facilitate later feature aggregation.

2) Feature Aggregation Module: The proposed feature ag-
gregation module consists of two pixel-shuffle blocks and a cubic
filter, which is inspired by [40]. First, we concatenate the last
and penultimate features of each branch of the feature extraction
module, respectively. Second, these two concatenated features
through a pixel-shuffle operation become two aggregated fea-
tures, and then, a convolution operation is used to produce a
feature map with a specific number of channels. Finally, a cubic
filter is utilized to improve the global connectivity of aggregated
features. The graphical representation of cubic filter is shown in
Fig. 6. We formulate the cubic filter as

O(x, y) = C(I(x, y), Q(x, y))� P (X,Y )⊕ I(x, y) (4)

where � is a matrix dot product, and ⊕ is a matrix addition.
O(x, y) is the value at pixel (x, y) on the output feature of
the cubic filter, and I(x, y) is the value at pixel (x, y) on the
input feature of the cubic filter. Q(x, y) denotes the weight of
the filter for pixel (x, y). C(.) is the Conv-Pool-FullConnection
module, which including three part: the first part consists of three
layers of alternating convolution and maxpooling operations,
and followed by a convolutional layer to adjust the number
of channels; the second part is a global average pooling layer
to expand the feature into a vector; and the final part is a
full-connection (FC) layer to adjust the vector size. P (X,Y ) is
a polynomial from [40]. X is an H ×H Vandermonde matrix,
and Y is a transpose of W ×W Vandermonde matrix. Since the
output of FC is a vector but the output ofP (X,Y ) is a matrix, we
need to reconstruct the dimensions of FC’s output to ensure that
the output of FC and the output of P can carry out � operation.

3) Feature Recovery Module: The feature recovery module
consists of two SCBs and six convolution layers, which are used
to generate the final colorized HSR image. First, we use an SCB
to adjust the size of the feature maps. The SCB consists of
two standard convolution layers, an involution [38] layer, and
a pixel-shuffle layer. The SCB utilizes the involution layer to
reduce kernel redundancy on the channel. The standard convo-
lution kernels have a remarkable property, that is, the convolution
kernel is shared in the spatial dimension but independent in the
channel dimension. Involution has the characteristic of symmet-
ric inversion compared with standard convolution. In the feature
recovery stage, enlarging the size of the feature map is a key
step, we utilize a pixel-shuffle layer in the SCB to enlarge the
size of feature map. Then, we divide six convolution layers into
two groups to generate the L channel and ab channels of output
image, respectively. Finally, we employ a concate operation to
merge the L channel and ab channels and generate the image
with high spatial and spectral resolution.

C. Loss Function

In this work, we adopt the L1 and SSIM as the final loss
function, and it is formulated as follows:

L = αL1

(
Ŷcolored_L, SPAN

)
+ βL1

(
Ŷcolored_ab, YMS_ab

)
+ ηSSIM

(
Ŷcolored_Lab, C(SPAN, YMS_ab)

)
(5)

where L1(.) represents the L1 loss and its formula refers to (6),
and SSIM(.) is the SSIM loss and its formula refers to (7). C(.) is
a concat operation, we use C(.) to concatenate the original PAN
image and the ab channels ofYMS_ab to get a label image denoted
as Ylabel_Lab with three channels in the CIELab color space.
Ŷcolored_L and Ŷcolored_ab are the L channel and ab channels of our
MBPRR-Net model’s output Ŷcolored_Lab, respectively, YMS_ab is
ab channels of the resized MS image. In this work, we calculate
three-part loss, the first part is L1 loss between Ŷcolored_L and
SPAN, the second part is L1 loss between Ŷcolored_ab and YMS_ab,
and the third part is SSIM loss between Ŷcolored_Lab and Ylabel_Lab.
α, β, and η are the weights of the aforementioned three-part loss,
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Fig. 5. Structure of the FCMB.

Fig. 6. Diagram of the cubic filter.

we set α, β, and η as 1.

L1(x1, x2) =

n∑
i=1

|x1
(i) − x2

(i)| (6)

SSIM(p, q) = [l(p, q)]ρ[c(p, q)]τ [s(p, q)]ϕ (7)

where SSIM is composed of three contrast modules: luminance
contrast function l(p, q), contrast contrast function c(p, q), and
structural contrast function s(p, q).

D. Parameters Setting

We present the key parameters setting of our proposed
MBPRR-Net, including hyperparameters setting, model train-
ing, and testing details.

TABLE I
MODEL TRAINING PARAMETERS SETTING

TABLE II
QUANTITATIVE RESULTS OF THE PAN IMAGE SUPER-RESOLUTION TASK

All convolution layers use a convolution kernel of size 3 ×
3 except the last convolution of the SCB is 1 × 1. We set the
convolution stride of the feature extraction module as 2, and
the rest of the modules as 1. We use a zero-padding strategy in
all 3 × 3 convolution layers to keep the image size fixed. All
activation functions in our module are using Mish function [41],
the formula for the Mish function refers to (8).

Mish(x) = x · tanh(ln(1 + ex)). (8)
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All model training parameters in Table I remained the same
in all experiments. We initialize the layers of backbone with the
weights of the pretrained VGG19 on ImageNet and randomly
initialize the rest layers.

For model testing, we use three test strategies. The first one is
that we input source PAN image into our trained MBPRR-Net
directly, and the model output image’s spatial resolution is 512×
512. The second one is that we degrade the source PAN images
to 128 × 128 as input, and the model output image’s spatial
resolution is 256 × 256. The last one is that we clip the source
PAN image to 128 × 128 as input, and the model output image’s
spatial resolution is 256 × 256. These strategies are used to
demonstrate that our MBPRR-Net model can improve arbitrary-
size PAN images’ spatial and spectral resolution, whether PAN
images are degraded or not.

Both model training and testing of the proposed MBPRR-Net
are implemented by using an NVIDIA GeForce GTX 2080Ti
GPU based on the PyTorch framework.

IV. EXPERIMENTS AND ANALYSIS

In this section, we use a lot of experimental analysis to verify
the effectiveness of the MBPRR-Net model. First, the selection
of datasets in our works is described. Second, the evaluation
metrics are described. Third, our method is compared with some
representative image colorization and image super-resolution
methods. Finally, some ablation studies are used to validate our
model design selection. Moreover, we also perform our method
in semantic segmentation applications and the results are shown
in supporting document.

A. Datasets

In this work, our images come from QuickBird satellite and
WorldView-II satellite. The QuickBird dataset contains PAN im-
ages with spatial resolution of 0.61–0.72 m and MS images with
spatial resolution of 2.44–2.88 m. The WorldView-II dataset
contains PAN images with spatial resolution of 0.5 m and MS
images with spatial resolution of 1.8 m. For a pair of PAN and
MS images taken by one satellite in the same scene, the width and
height of the MS image are both a quarter of the PAN image.
Our training dataset has 2800 pairs of PAN images and MS
images, including 1400 paired images from QuickBird and 1400
paired images from WorldView-II, and the test dataset has 240
pairs of PAN and MS images, including 120 paired images from
QuickBird and 120 paired images from WorldView-II.

The selection of dataset includes three steps. First, we select
PAN images and the corresponding MS images from QuickBird
or WorldView-II. Second, we clip PAN and MS images into
small image patches in which the size of the PAN image patch is
256× 256 and MS image patch is 64× 64. Finally, we randomly
shuffle image patches, and then, select PAN and MS image pairs
as training set or test set.

B. Evaluation Metrics

We utilize a variety of image quality evaluation metrics to
conduct objective analysis of the MBPRR-Net model’s output

images, including PSNR, cross correlation (CC), universal im-
age quality index (UIQI), and spectral angle mapper (SAM).
The higher metrics represent the better the image quality except
SAM. In this section, we denote the image generated by our
MBPRR-Net model as Ŷ ∈ RC×H×W , label image is expressed
as Y ∈ RC×H×W , ŷj and yj denote the jth columns of Ŷ and
Y , respectively, and ŷi and yi denote the ith bands of Ŷ and Y ,
respectively.

1) Mean Square Error (MSE): The MSE is the average of the
square of the error between true image x1 and processed image
x2 that can be calculated as follows:

MSE =
1

n

n∑
i=1

(
x1

(i) − x2
(i)
)2

. (9)

2) Peak Signal-to-Noise Ratio (PSNR): The PSNR is the
logarithm of the highest pixel value of the processed image x2

divided by the MSE of the true image x1 and the processed
image x2, the PSNR is formulated as follows:

PSNR = 10× lg

(
MAX2

x2

MSE(x1, x2)

)
(10)

where MAX2
x2

represents the maximum pixel value of x2, and
MSE(.) is calculated by (9). The higher the PSNR value of the
processed image, the better the processing effect of the image
(the lower the distortion of the image). Note that the unit of
PSNR is decibel.

3) Cross Correlation (CC): CC is defined as the characteris-
tic of geometric distortion, which can be computed as follows:

CC =
1

c

c∑
i=1

∑n
j=1

(
ŷij − μŷi

) (
yij − μyi

)
√∑n

j=1

(
ŷij − μŷi

)2∑n
j=1

(
yij − μyi

)2 (11)

where μ is the mean value of image. The closer CC to 1, the
more correlated the two images are.

4) Universal Image Quality Index (UIQI): The UIQI consid-
ers correlation loss, brightness distortion, and contrast distortion.
The UIQI is formulated as follows:

UIQI =
σŷy

σŷσy

2μŷμy

μ2
ŷ + μ2

y

2σŷσy

σ2
ŷ + σ2

y

. (12)

5) Spectral Angle Mapper (SAM): In an image, the SAM
employ a vector to represent the spectrum of each pixel. The
SAM is used to represent the similarity between two spectra,
and utilizes the angle between two spectral vectors to calculate
the similarity. Note that the SAM is smaller, the angle of two
spectral vectors is smaller, and the higher the degree of similarity
between the two spectra.

SAM = cos−1

(
ŷT y√

ŷT ŷ
√

yT y

)
(13)

C. Experimental Comparison and Discussions

In this section, we analyze the experimental results of our
method, and compare them with some existing colorization
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Fig. 7. Some results of our MBPRR-Net when inputting images of different sizes. (a) Inputs, D_PAN ∈ R128×128 is the degraded PAN image, S_PAN ∈
R128×128 is the small-size PAN images, and L_PAN ∈ R256×256 is the large-size PAN images. (b) Outputs of our MBPRR-Net model.

and super-resolution methods in terms of objective data and
subjective vision.

First, we evaluate the model performance under different
types of input images; we show four groups of model out-
puts in Fig. 7 when input different kinds of images. The in-
put images include the following three types: the degraded
PAN images (D_PAN ∈ R128×128), the small-size PAN im-
ages (S_PAN ∈ R128×128), and the large-size PAN images
(L_PAN ∈ R256×256). From Fig. 7, we can see that the output
images have higher spatial resolution than the input PAN images,
and have color information. In general, the model can generate
near realistic images for any size input images.

Second, we show the experimental results by category in
Figs. 8–11, mainly showing land, building, river, and other
categories that are not easy to classify. Experiments show that
the results of our model can improve the spatial resolution (the
MBPRR-Net model’s output image is wider and higher than
the MBPRR-Net model’s input image), and also improve the
spectral resolution (the color information of the MBPRR-Net
model’s output image is same as the MS image). Figs. 8–11

Fig. 8. Experimental results on land scenes. (a) Input. (b) Resized MS image.
(c) Output.

show that our output image has no artifacts or blurred edges,
which illustrates that our model is successful in restoring the
spatial resolution. Figs. 8–10 show that our model successfully
solves the problem of large intraclass differences in remote
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Fig. 9. Experimental results on building scenes. (a) Input. (b) Resized MS
image. (c) Output.

Fig. 10. Experimental results on river scenes. (a) Input. (b) Resized MS image.
(c) Output.

Fig. 11. Experimental results on some scenes that are not easy to classify.
(a) Input image. (b) Resized MS image. (c) Output image.

sensing images. For the same kind of objects, our model can
recover different spectral or color information according to MS
images. For example, the land in Fig. 8 is brownish-yellow,
green, or gray, and the building in Fig. 9 is blue, silver, white,
or dark gray, and the river in Fig. 10 is blackish green, green, or
brownish-yellow. Our model also solves the problem of small
interclass differences in remote sensing images. For example, the
land in Fig. 8 appears brownish-yellow, and the river in Fig. 10
also appears brownish-yellow, which realizes the reconstruction

Fig. 12. Image super-resolution results of our MBPRR-Net and compari-
son algorithm. (a) Input. (b) SRCNN [8]. (c) SRGAN [13]. (d) EDSR [32].
(e) LapSR [42]. (f) DRN [34]. (g) MHAN [43]. (h) Ours.

TABLE III
QUANTITATIVE RESULTS OF THE PAN IMAGE COLORIZATION TASK

of the same spectral or color information for different types of
objects.

Third, we compare the effect of the MBPRR-Net model
with some excellent super-resolution models including SR-
CNN [8], SRGAN [13], EDSR [32], LapSR [42], DRN [34],
and MHAN [43]. The results of different methods are shown
in Fig. 12. The output images produced by our method are
comparable to the image generated by other super-resolution
methods, visually. In particular, our method does not produce
noticeable forged artifacts. The experiment result of Table II
shows that our method has higher value in objective indicators
than other methods, which further illustrates the effectiveness
of our MBPRR-Net model.

Fourth, we compare our method with other excellent col-
orization models. All the colorization models use the same
input features, these models are trained with the same iterations.
The colorization visual results of PAN image of our algorithm
(in Section III) and the comparison algorithms (Iizuka [22],
Zhang [23], Isola [26], Yoo [27], and Vitoria [28]) in Dataset-I
are shown in Fig. 13. Fig. 13(a) is the MS image ∈ RC×64×64;
for visual contrast, the size of the MS image is enlarged to 256
× 256. Red rectangular boxes are used to mark some small areas
where the color detail is significantly incorrect compared to our
method. We can observe the following.

1) Our proposed method can generate an image with color
information that is closer to the MS image than other
methods. For example, the first row of Fig. 13 shows that
our method can colorize the roof, land, and vegetation
correctly, while other methods have some wrong colors
(i.e., the roof in the upper left corner is gray, whereas in
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Fig. 13. Colorization results of our MBPRR-Net and comparison algorithm. (a) Resized MS image. (b) PAN image. (c) Iizuka [22]. (d) Zhang [23]. (e) Isola [26].
(f) Yoo [27]. (g) Vitoria [28]. (h) Ours.

Fig. 14. Results of our MBPRR-Net and pan-sharpening algorithm.
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TABLE IV
QUANTITATIVE RESULTS OF OUR MODEL, COLORIZATION, AND SR COMBINED

MODELS (FIRST USE THE SR MODEL, AND THEN, USE THE COLORIZATION

MODEL)

the MS image, it is blue; the land in the red rectangular
box is green, whereas in the MS image it is brown).

2) Our model is especially good at colorizing rare instances.
For example, in the fourth row, the MS image has a green
plant in the red box, and only our method colorizes the
plant green, whereas all other methods colorize the plant
brown.

3) Our method does not have the problem of color overflow.
For example, in the last row, the road in Fig. 13(d) appears
blue and the road in Fig. 13(f) and (g) appear green, but
blue and green are both colors that should not be on the
road. However, our method gives the road normal color,
which is same as the MS image.

In addition to visual analysis, we also evaluate colorization
quality quantitatively. We present the average evaluation metrics
on the testing dataset in Table III. According to the aforemen-
tioned analysis, we can infer that the proposed method is better
than the compared algorithms in both visual effect and objective
evaluation metrics.

Fifth, we combine SR models and colorization models to
compare with our model. Tables IV and V show the quan-
titative results of two groups of comparative experiments, re-
spectively. By comparing Tables IV and V, it can be seen
that the effect of our model is better than the combination of

TABLE V
QUANTITATIVE RESULTS OF OUR MODEL, COLORIZATION, AND SR COMBINED

MODELS (FIRST USE COLORIZATION MODEL, AND THEN, USE THE SR MODEL)

the SR model and colorization model. At the same time, it is
not difficult to see that the result of using the SR model first
and then the colorization model is better than that of using
the colorization model first and then the SR model on the
whole, which indicates that the sequence of models will affect
the final experimental results. However, our model does not
have the problem of sequencing because we use one model to
achieve the effect of SR and colorization models at the same
time. Therefore, our model not only has the best experimental
effect, but also does not need to consider the order of the SR
model and colorization model, which can be implemented in one
step.

Finally, we compared our method with the pan-sharpening
model, the experimental results of the Z-PNN model proposed
by Ciotola et al. [44], the PanNet model proposed by Yang
et al. [45], and the ZeRGAN model proposed by Diao et al. [46]
are shown in Fig. 14. The pan-sharpening model requires two
inputs, MS and PAN, while our model requires only one input.
It can be seen from Fig. 14 that the spectral information of
the images output by PNN and PanNet models is rich, but it is
obviously inconsistent with the spectral information of MS, that
is, these two models can restore the spectrum, but the restored
spectrum does not conform to the real situation. Compared with
the ZeRGAN model, the output images of our model have clear
texture, and the spectral information is closer to MS.
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TABLE VI
ABLATION STUDY ON THE NUMBER OF EFFECTIVE BRANCHES

Thus, we can infer that the proposed method is better than
the compared algorithms in both visual effect and objective
evaluation metrics.

D. Ablation Study

To determine the appropriate number of branches of MBPRR-
Net and prove the effectiveness of modules in MBPRR-Net, we
performed two ablation experiments, respectively.

1) Selection of Branch Number: To determine the number
of branches of our MBPRR-Net model, we experimented with
single branch, two branches, three branches, four branches, and
five branches. It can be seen from Table VI that the performance
of MBPRR-Net is the best when four branches are used. There
are three possible reasons why using four branches performs
well. First, the PAN image has the problem of large differences
between same class and small differences between different
classes. This problem can be solved by designing a module
to extract more useful features. Using multiple branches is
helpful to extract more useful features from the input image.
Therefore, it is possible to adopt a model with four branches,
which will be better than a model with single branch, two
branches, or three branches. Second, the fewer branches are
used, the fewer feature maps can be used for aggregation. The
feature aggregation module can use the extracted feature map
to make the aggregated feature map wider and higher so that
the extracted features can be fully utilized to reconstruct an
image. Therefore, having more branches will help the model
improve the performance of the aggregation module. Third, the
effect of the MBPRR-Net does not always increase with the
increase of the number of branches, that is, when the number
of branches increases to a certain extent, and then, continues
to increase, the effect of the MBPRR-Net decreases. This is
because the number of branches increases, the depth of the model
will increase, and may cause vanishing gradient problem. At the
same time, the width and height of the extracted feature map will
become smaller, while the too small feature map has little useful
information. Therefore, the back branches cannot improve the
effect of the MBPRR-Net. Through experiments, we find that
MBPRR-Net has the best effect when the number of branches is
four.

2) Effectiveness of Modules in MBPRR-Net: To validate the
effect of several important modules in our MBPRR-Net model,
we do an ablation study by combining different modules. The av-
erage PSNR of different combinations is illustrated in Table VII.
First, we can see that the performance of the baseline without
FCMB, cubic, and SCB is not very well (PSNR=33.67 dB) from
first group in Table VII. Second, we add one of FCMB, Cubic,

TABLE VII
AN ABLATION STUDY ON DIFFERENT COMBINATIONS OF FCMB, CUBIC, AND

SCB

and SCB to the baseline, respectively (from second to fourth
groups in Table VII). We can validate that adding each module
to the baseline can improve the effect of the baseline except
adding SCB to the baseline. This is because the SCB module
is used for feature recovery, which is based on the condition
that abundant features are extracted. Thus, the SCB module
would not be able to perform its function without the FCMB
module to extract features and cubic filter to enhance features.
Then, we add two modules to the baseline (from fifth to seventh
groups in Table VII). By comparing the fourth and sixth groups,
we can see that using both SCB module and FCMB module
is better than using only SCB module. Since Cubic performs
well (PSNR = 33.85 dB), the model with FCMB and SCB also
performs well (PSNR = 33.78 dB). Finally, we combine these
three modules together to get the eight group in Table VII, and
three components perform the best (PSNR = 33.87 dB). These
quantitative analyses show that our proposed FCMB, Cubic, and
SCB modules are useful.

V. CONCLUSION

In this article, we proposed a novel model named MBPRR-Net
to restore the spatial and spectral resolution of the PAN image
simultaneously. To exploit the correlation between the feature
channels, we design a module FCMB to fuse neighboring fea-
tures in channel dimension. We use a multibranch structure to
obtain the features in different scales, and then, we aggregate
the features of each branch by pixel shuffling to make full use
of the features extracted by each branch. We use the cubic filter
to weight the extracted features according to their importance.
At the same time, we add an attention mechanism to the SCB
module to assign weights to the features to be recovered so that
the important information will not be ignored. To recover the
spatial resolution and spectral resolution, we use two branches to
generate the L channel and ab channel of the image, respectively.
We verified the spectral resolution improvement by comparing it
with the colorized model, and the spatial resolution improvement
by comparing it with the super-resolution model. Extensive
experiments and visualization demonstrate that our MBPRR-
Net outperforms most existing colorization and super-resolution
methods.

Since our model needs to improve the spatial and spectral
resolution of remote sensing images at the same time, it is more
complex than the super-resolution model that only improves the
spatial resolution and the colorization model that only improves
the spectral resolution. In the future, we will optimize the model
and speed up the training and inference speed without reducing
the effect of the model.
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