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TCNet: Multiscale Fusion of Transformer
and CNN for Semantic Segmentation
of Remote Sensing Images

Xuyang Xiang ', Wenping Gong ', Shuailong Li

Abstract—Semantic segmentation of remote sensing images
plays a critical role in areas such as urban change detection,
environmental protection, and geohazard identification. Convolu-
tional Neural Networks (CNNs) have been excessively employed
for semantic segmentation over the past few years; however, a
limitation of the CNN is that there exists a challenge in extract-
ing the global context of remote sensing images, which is vital
for semantic segmentation, due to the locality of the convolution
operation. It is informed that the recently developed Transformer
is equipped with powerful global modeling capabilities. A network
called TCNet is proposed in this article, and a parallel-in-branch
architecture of the Transformer and the CNN is adopted in the
TCNet. As such, the TCNet takes advantage of both Transformer
and CNN, and both global context and low-level spatial details
could be captured in a much shallower manner. In addition, a
novel fusion technique called Interactive Self-attention is advanced
to fuse the multilevel features extracted from both branches. To
bridge the semantic gap between regions, a skip connection module
called Windowed Self-attention Gating is further developed and
added to the progressive upsampling network. Experiments on
three public datasets (i.e., Bijie Landslide Dataset, WHU Building
Dataset, and Massachusetts Buildings Dataset) depict that TCNet
yields superior performance over state-of-the-art models. The IoU
values obtained by TCNet for these three datasets are 75.34%
(ranked first among 10 models compared), 91.16% (ranked first
among 13 models compared), and 76.21% (ranked first among 13
models compared), respectively.

Index Terms—Convolutional Neural Network (CNN),
feature fusion, remote sensing images, semantic segmentation,
Transformer.

1. INTRODUCTION

ITH the rapid advancement of aerospace and sensor
W technology [1], plenty of high-quality remote sensing
images can be accessed by the public; based on these images,
the state of the environment and human activity traces might
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be easily disclosed [2], [3], [4]. Several techniques have been
explored for extracting relevant information in remote sensing
images [5]. Among the various techniques available, semantic
segmentation, the aim of which is to determine the semantic
category of each pixel in the image of interest [6], has attracted
increasing popularity over the past few years [7]. It should be
noted that semantic segmentation of remote sensing images has
been successfully implemented in various application scenarios
such as environmental protection [8], urban change detection
[9], and geohazard identification [10].

The Convolutional Neural Network (CNN) has always been
deemed the most popular deep learning model, because of its
remarkable ability in feature extraction and high level of au-
tomation [11]. Indeed, the Fully Convolutional Network (FCN)
created by Long et al. [12] could be taken as the prototype of
most CNN models for semantic segmentation that are available
in the literature. Among the various modifications of FCN,
the encoder—decoder structure, which exhibits excellent seg-
mentation performance, has become the most popular structure
configuration [13]. For example, UNet [14] utilizes a decoder
to learn the spatial correlation of image features in encoding
stages; and DeepLab V3-+ [15] involves a decoder based on
DeepLab V3 [16] to integrate spatial features, and the network
performance is thus considerably improved. Note that while
the CNN models may achieve good performance, multiscale
information of the concerned images cannot be fully utilized
due to the design limitations of the decoder [17]. Nonetheless,
due to the complicated backgrounds and the existence of a lot
of noise in the images, global context information and reason-
ing capabilities for fine spatial features must be enabled for
effective semantic segmentation of remote sensing images. In
other words, the conventional CNN models are not perfect for
the semantic segmentation of remote sensing images [18], and
further improvement is warranted.

To address this limitation of the conventional CNN models,
attention mechanisms and multiscale feature fusion strategies,
such as channel attention and position attention module [19],
criss-cross attention module [20], pyramid pooling module [21],
and multilevel feature fusion strategy [22], have often been
adopted. However, the global information captured by these
approaches is not encoded from the global modeling directly [6];
rather, it is mainly constructed of the local features captured with
the existing CNN models; as such, the global scene information
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might not be captured yet [23]. The Transformer, well-known
in natural language processing (NLP) for its exceptional capa-
bility in capturing global relationships, offers a viable answer to
semantic segmentation [24], and astounding performance could
be achieved by the Transformer in the field of computer vision.
For example, a Transformer encoder—decoder architecture was
developed to model the relations between the objects and the
global image context [25], and a dual-branch Transformer struc-
ture was designed to learn the multiscale feature of images [26].
Further, the Swin Transformer was constructed, and it exhibits
great potential in image classification and dense prediction tasks
[27]. It is noted that while Transformer-based models have been
widely adopted in other image segmentation and huge progress
has been achieved [6], their application in semantic segmentation
of remote sensing images still needs to be explored. It is noted
that although the Transformer can capture the long-range depen-
dence of global features effectively, the local feature information
is frequently disregarded. In order to effectively segment remote
sensing images using semantics, it is crucial to create a model
that can benefit from both the Transformer and the CNN, and
thus, both the global context and fine spatial details could be
effectively captured [28].

In this study, a network called TCNet is proposed and a
parallel-in-branch architecture is utilized. In the context of the
TCNet, a Transformer branch is employed to obtain the global
context, whereas a CNN branch is adopted to capture the low-
level spatial details. In addition, a novel fusion technique called
Interactive Self-attention (ISa) is advanced to fuse the multilevel
features extracted from both branches; and, to bridge the se-
mantic gap between different regions, a skip connection module
called Windowed Self-attention Gating (WSaG) is developed
and added to the progressive upsampling network (PUN).

The main contributions of this article are given as follows.

1) A novel TCNet is proposed to achieve accurate semantic
segmentation. The parallel-in-branch architecture of the
TCNet uses Transformer and CNN to extract local and
global feature information. The ISa effectively couples the
information that is extracted from the parallel-in-branch
architecture. To bridge the semantic gap between various
regions, the linked multiscale feature information im-
proves the interaction between features using the WSaG-
based PUN, thus improving the accuracy of segmentation.

2) To effectively couple the coding features from CNN and
Transformer, ISa is designed. ISa contains the attention
residual (ARE) block, the efficient self-attention (ESA)
module, the interactive efficient self-attention (IESA)
module, and the Residual block, which can help focus
on focal area information.

3) The WSaG-based PUN is used as a decoder to ensure
effective multiscale feature interaction. WSaG is used to
create a within windows and cross-window transfer of
features, making more efficient use of features. Features
between different levels are connected by upsampling, as
such, bottom-up information interactions can be realized.

The rest of this article is organized as follows. First, the
studies on semantic segmentation of remote sensing images are
reviewed. Second, the methodology of the TCNet is detailed.
Third, illustrative applications are presented based on three
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public datasets (i.e., Bijie Landslide Dataset, WHU Building
Dataset, and Massachusetts Buildings Dataset). Fourth, com-
parisons are conducted to depict the superiority of the TCNet
over state-of-the-art models. Fifth, the model efficiency and the
significance of each branch are discussed. Finally, the conclud-
ing remarks are drawn.

II. RELATED WORK

CNNss and Transformers are two types of methods that could
be used for the semantic segmentation of remote sensing images.
A short literature review of these two methods is presented in
this section.

A. CNN-Based Semantic Segmentation of Remote Sensing
Images

CNNs were mainly developed based on artificial neural net-
works. Because of its exceptional performance, CNN has gained
increased popularity in various areas [29]. The FCN, created
by Long et al. [12], could be taken as the prototype of most
CNN models used in the existing semantic segmentation of
remote sensing images [30], [31], [32], [33]. In comparison to
the classical CNN, the fully connected layers are replaced by
convolutional layers in the FCN; as such, the FCN is equipped
with the capability to make predictions on arbitrary-sized inputs
and the pixels-to-pixels mapping can be learned by the networks,
without extracting the region proposals [12], [34], [35]. The
existing FCN-based models are best suited for local tasks, not
global tasks, due to their particular structure [35]. For example,
rather than object classification, the FCN-based models could
be more suitable for semantic segmentation or object detection.

The resolution of the predictions generated by the FCN is low
due to the intrinsic limitation of the simple decoder used, and
the boundaries of the object recognized are fuzzy. The encoder—
decoder structure was subsequently created by building sym-
metrical decoders like UNet [14] and SegNet [36] to overcome
this problem; and, the spatial resolution of extracted features
could then be restored progressively. Further, to improve the ef-
fectiveness of the encoder—decoder structure in capturing richer
contextual features and reducing the loss of feature information,
various enhancing techniques such as deep deconvolution net-
work [37] and atrous convolution [38] have been developed and
included in the modified CNNs. The encoder—decoder structure
has emerged as a dominating structure configuration in semantic
segmentation [13]. However, the improved CNN models are not
yet capable of correctly identifying complex objects in remote
sensing images [17]. In such a situation, an attempt, based on at-
tention mechanisms and multiscale feature fusion strategies, has
been conducted to improve the segmentation precision through
exploiting the contextual information. For example, a linear
attention mechanism was constructed and added to each skip
connection to establish long-term dependencies of the feature
map [39]; a top-down strategy was advanced to fuse high-level
features with shallow low-level features, acquired by the deep
and shallow layers, respectively [33]; and a multiscale skip
connection network was designed to realign semantic features
of different levels [40].
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Recent advances in CNNs have promoted the semantic seg-
mentation of remote sensing images. The CNN models men-
tioned above have been successfully applied in various areas,
such as environmental protection [8], urban change detection [9],
and geohazard identification [10]. However, the CNN models
modified are mainly based on convolution operations, which
are not liberated from the original CNN structure. In summary,
the CNN models are not perfect, and limitations in acquiring
the global information of remote sensing images, intraclass
differences of which are large, whereas interclass differences
are small, are evident [41], [42].

B. Transformer-Based Semantic Segmentation of Remote
Sensing Images

The Transformer was initially developed for NLP, and it has
been shown that its precision is greater than that of conven-
tional sequence transduction models based on complex recur-
rent networks or CNNs [43]. Then, several Transformer-based
models have been developed for semantic segmentation of re-
mote sensing images [24]. Transformer-based models typically
perform better in global context modeling than the CNN models
mentioned above due to their strong capabilities in sequence-to-
sequence modeling [17].

It should be noted that the majority of Transformer-based
semantic segmentation models employ an encoder—decoder
structure, and these models can be broadly classified into two
categories. The first category is solely based on Transformers
and the representative models are Segmenter [44], SegFormer
[45], CrackFormer [46], and SwinUNet [47]. As the Transformer
primarily focuses on global modeling and lacks localization
capabilities, the investigations by Wang et al. [5], Chen et al.
[48], Zhang et al. [49], Long et al. [50], and Zhang et al. [51]
show that the pure Transformer-based segmentation networks
may generate unacceptable performance. On the other hand,
hybrid architectures are oftentimes adopted in the second cate-
gory. For example, a dual-branch encoder, which is based on
the Transformer and the CNN, was created for urban scene
understanding [17]. By integrating the Swin Transformer into
the traditional CNN-based UNet, a new dual encoder structure
was created [6]; and, to model both global and local information
more effectively, a Transformer-based decoder was designed and
the lightweight ResNet-18 was selected as the encoder [5]. It is
noted that although Transformer-based models have been widely
used in the segmentation of medical images [6], their use in
the semantic segmentation of remote sensing images has been
limited. Inspired by the studies discussed above, a network called
TCNet, in which the parallel-in-branch architecture is utilized,
is proposed in this study. In the context of the proposed TCNet,
a Transformer branch is employed to obtain the global context,
whereas a CNN branch is adopted to capture the low-level spatial
details.

III. METHODOLOGY OF THE TCNET

In this part, the architecture and key modules of the pro-
posed TCNet are described in depth. The ISa module and the
WSaG-based PUN are introduced after outlining the overall
structure of the TCNet.
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A. Overall Structure of the TCNet

As shown in Fig. 1, two parallel feature extraction branches
are adopted in the TCNet, in which, the branch of ResNet-34
[52] is employed to encode the local features, whereas that of
eight-layer DeiT-Small (DeiT-S) [53] is adopted to encode the
global features. Note that the ResNet networks can improve
the link between different layers of the network, allowing for
more plentiful expression of high-resolution features, whereas a
teacher—student strategy is taken by the DeiT; thus, much fewer
data are demanded for model training and better convergence
performance could be achieved. Further, both ResNet-34 and
DeiT-Small are lightweight models. In summary, a parallel-
in-branch architecture, which is based on the ResNet-34 and
DeiT-Small, is adopted in the proposed TCNet.

There are five blocks embedded in the ResNet-34, each
block downsamples the feature maps by a factor of 2. The
outputs derived from the fourth (g0 € R1s*16*256)  third (g!
€ R¥*%x128) and second (g2 € RT* 1 *64) blocks of the
CNN branch ResNet-34 are fused with the results derived from
the Transformer branch of eight-layer DeiT-Small. Note that a
typical encoder structure is taken in the eight-layer DeiT-Small.
Specifically, an input image F € R?*W>3 is first equally divided
intoN = THG X % patches, which are then flattened and passed to
a linear embedding layer with an output dimension of Dg; and,
as a result, raw embedding sequence z° € RN*P0 can be de-
rived. The resulting embeddings z° € RN*P? are inputted to the
encoder of eight-layer DeiT-Small, which contains eight layers
of multiheaded self-attention (MSA) and multilayer perceptron
(MLP). It should be noted that a layer normalization exists in
front of the MSA and MLP (of each layer). The output of the
encoder is further reshaped to a feature map t° € R16 X1 %384,
Finallly, t&e spatial resolution of the reshaped feature map t°
€ R16*16*384 5 recovered with the aid of two consecutive
standard upsampling-convolutional layers; as an outcome, the
feature maps t' € Rs*% *128 and 2 € R %1 *64 are sequen-
tially obtained. The feature maps of different scales (i.e., 9, ¢!,
and t?) are then fused with those obtained from the CNN branch
(e, g% g', and g?), as illustrated in Fig. 1.

Itis noted that the feature maps obtained from the Transformer
branch (i.e., t%, t', and t?) and those from the CNN branch (i.e., g°,
¢!, and g?), in the proposed TCNet, are fused with the module of
ISa. Here, the local texture feature g’ and global context feature t!
(i=0, 1, and 2) are correspondingly inputted to the ISa module.
As both local and global features are fused, the representation of
the context in images can be more complete and more compact.
Four blocks are involved in the ISa module proposed, including
the ARE block, the ESA module [54], the IESA module, and the
Residual block. It is noted that the ARE block, IESA module,
and Residual block are specially developed in this article. The
contextual semantics within large neighborhoods of the local
and global context features (i.e., inputs to the ISa module) are
first extracted with the aid of the ARE block; and, the resulting
semantics are then cross-fused with the modules of ESA and
IESA separately. Finally, the results obtained from the ESA
module and those from the IESA module are processed by the
Residual block; as such, the features of multiple scales could
be selectively emphasized. Afterward, the fused feature map
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Fig. 1. Structure of the proposed TCNet.

fi (i=0,1,and2), the output of the ISa module, is transferred to
the WSaG-based PUN. As an outcome, a final segmentation
map P? could be generated by a simple head (Pred. Head).
To optimize the network of the TCNet, two auxiliary heads
are adopted to generate two segmentation maps P* and P! as
the intermediate products [55]. The operation of the TCNet is
expressed as follows:

g'= CNN(F) (1)
t'= Transformer(F) )
f'= ISa(g’, t") 3)
PY= Pred.Head(t?) “)
P'= Pred.Head(f) 5)
P?= Pred.Head(PUN(PUN(f%, f'),f?)). (6)

B. Module of ISa

To couple the local and global features, obtained by CNN and
Transformer, respectively, more effectively, an ISa module is
developed and employed in the proposed TCNet. As mentioned
above, four blocks, in terms of the ARE block, the ESA module,
the IESA module, and the Residual block, are involved in the
ISa module, as shown in Fig. 2. Inspired by the Attention U-net
proposed by Oktay et al. [56], atrous convolutions (AConv) are
adopted in the ARE block to capture contextual semantics within
a large neighborhood; and, the context contrast in the obtained
feature map is enhanced with the aid of the ESA module. Further,
the relationships between different feature maps obtained by
the CNN and Transformer branches are learned by the IESA
module. Finally, the contextual information obtained by the ESA
module and that obtained by the IESA module are processed
by the Residual block. Thus, the information interference from
irrelevant regions is suppressed, the features of multiple scales
could be selectively emphasized, and the number of channels is
reduced.

The procedures for the feature fusion with the ISa module are
summarized as follows.

1) The local texture feature g’ and global context feature t'
(i =0, 1, and 2) are inputted to the ARE block, and the
inputted feature g’ and t’ (i = 0, 1, and 2) are processed by
three different convolutional layers (a 1 x 1 convolutional
layer and two 3 x 3 AConv layers) separately. To improve
the convergence and generalization of the TCNet, the
feature obtained from each convolutional layer is further
processed by a batch normalization (BN) layer. Finally,
an elementwise sum operation is conducted to refine the
obtained features.
The feature maps obtained from the ARE block are cross-
fused with the modules of ESA and IESA separately. The
modules of ESA and IESA are, respectively, based on
two novel self-attentions. A pyramid pooling operation
is included in the novel self-attentions, in comparison to
the original self-attentions. The feature obtained from the
novel self-attentions is further processed by a feedforward
(FF) layer and a reshaping operation sequentially. For
simplicity, the residual addition between the input and the
output of FF is omitted. Finally, to learn the relationships
between different feature maps obtained from the CNN
and Transformer branches, a joint mechanism is created
and included in the IESA module.
The results obtained from the ESA module and those
from the IESA module are concatenated via a channel-
wise concatenation operation, and the outcome is then
inputted to the Residual block. The number of channels
of the inputted feature map is first reduced by two 1 X
1 convolutional layers; and, the derived feature map is
further processed by three different convolutional layers (a
3 x 3 Depthwise Conv layer and two 3 x 3 AConv layers)
separately. The contextual semantics obtained from the
three convolutional layers are refined through a matrix
multiplication operation; and, the refined feature map f*
(i =0, 1, and 2), the output of the [Sa module, is finally
transferred to the WSaG-based PUN.

2)

3)
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Fig. 2.
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The operation of the ISa module is expressed as follows:
ARE(g") = BN(AConv(g")) + BN(AConv(g"))

+ BN(Conv(g")) (7)

ARE(t") = BN(AConv(t")) + BN(AConv(t"))
+ BN(Conv(t)) (3)
ESA(ARE(t) ® ARE(g")) =¢o(concat(head’, ..., head®))
)
head’= Attention(¢/(Q).¢7,(K),#/(V)) (10)
Attention(Q, K, V) = softmax( QK7 A% (11)

Vg

IESA(t!, g%) =¢o(concat(head?, ..., head?) (12)
IESA(g’,t") =¢o(concat(heady, . .., head$) (13)
head’ = Attention(¢7(Qg), DL (Ke), 07 (V) (14)
head}= Attention(¢ ¢1(Qe)0 dL(K,),80 (V) (15)
f'= Residual(concat(b?, £, §)) (16)

where ¢ is the linear projection for the rnatrlx of all attention
heads (i.e., head', head?, ..., head®); ¢ and (bj are the
linear projections for the matrix Q, matrix K and matrix V
of the jth head, respectively (j = 1, 2,..., 8); Attention() is
the attention function; H;, W, and C; are the height, width,
number of channels of the feature map ARE(g’) and ARE(t))
obtained by the ARE block, respectively (i = 0, 1, and 2); Q
€ RN ¥ ©(N; = H; x W,) is the reshaped matrix of the input
feature map g, t', and ARE(t?) © ARE(g?)(i =0, 1, and 2), in
which ® is the Hadamard product; K € RS * ¢ and V € RS * ¢/
are matrices obtained from the pyramid pooling, reshaping, and
concatenating (concat) operations (S=1 x 1,3 x 3,0r 5 x 5);
K is the transpose matrix of matrix K; softmax() is the softmax
function; dy, is a scale factor that indicates the dimension of each
attention head, the value of which is <¢; b is the feature map
outputted from the ESA module, and the related inputs are t’
and g’ (i =0, 1, and 2); t* is the feature map outputted from the
IESA module, and the related input is the feature map t' (i =
0, 1, and 2); and gi is the feature map outputted from the IESA
module, and the related input is the feature map g’ (i = 0, 1,
and 2).

C. WSaG-Based PUN

Inspired by the SEgmentation TRansformer model [57], the
PUN is adopted as the decoder in the proposed TCNet. It is
noted that convolutional layers and upsampling operations are
alternately adopted in the PUN; as such, noisy predictions that
might be induced by the one-step upscaling could be avoided.
To capture both global and local contexts of multiple scales, a
skip connection module called WSaG is advanced in this study
and added to the PUN of the proposed TCNet. WSaG is created
based on the Swin Transformer [27], with which the full flow
of feature information between different scales is maximized.
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Within the Swin Transformer, the ordinary MSA is replaced
by the window-based MSA (W-MSA) and shifted W-MSA.
With the aid of these two self-attentions, self-attention within
windows and cross-window connections can both be realized.
The structure of the proposed WSaG-based PUN is shown in
Fig. 3.

The procedures for the feature fusion with the ISa module are
summarized as follows. The feature maps f' and f+! (i=0, 1) of
different resolutions, obtained from the ISa module, are inputted
to the module of WSaG, where the low-resolution feature map
f is upsampled (Up) by a factor of 2 before the handling by
the WSaG module. The output of the WSaG module is an
attention map, based on which a matrix multiplication operation
is conducted to refine the original high-resolution feature map
f+1(i=0,1). Afterward, a channelwise concatenation operation
and a convolution (Conv) operation are sequentially undertaken
to fuse the original feature map f' and the refined feature map f'+!
(i =0, 1). Finally, feature maps fitl (i=1,2) are generated by
the WSaG-based PUN; and then, the feature map £2 is processed
by a simple head to generate a final segmentation map P.

The operation of the proposed WSaG-based PUN can be
expressed as follows:

{0 =0

fiJrl

A7)

= Conv([Up(f"), WSaG (£, Up())))). (18)

IV. EXPERIMENTS ON THREE PUBLIC DATASETS

In this section, experiments are carried out on three public
datasets, including the Bijie Landslide Dataset, the WHU Build-
ing Dataset, and the Massachusetts Buildings Dataset, to depict
the effectiveness and superiority of the proposed TCNet.
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A. Introduction of the Three Public Datasets

1) Bijie Landslide Dataset: The Bijie Landslide Dataset con-
sists of satellite optical images, shapefiles of landslides’ bound-
aries, and digital elevation models. The dataset is constructed
based on the data collected in an area in Bijie City, Guizhou
Province, China [58], which covers an area of 26 853 km?. The
TripleSat satellite images taken from May to August 2018 were
cropped to create 770 landslide images and 2003 nonlandslide
images. The resolution of the digital elevation model is 2.0 m,
compared to 0.8 m for the satellite optical images and shapefiles
of landslide boundaries. In this study, 770 landslide images are
studied for the performance test of the TCNet, among which,
462 images that are arbitrarily selected are taken as the training
set, 154 images that are arbitrarily selected from the left 308
images are taken as the validation set, and the left 154 images
are taken as the test set.

2) WHU Building Dataset: The WHU Building Dataset con-
sists of satellite and aerial images [59]. There are 8189 aerial
images of 512x512 pixels in this dataset, and the resolution of
the aerial images is 0.3 m. Only aerial images are studied in this
article. These aerial images cover an area of over 450 km? and
220 000 buildings in Christchurch, New Zealand. According to
the rules provided in [59], 4736 images are taken as the training
set, 1036 images are taken as the validation set, and 2416 images
are taken as the test set. In the experiments conducted, the aerial
images are preprocessed through cropping, each aerial image
is divided into 4 smaller images of 256 x 256 pixels; and, the
cropped images are then resized to larger images of 736 x 736
pixels. It is noted that the resized images, not the original aerial
images, are adopted for the performance test of the TCNet.

3) Massachusetts Buildings Dataset: The Massachusetts
Buildings Dataset consists of 151 aerial images collected in
Boston, MA, USA,; the size of each aerial image is 1500 x 1500
pixels and the related area is 2.25 km? (https://www.cs.toronto.
edu/~vmnih/data/). The resolution of the aerial images is
1.0 m. These aerial images include a variety of buildings, includ-
ing residential, commercial, and industrial structures. According
to the default rules, 137 images are taken as the training set, 4
images are taken as the validation set, and 10 images are taken as
the test set. Similarly, the aerial images are preprocessed through
cropping, each aerial image is divided into 36 smaller images
of 250 x 250 pixels; and the cropped images are then resized to
larger images of 768 x 768 pixels.

B. Experimental Settings and Evaluation Indexes

The full network in this study is trained end-to-end with the
weighted IoU loss and the binary cross-entropy loss, denoted
as Liou and Lyce, respectively. Note that weighted IoU loss
is mainly proposed for measuring the similarity between the
segmentation map, obtained by the simple head (Pred. Head),
and the ground truth [60]; and the binary cross-entropy loss
is mainly employed to measure the loss of boundary pixels
[61]. To improve the gradient flow, deep supervision is adopted
to supervise the output segmentation map of the Transformer
branch and that of the first ISa module. On the basis of the
computed Ly, and Ly,cc, the overall loss function Ly, can be
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calculated as follows:
Lo = oL(G, Pred.Head (f2))+BL(G, Pred.Head (f°))
+ vL(G, Pred.Head(t%))

L = Liou + Lice

(19)
(20)

where «, 3, and «y are tunable hyperparameters, the values of
which are taken 0.5, 0.3, and 0.2, respectively, in this study; L is
the joint loss function of Lj,y and Ly,ce; G is the ground truth;
and Pred. Head(fz), Pred. Head (f°), and Pred. Head(t?) are the
segmentation maps obtained from the WSaG-based PUN, the
Transformer branch, and the first ISa module, respectively.

The results of the pixel classification can be divided into true
positive (TP) (i.e., the foreground is classified as foreground),
false positive (FP) (i.e., the background is classified as fore-
ground), true negative (TN) (i.e., the background is classified
as background), and false negative (FN) (i.e., the foreground is
classified as background). To quantitatively assess the perfor-
mance of the trained TCNet in the experiments, five indexes, in
terms of the IoU, Overall Accuracy (OA), Precision, Recall, and
F1 score, are evaluated, and the mathematical formulations of
these indexes are given as follows:

lol = TP+1«Tll:I+FP D
TP + TN

OA =T TN—’—i_- FP + FN 2

Precision = %—fFP (23)

Recall = 2o (24)

Flscore — 2 x Precision x Recall 25)

Precision + Recall”

The training and validation sets are first imported to the
platform of GPU-based Pytorch, and these data are trained for
30 epochs utilizing the proposed TCNet. During the training
of the model, Gaussian Blur-, Solarization-, Grayscale-, and
Random Horizontal Flip-based data augmentation operations
are conducted. It is noted that the training of the TCNet model is
executed on a desktop equipped with 96.0 GB RAM, an Intel(R)
Xeon(R) W-2145 CPU running at 3.70 GHz, and an NVIDIA
Quadro P5000 64-GB GPU. Further, the Adam optimizer is
adopted in this study, and the learning rate is set up as 7e-5,
whereas the batch size of the training is set up as 1. The outcome
of this model training is an automatic image segmentation model
that can detect and map the foreground in input images.

C. Performance Evaluation of the Proposed TCNet and
Comparisons With Other Models

Listed in Table I are the evaluated performance indexes of
the trained TCNet models based on these three public datasets.
As shown in Table I, all the IoU values obtained by the TCNet
are greater than 75.00%, indicating that the segmentation maps
obtained from the trained TCNet models are highly consistent
with the ground truth. In addition, the other four indexes (i.e.,
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TABLE I
PERFORMANCE EVALUATION OF THE TCNET ON THE THREE PUBLIC DATASETS

Datasets IoU OA Precision Recall F1
Bijic Landslide Dataset ~ 0.7534 09720 0.8419  0.8920  0.8512
WHU Building Dataset 09116 09880 09515 09555  0.9395
Massachusetts Buildings o 76,1 (9485 08517 08682  0.8429
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Fig. 4.  Visualized results of the proposed TCNet on the three public datasets.

OA, Precision, Recall, and F1 score) obtained by the TCNet are
all greater than 84.00%, which depicts the effectiveness of the
proposed TCNet. Illustrated in Fig. 4 are the example segmenta-
tion maps obtained from the trained TCNet models, showing that
the boundaries of landslides and buildings, arbitrarily selected
in the datasets, can be precisely extracted.

To further demonstrate the effectiveness and superiority of
the TCNet, the performance of the TCNet and that of some
state-of-the-art models are compared. The models selected for
the comparisons are UNet [14], PSPNet [21], SegNet [36],
DeepLab V34 [15], HRNetV2 [62], MA-FCN [63], BiSeNetv2
[64], SegFormer [45], RSR-Net [64], MANet [65], BANet [66],
MAP-Net [67], BuildFormer [68], BOMSC-Net [69], DC-Swin
[70], ASE-Net [71], CLCFormer [50], SDSC-UNet [72], DSAT-
Net [51], and UNetFormer [5]. For ease of comparison, the
models compared are retrained under an identical operating
environment as that adopted by the TCNet.

The comparison is first conducted based on the Bijie Land-
slide Dataset. Listed in Table II are the performance indexes
evaluated from the TCNet and those from the compared models
(i.e., UNet, PSPNet, DeepLab V3+, SegFormer, HRNetV2,
CLCFormer, SDSC-UNet, DSAT-Net, and UNetFormer).
Table II shows that the IoU (75.34%) obtained from the TCNet
is always much higher than those from the compared models.
It is noted that there is no unified rule for the division of the
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TABLE II
QUANTITATIVE COMPARISON WITH STATE-OF-THE-ART METHODS ON THE
BUIE LANDSLIDE DATASET

Method ToU OA Precision Recall F1
UNet [14] 0.5767 0.9503 0.7134 0.7361 0.6989
PSPNet [21] 0.5402 0.9396 0.7445 0.7201 0.6597
DeepLab V3+[15] 0.6012 0.9503 0.7961 0.7604 0.7215
SegFormer [45] 0.6105 0.9538 0.7419 0.7862 0.7252
HRNetV2 [62] 0.6570 0.9614 0.7960 0.8018 0.7689
CLCFormer [50] 0.5858 0.9479 0.7415 0.7063 0.6792
SDSC-UNet [72] 0.7144 0.9679 0.8457 0.9331 0.8212
DSAT-Net [51] 0.7455 0.9701 0.8749 0.8391 0.8436
UNetFormer [5] 0.7303 0.9668 0.8421 0.8551 0.8318
TCNet (ours) 0.7534 0.9720 0.8419 0.8920 0.8512

The bold values indicate the highest values within the corresponding evaluation
indices.

TABLE III
QUANTITATIVE COMPARISON WITH STATE-OF-THE-ART METHODS ON THE
WHU BUILDING DATASET

Method IoU OA Precision Recall F1
UNet [14] 0.8551 0.9727 0.9186 0.9252 0.9219
DeepLab V3+[15] 0.8578 0.9737 0.9345 0.9127 0.9235
BiSeNetv2 [64] 0.8651 0.9322 0.9225
SegNet [36] 0.8612 0.9741 0.9273 0.9235 0.9254
BOMSC-Net [69] 0.9015 0.9820 0.9514 0.9450 0.9480
MAP-Net [67] 0.9086 0.9562 0.9481 0.9521
MA-FCN [63] 0.9070 0.9520 0.9510 0.9515
RSR-Net [64] 0.8832 0.9492 0.9263
CLCFormer [50] 0.8420 0.9716 0.9541 0.8733 0.8954
SDSC-UNet [72] 0.9104 0.9827 0.9622 0.9521 0.9429
DSAT-Net [51] 0.9014 0.9778 0.9612 0.9446 0.9236
UNetFormer [5] 0.9018 0.9875 0.9662 0.9306 0.9304
TCNet (ours) 0.9116 0.9880 0.9515 0.9555 0.9395

The bold values indicate the highest values within the corresponding evaluation
indices.

training set, verification set, and test set in the Bijie Landslide
Dataset. To ensure that the same training set, verification set,
and test set are adopted in this comparison, the performance
indexes of the compared models are derived in this study, not
from the existing literature. The data in Table II also show that
the performance indexes of OA and F1 score obtained from the
TCNet are always higher than those from the models compared,
and the performance indexes of precision and recall obtained
by TCNet are close to the highest performance indexes of the
models compared, implying that the proposed TCNet results in
fewer pixel errors in the landslide classification. Illustrated in
Fig. 5 are the example segmentation maps obtained from the
TCNet model and those from the compared models, showing
that the landslide pixels could be more effectively classified by
the proposed TCNet.

Next, the comparison is conducted based on the WHU Build-
ing Dataset. Listed in Table III are the performance indexes
evaluated from the TCNet and those from the compared mod-
els (i.e., UNet, DeepLab V34, BiSeNetv2, SegNet, BOMSC-
Net, MAP-Net, MA-FCN, RSR-Net, CLCFormer, SDSC-UNet,
DSAT-Net, and UNetFormer). The data in Table III depict that
the IoU (91.16%), OA (98.80%), and Recall (95.55%) obtained
from the TCNet are much higher than those from the compared
models, whereas the performance indexes of Precision and F1
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score obtained from the TCNet are close to the highest perfor-
mance indexes of the models compared. From there, the overall
performance of the TCNet could be better than the compared
models. Depicted in Fig. 6 are the example segmentation maps
obtained from the TCNet model and those from the model com-
pared, showing that the building pixels can be more effectively
classified by the TCNet.

Finally, the comparison is undertaken based on the Mas-
sachusetts Buildings Dataset. Listed in Table IV are the per-
formance indexes evaluated from the TCNet and those from the
compared models (i.e., UNet, DeepLab V3+, MANet, BANet,
DC-Swin, BuildFormer, ASF-Net, BOMSC-Net, CLCFormer,

TCNet (ours) CLCFormer SDSC-UNet

3131

PSPNet DeepLab V3+ SegFormer HRNetV2 CLCFormer SDSC-UNet DSAT-Net UNetFormer

Recognition results of the proposed TCNet and other models on an arbitrarily selected photograph in the Bijie Landslide Dataset.

DSAT-Net UNetFormer

Recognition results of the proposed TCNet and other models on an arbitrarily selected photograph in the WHU Building Dataset.

SDSC-UNet, DSAT-Net, and UNetFormer). The data in
Table IV depict that the IoU (76.21%), OA (94.85%), and
Recall (86.82%) obtained from the TCNet are much higher
than those from the compared models, whereas the performance
indexes of Precision and F1 score obtained from the TCNet
are close to the highest performance indexes of the models
compared. From there, the overall performance of the TC-
Net is better than the compared models. Depicted in Fig. 7
are the example segmentation maps obtained from the TC-
Net model and those from the model compared, showing that
the building pixels can be more effectively classified by the
TCNet.
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TABLE IV
QUANTITATIVE COMPARISON WITH STATE-OF-THE-ART METHODS ON THE
MASSACHUSETTS BUILDINGS DATASET

Method loU OA Precision Recall Fl1
UNet [14] 0.6761 - 0.7913 0.8229 0.8068
DeepLab V3+ [15] 0.6923 - 0.8473 0.7910 0.8182
MANet [65] 0.7076 - 0.8200 0.8377 0.8288
BANet [66] 0.7220 - 0.8307 0.8466 0.8386
DC-Swin [70] 0.7259 - 0.8307 0.8519 0.8412
BuildFormer [68] 0.7574 - 0.8752 0.8490 0.8619
ASF-Net [71] 0.7420 - - - 0.9460
BOMSC-Net [69] 0.7471 0.9471 0.8664 0.8368 0.8513
CLCFormer [50] 0.4911 0.8781 0.8787 0.5187 0.6176
SDSC-UNet [72] 0.7550 0.9412 0.8856 0.8364 0.8419
DSAT-Net [51] 0.7251 0.9239 0.8476 0.8420 0.8055
UNetFormer [5] 0.7271 0.9349 0.8945 0.7956 0.8238
TCNet (ours) 0.7621 0.9485 0.8517 0.8682 0.8429

The bold values indicate the highest values within the corresponding evaluation
indices.

D. Ablation Experiments

To illustrate the significance of each branch structure and
key module of the proposed TCNet, ablation experiments are
conducted based on the WHU Building Dataset.

1) Significance of the CNN Branch: The CNN branch, in the
proposed TCNet, is mainly adopted to encode the local context
information. To test the significance of the CNN branch, the
CNN branch is removed from the TCNet in this ablation test,
and the test results are listed in Table V. Here, the removement
of the CNN branch decreases the F1 score and IoU by 0.52% and

TCNet (ours) CLCFormer SDSC-UNet

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024
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Recognition results of the proposed TCNet and other models on an arbitrarily selected photograph in the Massachusetts Buildings Dataset.

TABLE V
ABLATION TEST RESULTS OF EACH BRANCH STRUCTURE AND KEY MODULE

Method F1 lIoU
TCNet without CNN branch 0.9343 0.9038
TCNet with CNN branch 0.9395 0.9116
TCNet without Transformer branch 0.9214 0.8899
TCNet with Transformer branch 0.9395 0.9116
TCNet without ISa 0.9316 0.8990
TCNet with ISa 0.9395 09116
TCNet without WSaG 0.9311 0.9002
TCNet with WSaG 0.9395 09116

0.78%, respectively. Thus, the significance of the CNN branch
can be demonstrated.

2) Significance of the Transformer Branch: The Transformer
branch, in the TCNet, is mainly adopted to encode the global
context information. To test the significance of the Transformer
branch, the Transformer branch is removed from the TCNet
in this ablation test; and the test results are listed in Table V.
Here, the removement of the Transformer branch decreases the
F1 score and IoU by 1.81% and 2.71%, respectively. Thus, the
significance of the Transformer branch is depicted.

3) Significance of the ISa Module: The ISa module, in the
TCNet, is mainly adopted to encode the information of various
scales. To test the significance of the ISa module, the ISa
module is removed from the TCNet in this ablation test, and
the test results are listed in Table V. Here, the removement of
the ISa module decreases the F1 score and IoU by 2.69% and
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YV

Fig. 8. Feature visualization results obtained from an arbitrarily selected
photograph in the WHU Building Dataset. (a) Original photograph. (b) Recog-
nition result with both local information and global context information.
(c) Recognition result with global context information. (d) Recognition result
with local information.

4.26%, respectively. Thus, the significance of the ISa module is
demonstrated.

4) Significance of the WSaG Module: The WSaG module, in
the TCNet, is mainly adopted to maximize the flow of feature
information between different scales. To test the significance
of the WSaG module, the WSaG module is removed from the
TCNet in this ablation test, and the test results are listed in
Table V. Here, the removement of the WSaG module decreases
the F1 score and IoU by 1.24% and 1.64%, respectively. Thus,
the significance of the WSaG module is depicted.

V. DISCUSSION

To further illustrate the significance of the parallel-in-branch
architecture adopted in the TCNet, feature visualization results
are studied; and, comparative studies on the efficiency of the
model are conducted.

A. Two Branches Analysis

To study the influences of the CNN branch and Transformer
branch on the feature visualization result in the segmentation,
these two branches are removed from the TCNet separately,
similar to the ablation experiments presented above, and some
of the feature visualization results on an arbitrarily selected
photograph in the WHU Building Dataset are shown in Fig. 8.

The feature visualization results, shown in Fig. 8, indicate
that accurate recognition of the boundaries of the building could
be challenging when the local information is removed [see the
red circles in Fig. 8(c)], whereas irrelevant backgrounds such
as roads might be recognized as buildings when the global
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TABLE VI
COMPARISON OF MODEL PARAMETERS AND FLOPS OF THE PROPOSED TCNET
AND SOME EXISTING MODELS

Method Parameters (M) FLOPs (G)

UNet [14] 24.891 255.836
PSPNet [21] 2.376 3.016

HRNetV2 [62] 29.538 45.463
DeepLab V3+ [15] 5.813 26.434
SegFormer [45] 3.715 66.739
UNetFormer [5] 11.70 11.738
CLCFormer [50] 54.110 47.560
SDSC-UNet [72] 21.320 29.820
DSAT-Net [51] 48.371 57.750
TCNet (ours) 34.875 91.875

context information is removed [see the red circles in Fig. 8(d)].
When both local information and global context information are
combined, accurate recognition of the building boundaries can
be realized [see Fig. 8(b)]. It can be seen that the local modeling
capabilities of the CNN help to recognize small detailed areas
in the segmentation, whereas the global modeling capabilities
of the Transformer help to establish global dependencies be-
tween the building and the background. Thus, the significance
of each branch of the TCNet (i.e., CNN branch and Transformer
branch) is further demonstrated.

B. Model Efficiency Analysis

It should be noted that the computational cost of a semantic
segmentation model is often assessed by the amount of model pa-
rameters and that of floating point operations (FLOPs). Table VI
lists the amount of parameters and FLOPs of the proposed TCNet
and those of some existing models, in terms of the UNet [14],
PSPNet [21], HRNetV2 [62], DeepLab V3+ [15], SegFormer
[45], UNetFormer [5], CLCFormer [50], SDSC-UNet [72], and
DSAT-Net [51]. Similarly, these models are trained under an
identical operating environment. The data in Table VI show
that the TCNet does not incur excessive memory and com-
putational overhead. For example, the TCNet yields a similar
amount of parameters and FLOPs, in comparison to the UN-
etFormer, DSAT-Ne, and CLCFormer. However, the proposed
TCNet could improve the segmentation accuracy significantly
(see Tables II-TV and Figs. 5-7).

VI. CONCLUSION

A novel network called TCNet was proposed in this study
for the semantic segmentation of remote sensing images. A
parallel-in-branch architecture of the Transformer and the CNN
is adopted in the TCNet; as such, both global context and
low-level spatial details can be captured. In addition, an ISa
module was developed and adopted in the TCNet to fuse the
multilevel features extracted from the two branches; and, to
bridge the semantic gap between regions, a WSaG-based PUN
was developed and adopted in the TCNet. To demonstrate the
effectiveness and versatility of the TCNet, experiments on three
public datasets, including the Bijie Landslide Dataset, the WHU
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Building Dataset, and the Massachusetts Buildings Dataset,
were conducted.

The results of the experiments showed that both foreground
and background could be precisely extracted by the trained
TCNet model, as indicated by the relatively high values of
IoU, OA, Precision, Recall, and F1 score. Further, comparisons
between the proposed TCNet and some state-of-the-art models
were undertaken; and, the results of the comparison showed the
superiority of the proposed TCNet. For example, compared to
the existing models, the proposed TCNet almost always yields
higher performance indexes. Meanwhile, the significance of
each branch structure and key module of the proposed TCNet
was verified through ablation experiments based on the WHU
Building Dataset. Finally, the significance of the parallel-in-
branch architecture adopted and the efficiency of the TCNet were
discussed. Note that although the proposed TCNet was deemed
effective in the analyses conducted, the following limitations
warrant further investigation: the TCNet was only applied to se-
mantic segmentation of building and landslide in remote sensing
images of urban and mountain scenes, whereas other tasks such
as road segmentation and plot segmentation have not been tested.
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