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Abstract—Snow cover is a sensitive indicator of climate change.
Normalized difference snow index (NDSI) acquired from optical
remote sensing data is usually used for monitoring snow cover, but
the existing data are limited in spatiotemporal resolution. Here,
we compared two blending strategies, blend-then-index (BI) and
index-then-blend (IB), for generating high spatiotemporal resolu-
tion NDSI (daily, 20 m), and designed two groups of experiments
(simulated and real) under three different snow cover periods over
the Tibetan Plateau (TP). The flexible spatiotemporal data fusion
(FSDAF) model was used as the fusion model. MODIS (daily,
500 m) and Sentinel-2A/B (2–5 days, 20 m) data were used as the
inputs. The accuracy of the fused NDSI was evaluated from both
spectral [root mean square error (RMSE), correlation coefficient
(R), and average difference (AD)] and spatial (Robert’s edge and
local binary pattern) dimensions. Our results showed that the IB
strategy produced more accurate NDSI results, with lower RMSE,
higher R, and AD closer to zero compared to the BI strategy.
In addition, there was no obvious difference in terms of texture
between the two fusion strategies. Generally, the IB strategy is a
better choice for generating a high spatiotemporal resolution NDSI
through the FSDAF model under different snow cover periods on
the TP. This study can provide effective guidelines for producing
better high-resolution NDSI time series on the TP.

Index Terms—Flexible spatiotemporal data fusion (FSDAF),
normalized difference snow index (NDSI), spatiotemporal fusion,
Tibetan Plateau (TP).

I. INTRODUCTION

C LIMATE change is a serious challenge for human society
in the context of globalization. The Tibetan Plateau (TP)

is rich in snow resources and has a larger snow cover than
any other mid-latitude region in the Northern Hemisphere [1],
making it a hot spot and sensitive area to climate change [2]. The
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temperature on the TP increases by 0.3°C–0.4°C per decade
on average [3], [4], which is over twice the global average
temperature increase during the corresponding period, making it
the region with the most significant uncertainty in environmental
change [5], [6], [7]. Continued warming has decreased the extent
of snow and increased snowmelt runoff in the TP [8]. This further
inevitably altered the atmospheric circulation [9], [10], water
balance [11], [12], and ecosystems stability [5], [13], [14] on
the plateau [1]. As an important component of the cryosphere,
snow cover plays an essential role in climate change in the TP
and worldwide [15], [16].

Optical remote sensing data are widely used for monitoring
snow cover. In particular, high demands for the spatial and
temporal resolution of optical remote sensing data are placed on
obtaining detailed and accurate information on snow distribution
and its variability on the TP, which has a complex topography.
However, there is no single satellite remote sensing data that can
simultaneously satisfy the requirements of both high spatial and
temporal resolution. For example, Sentinel-2A/B images have a
spatial resolution of 20 m (“fine-resolution” images), which can
provide more accurate and detailed spatial information on snow
cover. However, its relatively long revisit period (2–5 days) may
not accurately capture the dynamic changes in the snow cover on
the TP. In contrast, MODIS images have a temporal resolution
of 1 day, which can more accurately present dynamic changes
of the snow cover on the TP. However, its spatial resolution is
coarse (“coarse-resolution” images, 500 m) and cannot clearly
present the details of snow information in a pixel.

Many studies (e.g., [17], [18], [19], and [20]) have used spa-
tiotemporal fusion models to acquire remote sensing data with
both high spatial and temporal resolution. Based on different
assumptions and algorithmic principles, spatiotemporal fusion
models can be categorized into three principal classes: weighted
function-based models, unmixing-based models, and learning-
based models. A weighted function-based model, the spatial and
temporal adaptive reflectance fusion model (STARFM) was first
proposed [17]. This model provides good results in capturing
gradual change information but cannot predict transient pertur-
bation events. To overcome this limitation, a spatial temporal
adaptive algorithm for mapping reflectance change has been
proposed [21], which can select an optimal reference date to im-
prove accuracy. However, problems persisted in heterogeneous
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regions. Therefore, an enhanced STARFM (ESTARFM) [18]
was proposed to compensate for this deficiency. This method
effectively improves the simulation accuracy of the STARFM for
regions with strong surface heterogeneity. However, in general,
such methods cannot predict both transient perturbation events
and the accurate boundaries of objects whose shapes change
over time [18]. In addition, unmixing-based models have been
proposed [22], [23], [24], in which the flexible spatiotemporal
data fusion (FSDAF) model can address the above-mentioned
problems [19]. The FSDAF model uses class-level temporal
changes and thin-plate spline (TPS) interpolation for the tem-
poral and spatial prediction of fine-resolution images at the
prediction time. Through the allocation of residuals and usage
of neighborhood information to refine the ultimate prediction,
this method can more effectively simulate information in spatial
heterogeneity regions. Subsequently, Liu et al. [20] proposed an
improved FSDAF (IFSDAF) model based on the FSDAF model
combined with the constrained least-squares method. However,
the IFSDAF model requires the input of two fine-resolution
images, making it more difficult to use in practice. Moreover,
learning-based models have also advanced [25], [26]. Accom-
panied by the advancements in Artificial Intelligence and the
proposal of new mathematical models, new spatiotemporal fu-
sion models have been developed using various methods such as
probabilistic statistics methods, convolutional neural networks,
and generative adversarial network methods [27], [28], [29],
[30]. For instance, the two-stream convolutional neural network
[31] learning architecture not only predicts fine images from
the structural similarity of coarse and fine image pairs, but
also by adding temporal information in fine image sequences
as strong priors. Meanwhile, the temporal constraints in the
model also lead to better temporal consistency of the results.
Chen et al. [32] used the cycle-generative adversarial networks
to introduce an image fusion strategy with information gain
for spatiotemporal image fusion by simulating and generating
images for fusion. All of these methods can be effectively applied
in their research directions and the spatiotemporal data fusion
methods are constantly being enriched.

Among the various spatiotemporal fusion models described
above, the FSDAF model stands out by virtue of its capability to
identify surface changes automatically by analyzing the errors
in the fusion process. It proposes a spatiotemporal data fusion
framework that considers both gradual and abrupt variations in
surface reflectance; thus, it performs well in regions with strong
spatial heterogeneity [19]. In addition, the FSDAF model re-
quires only one fine-resolution image and two coarse-resolution
images to achieve highly accurate predictions with high effi-
ciency. Influenced by the large topographic relief, the snow
cover on the TP exhibits a spatially scattered distribution and
fast-changing conditions, which is consistent with the applica-
tion scope of the FSDAF model. Therefore, it is theoretically
a more appropriate choice for the spatiotemporal fusion of the
normalized difference snow index (NDSI) on the TP using the
FSDAF model.

NDSI could highlight the snow characteristics and distinguish
between snow and other features such as clouds [33]. Time-
series NDSI data obtained from satellite imagery is essential for

monitoring and analysis of snow cover distribution [34], [35].
At present, the NDSI snow cover data from MODIS Collection
6 (C6) are the most widely used NDSI product [36]. However,
this product has data gaps caused by cloud cover. Jing et al.
[37] utilized the spatio-temporal adaptive fusion method with
error correction to fill the data gaps, and obtained a daily
stretched seamless NDSI product for China with 500 m spatial
resolution. Still, for the TP, which is characterized by complex
topography and strong spatial heterogeneity snow cover, it is
difficult to obtain detailed and accurate snow cover distribu-
tion or change information from such data, so the spatial and
temporal resolution of optical remote sensing data is highly
demanded. Therefore, the acquisition and production of higher
spatiotemporal resolution NDSI is necessary. To obtain high
spatial and temporal resolution snow cover data, the order of
the NDSI calculations and data blending must be considered
in addition to the spatiotemporal fusion model. Two blending
strategies are available for consideration of the NDSI data [38],
[39]. First, blend-then-index (BI): The band reflectance data
associated with the NDSI calculations are first blended and
then the NDSI is calculated based on the fusion bands. Second,
index-then-blend (IB): The NDSI is first calculated using the
original band reflectance data and then the obtained results are
blended. Previously, the performance of the BI and IB strate-
gies on several indices including NDVI and NDWI has been
compared for vegetation and surface water monitoring [39],
[40]. However, for NDSI, it remains uncertain which strategy
produces superior outcomes and whether the optimal strategy
differs during different snow cover periods (snow accumulation,
snow stabilization, and snow ablation periods).

This study aimed to explore the optimal spatiotemporal fusion
strategy for the NDSI on the TP. In the following sections,
we first introduced our study area and data sources. Then, the
fusion experiments were designed, and the specific steps were
described. Subsequently, we discussed the uncertainties in the
simulated NDSI under two different blending strategies (BI
and IB), and their accuracy assessment under three snow cover
periods. Finally, the results were presented. This study provides
important guidelines for the spatiotemporal fusion of NDSI data
on the TP.

II. STUDY AREA AND DATA SOURCES

A. Study Area

Located in central Asia and southwest China, the TP is the
highest area in the world, with an average elevation of ap-
proximately 4320 m. It is known as the “Roof of the World”
and the “Third Pole” of the Earth [41]. It is located be-
tween 25°59′30′′−41°1′0′′ N and 67°40′37′′−104°40′57′′ E [42]
(Fig. 1) with a total area of approximately 3.08 × 106 km2.
Throughout the year, the TP experiences low temperatures,
strong solar radiation, and little rainfall [43]. The topography
of the TP is complex and mountainous, with large differences
in elevation between regions, showing characteristics of high
spatial heterogeneity. It is rich in snow and has the largest snow
cover area in the mid-latitudes of the Northern Hemisphere. Its
snow cover is mostly patchy and shows the characteristics of
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Fig. 1. Location and topography of the TP and sample areas. (a) Geographical location and (b) topography of the TP. (c)–(e) Basic information and location of
the three sample areas.

scattered snow distribution. The TP has a unique and advanced
perception of climate change, and its snow cover has an impor-
tant impact on the hydrological cycle, regional climate change,
and vegetation growth [44]. In this study, three sample areas
on the TP were representatively selected as experimental areas
for the spatiotemporal fusion of the NDSI (Fig. 1), considering
the variability in land cover type, mean elevation, and mean
percentage of snow cover.

B. Data Sources

The FSDAF model required three input images: a pair of
fine-resolution and coarse-resolution images at t1, and a coarse-
resolution image at t2. The output image was a simulated fine-
resolution image at t2. The verification image we used was the
fine-resolution image at t2.

In this study, the fine-resolution images we used were the
Sentinel-2A/B data, with a temporal resolution of 2–5 days and a
spatial resolution of 10–60 m [45] for the 2020–2021 snow cover
period. The coarse-resolution images we used were the MODIS
Terra surface reflectance product (MOD09GA V061) [46] and
snow cover product (MOD10A1 V061) [47], with a temporal

resolution of 1 day and spatial resolution of 500 m, consistent
with the overpass date of Sentinel-2A/B. The data were all
obtained from the Google Earth Engine (GEE) cloud platform
(https://earthengine.google.com/, accessed on 15 September
2022) and projected as WGS 84/UTM Zone 45N.

The green band (band 3, with the spatial resolution resam-
pled to 20 m) and short-wave infrared band (SWIR1, band 11,
with the spatial resolution maintained at 20 m) of Sentinel-
2A/B were used for NDSI calculations (1) [48] and subse-
quent strategy arrangements. The green band (sur_refl_b04) and
short-wave infrared band (sur_refl_b06) of MOD09GA were
used as the basis for the NDSI calculations. We also used
the NDSI band of MOD10A1. It reports snow cover, which
is correlated with the presence or absence of snow within a
pixel, and provides a precise description of snow monitoring
[49].

NDSI =
BGreen −BSWIR

BGreen +BSWIR
(1)

where BGreen and BSWIR correspond to the green and short-
wave infrared bands, respectively.

https://earthengine.google.com/
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TABLE I
TIME OF INPUT DATA FOR THE STUDY SAMPLE AREAS

TABLE II
DETAILED INFORMATION OF ACCURACY METRICS FOR ASSESSMENT OF THE SPATIOTEMPORAL FUSION MODEL

Meanwhile, different snow cover periods are associated with
different snow content. To analyze the differences in the optimal
fusion strategy during different snow cover periods, we selected
data from the snow accumulation (October to December of
each year), snow stabilization (January to March of the fol-
lowing year), and snow ablation periods (March to April of
the following year) for the three study sample areas. Input data
were those with less than 20% cloud coverage under clear-sky
conditions.

The inputs of our study for the FSDAF model were 18 pairs of
Sentinel-2A/B and MODIS (S&M) data at t1 and MODIS (M)
data at t2, where the selection of t2 was mainly based on the
availability of real Sentinel-2A/B images, which was convenient
for verification (Table I ).

III. METHODS

The technical workflow of this study is illustrated in Fig. 2.
Based on the FSDAF model, we analyzed the most suitable
fusion strategy (BI or IB) for a high spatiotemporal resolution

NDSI for three different snow cover periods on the TP. This pro-
cess involved data preparation, fusion strategies, and accuracy
assessment.

A. Data Preparation

After temporal selection of the data based on the three
snow cover periods, in the preprocessing step, cloud cover-
age screening, reprojection, and data downloading were first
performed on GEE. Then, we georectified, cropped, and re-
sampled the data locally. To maintain consistency with the
Sentinel-2A/B images, the MODIS images were upsampled
by the nearest neighbor method, ultimately achieving a spa-
tial resolution of 20 m. The preprocessed MOD09GA and
MOD10A1 data were used as input data for coarse-resolution
images for the BI and IB strategies, respectively. Finally, we
obtained data that met the input requirements of the FSDAF
model.

First, we used real data to construct the experimental groups.
In the real experimental group, the input fine-resolution images
at t1 were real Sentinel-2A/B images and the coarse-resolution
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Fig. 2. Flowchart for analyzing the suitable spatiotemporal fusion strategy of NDSI under different snow cover periods on the TP.

images at t1 and t2 were real MODIS images. Then, to pre-
vent radiation and geometric inconsistencies between Sentinel-
2A/B and MODIS images from affecting the accuracy of the
spatiotemporal fusion model, we also constructed a simulated
experimental group. In the simulated experimental group, we
selected MODIS-like images (resampling the spatial resolu-
tion of Sentinel-2A/B images to 500 m) as coarse-resolution
input data for model testing [24]. In this group, the input fine-
resolution images at t1 were real Sentinel-2A/B images, and the
coarse-resolution images at t1 and t2 were MODIS-like images.
In this manner, we eliminated the inconsistencies between the
Sentinel-2A/B and MODIS images, ensuring that the difference

in accuracy was related only to the BI/IB strategies, thereby
allowing a direct comparison of the performance of the two
strategies.

B. FSDAF Model

The FSDAF model, originally proposed by Zhu et al. [19],
can effectively solve the problem of data fusion in regions
with gradual and abrupt surface reflectance changes and high
spatial heterogeneity. There are six steps in generating a high
spatiotemporal resolution NDSI using the FSDAF model. First,
the fine-resolution images at t1 are classified and then the ratio of
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Fig. 3. Input data of the green band and NDSI in simulated experimental group under BI and IB strategies for sample area 3. (a) Green band data of Sentinel-2A/B
image acquired on February 21, 2021. (b) and (c) Green band data of MODIS-like images aggregated from (a) and Sentinel-2A/B images acquired on February 26,
2021. (d) NDSI data of Sentinel-2A/B image acquired on February 21, 2021. (e) and (f) NDSI data of MODIS-like images aggregated from (d) and Sentinel-2A/B
images acquired on February 26, 2021.

each class is calculated for each image pixel. Second, following
the principles of linear decomposition of the mixed pixel theory,
the temporal change from t1 to t2 for each class is calculated,
where the temporal change of a pixel in the coarse-resolution
image is equivalent to the weighted summation of the temporal
changes across all classes within that pixel. Third, the fine-
resolution image at t2 is temporally predicted by the temporal
change in each class, and the residual of each coarse-resolution
image pixel is calculated as follows:

R (xi, yi, b) = ΔC (xi, yi, b)− 1

m

⎡
⎣ m∑
j=1

FTP
2 (xij , yij , b)

−
m∑
j=1

F1 (xij , yij , b)

⎤
⎦ (2)

where for a given band b, i represents the index of a coarse pixel,
j represents the index of a fine pixel within a coarse pixel, and
m represents the total count of fine pixels encompassed within a
single coarse pixel. R(xi, yi, b) is the residual at (xi, yi) of the
coarse pixel. ΔC(xi, yi, b) is the change in the (xi, yi) coarse
pixel between t1 and t2, F1(xij , yij , b) is the value of the jth
fine pixel within the coarse pixel at (xi, yi) observed at t1, and

FTP
2 (xij , yij , b) is the temporal predicted value at fine pixels

(xi, yi) at t2.
Fourth, a spatial prediction of fine-resolution images at t2

is performed based on coarse-resolution images at t2 and the
TPS interpolation method. Fifth, residuals to fine-resolution
pixels are assigned. Combining homogenous and heterogeneous
landscape factors, a homogeneity index (HI) is introduced to
guide the distribution of residuals (3). The residuals distributed
to the jth fine pixel can be obtained by combining the weights
of the two cases using HI and normalizing them (4).

HI (xij , yij) =

(
m∑

k=1

Ik

)
/m (3)

where the kth fine pixel in the moving window has the same
land cover type as that of the central fine pixel (xij , yij) with
Ik = 1; otherwise, Ik = 0. The closer the HI is to 1, the more
homogeneous is the landscape.

r (xij , yij , b) = m×R (xi, yi, b)×W (xij , yij , b) (4)

where W (xij , yij , b) is the normalized weight.
Through the aggregation of residual distributions and predic-

tion of temporal changes, the value of the total change within a
fine-resolution image pixel between t1 and t2 can be obtained
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Fig. 4. Input data of the green band and NDSI in real experimental group under BI and IB strategies for sample area 3. (a) and (b) Green band data of
Sentinel-2A/B and MOD09GA images acquired on February 21, 2021. (c) Green band data of MOD09GA image acquired on February 26, 2021. (d) and (e) NDSI
data of Sentinel-2A/B and MOD10A1 images acquired on February 21, 2021. (f) NDSI data of MOD10A1 image acquired on February 26, 2021.

as follows:

ΔF (xij , yij , b) = r (xij , yij , b) + ΔF (c, b) (5)

where ΔF (c, b) represents the change in the value of class c at
a fine resolution between t1 and t2.

Finally, the neighborhood information is used to make the
final predictions of the fine-resolution images. The change in-
formation of all similar pixels is weighted and summed to obtain
the total change value of the target pixel. The final prediction
results are as follows:

∧
F2 (xij , yij , b) = F1 (xij , yij , b) +

n∑
k−1

wk ×ΔF (xk, yk, b)

(6)
where wk is the weight of the kth similar pixel.

C. Fusion Strategies

When using the FSDAF model for spatiotemporal fusion
of the NDSI, an appropriate fusion strategy must be deter-
mined. The two strategies were applied in our study as follows
[38]. First, BI strategy: Green (band 3 for Sentinel-2A/B and
sur_refl_b04 for MOD09GA) and short-wave infrared (band
11 for Sentinel-2A/B and sur_refl_b06 for MOD09GA) bands
about NDSI calculation were spatiotemporally fused using the

FSDAF model. The two fused bands were then used to calculate
the NDSI. Second, IB strategy: The NDSI was calculated using
the reflectance of the green and short-wave infrared bands (bands
3 and 11 of Sentinel-2A/B and the NDSI band of MOD10A1).
The calculated NDSI was then fused with the FSDAF model.
Both strategies can achieve NDSI results with high spatiotem-
poral resolution, but the accuracy of the results is unknown.

For example, in the simulated experimental group, two sets
of input data were used. One was under the BI strategy, us-
ing the green band (one of the calculated bands of NDSI) of
Sentinel-2A/B data at t1, the corresponding MODIS-like data
at t1 and t2 of sample area 3 on February 21 and 26, 2021,
during the snow stabilization period. The other was under the
IB strategy, using the calculated NDSI by Sentinel-2A/B data at
t1 and the corresponding MODIS-like data at t1 and t2 under
the same conditions (Fig. 3). In the real experimental group,
we used the green band of the Sentinel-2A/B data at t1 and
the real MOD09GA data at t1 and t2 as inputs under the BI
strategy. The NDSI calculated using the Sentinel-2A/B data
at t1 and the NDSI band of the MOD10A1 data at t1 and t2
were used as inputs under the IB strategy. We presented the
data for the real experimental group under the same conditions
as the simulated experimental group for a better comparison
(Fig. 4).
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Fig. 5. FSDAF spatiotemporal fusion results of the simulated experimental group for sample area 1. (a), (d), and (g) Original Sentinel-2A/B images, and its
predicted images by (b), (e), and (h) BI strategy and (c), (f), and (i) IB strategy of November 24, 2020, February 22, 2021, and March 24, 2021, respectively.

D. Accuracy Assessment

In our study, the verification images were fine-resolution
images at t2 to quantitatively evaluate the accuracy of the fusion
results. Zhu et al. [50] proposed a new framework that combines
both spectral and spatial details for evaluating the performance
of spatiotemporal fusion models. Their results suggested that
the optimal combination of accuracy assessment metrics was
the root mean square error (RMSE), average difference (AD),
Robert’s edge (Edge), and local binary pattern (LBP). This
combination can not only provide a comprehensive and effective
assessment of errors in both spectral and spatial dimensions but
also significantly reduce the information redundancy associated
with highly correlated metrics. Therefore, we used these four

accuracy assessment metrics supplemented with the correlation
coefficient (R) for quality assessment (Fig. 2, Table II).

IV. RESULTS

A. Spatiotemporal Fusion Results

Figs. 5–7 show the results of the simulated experimental
groups under the two strategies and three snow cover periods.
We found that both strategies achieved good results for areas
with gentle (sample area 1, Fig. 5) or large (sample areas 2
and 3, Figs. 6 and 7) topography compared with the original
image. Visually, the texture details of the NDSI results fused
by Sentinel-2A/B and MODIS-like data were close to the real
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Fig. 6. FSDAF spatiotemporal fusion results of the simulated experimental group for sample area 2. (a), (d), and (g) Original Sentinel-2A/B images, and its
predicted images by (b), (e), and (h) BI strategy and (c), (f), and (i) IB strategy of November 11, 2020, February 4, 2021, and April 5, 2021, respectively.

images, which can reproduce the real NDSI well. Taking sample
area 3 as an example, we found that the NDSI results were accu-
rately predicted for areas with moderate topographic relief, such
as the upper-right part of the image. However, this prediction
tended to be smooth, resulting in blurred images. Comparatively,
the NDSI results for the region with a large topographic relief
in the lower-left part of the image were more obvious and better
predicted. Compared to these strategies, the BI strategy predicted
visually smoother results, resulting in the loss of more spatial
detail, whereas the IB strategy had a better prediction of regional
edge information.

Similarly, we obtained results for the real experimental
group under the two strategies and three snow cover periods
(Figs. 8 –10). The fusion results followed a pattern similar to

that of the simulated experimental group for areas with gentle
terrain (sample area 1, Fig. 8). Furthermore, the fusion results
were more affected by clouds [sample area 2, Fig. 9(b), (c) and
(e), (f)] and its shadow [Fig. 9(h) and (i)]. The NDSI results
were largely underestimated with a large percentage of clouds.
Similarly, for sample area 3 (Fig. 10), we found that the results
of the IB strategy were generally better than those of the BI
strategy, which presented more spatial details.

B. Accuracy Assessment

Tables III–V show the accuracy assessment results of the
simulated experimental group under the two strategies for the
three snow cover periods from spectral (RMSE, R, AD) and
spatial (Edge and LBP) dimensions. The three study sample
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Fig. 7. FSDAF spatiotemporal fusion results of the simulated experimental group for sample area 3. (a), (d), and (g) Original Sentinel-2A/B images, and its
predicted images by (b), (e), and (h) BI strategy and (c), (f), and (i) IB strategy of November 20, 2020, February 26, 2021, and March 28, 2021, respectively.

areas reached a similar conclusion that the IB strategy was
better. For sample area 3 (Table V), we concluded that the IB
strategy was better in the spectral dimension, whereas there was
no significant pattern in the spatial dimension. Specifically, in
the spectral dimension of our experiments, the RMSE values
under the IB strategy for snow accumulation, snow stabiliza-
tion, and snow ablation periods were 0.122, 0.162, and 0.153,
respectively, which were lower than those of the BI strategy. The
R values under the IB strategy for the three snow cover periods
were higher than those of the BI strategy by approximately
0.012, 0.012, and 0.031, respectively. The AD values under the
IB strategy were −0.001, −0.008, and −0.012, respectively,
which were closer to 0 than the BI strategy. In the spatial
dimension, there was no obvious rule for the values of Edge and

LBP under different strategies in different snow cover periods,
and the difference in the results was not significant. We also
observed visually (Fig. 7) that the prediction results of the two
strategies for the NDSI fused images in the spatial dimension
were consistent with the accuracy assessment results.

Tables VI –VIII show the accuracy assessment results of the
real experimental group under the two strategies for the three
snow cover periods from spectral and spatial dimensions. We
obtained the same results as in the simulated experimental group,
with the IB strategy being better. Similarly, for sample area 3
(Table VIII), we concluded that the IB strategy was better in the
spectral dimension, whereas the BI strategy tended to be better
in the spatial dimension. In this group, the RMSE values of the
IB strategy for the three snow cover periods were lower than
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Fig. 8. FSDAF spatiotemporal fusion results of the real experimental group for sample area 1. (a), (d), and (g) Original Sentinel-2A/B images, and its predicted
images by (b), (e), and (h) BI strategy and (c), (f), and (i) IB strategy of November 24, 2020, February 22, 2021, and March 24, 2021, respectively.

those of the BI strategy by 0.010, 0.030, and 0.009, respectively.
The R values of the IB strategy were 0.744, 0.833, and 0.753,
respectively, which were higher than those of the BI strategy.
The AD values of the IB strategy were 0.012, −0.010, and
−0.034, respectively, with no significant tendency. In the spatial
dimension, the Edge values of the BI strategy were higher than
those of the IB strategy by 0.107, 0.036, and 0.023, respectively,
which were closer to 0. The LBP values of the BI strategy
were −0.025, −0.030, and 0.023, respectively, which were also
closer to 0. Under these conditions, thus it was concluded that
the BI strategy performed better in the spatial dimension. We
also noticed (Fig. 10) that although the BI strategy was more
accurate in assessment results, both strategies did well in terms
of the details prediction. Overall, combining the fused images,

accuracy assessment results, and the data conditions of the 3
sample areas (Figs. 8–10, Tables VI–VIII), it can be concluded
that the IB strategy had stronger stability in the prediction of the
spatial dimension, and its texture features and edge features can
be well preserved.

Next, we performed an overall analysis of the snow cover
periods to derive a final evaluation of the spatiotemporal fusion
quality. For each of the three snow cover periods, we averaged
the results of the accuracy assessment of the two experimen-
tal groups in the three sample areas under the two strategies,
respectively (Table IX).

The IB strategy had better accuracy assessment results in the
spectral dimension (Table IX). In the simulated experimental
group, for the three snow cover periods, the mean RMSE values
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Fig. 9. FSDAF spatiotemporal fusion results of the real experimental group for sample area 2. (a), (d), and (g) Original Sentinel-2A/B images, and its predicted
images by (b), (e), and (h) BI strategy and (c), (f), and (i) IB strategy of November 11, 2020, February 4, 2021, and April 5, 2021, respectively.

for the IB strategy were lower than those for the BI strategy by
0.007, 0.026, and 0.014, respectively, with an overall average of
0.015. The mean R values of the IB strategy were higher than
those of the BI strategy by 0.013, 0.054, and 0.022, respectively,
with an overall average of 0.030. The mean AD values of the IB
strategy were −0.002, −0.003, and −0.004, respectively, which
were higher than those of the BI strategy with an overall average
of 0.005. In the real experimental group, the mean RMSE, R,
and AD values of the IB strategy were 0.072 lower, 0.080 higher,
and 0.022 higher, respectively, than those of the BI strategy. In
terms of spatial dimension, the accuracy assessment of the BI
strategy was slightly higher than that of the IB strategy, but there
were individual cases in which IB was higher and the texture
and edge features were well preserved. The evaluated values of

spatial dimension accuracy under the two strategies were closer,
and the overall difference was not obvious. Therefore, based
on a comprehensive consideration of the spectral and spatial
dimensions, we concluded that it was better to fuse the NDSI
using the IB strategy.

V. DISCUSSION

A. Comparison with Other Spatiotemporal Fusion Models

This experiment focused on the differences in the fused NDSI
results between the BI and IB spatiotemporal fusion strategies
for different snow cover periods on the TP. To make the results
more comparable, we chose the same FSDAF model for the
strategy comparisons. However, there is doubt as to whether
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Fig. 10. FSDAF spatiotemporal fusion results of the real experimental group for sample area 3. (a), (d), and (g) Original Sentinel-2A/B images, and its predicted
images by (b), (e), and (h) BI strategy and (c), (f), and (i) IB strategy of November 20, 2020, February 26, 2021, and March 28, 2021, respectively.

different spatiotemporal fusion models lead to different re-
sults. Therefore, we selected the other three models (STARFM,
ESTARFM, and Fit-FC) to compare with the results of the
FSDAF model. We used the simulated experimental group of
sample area 3 on February 26, 2021, as an example (Fig. 11,
Table X).

From Fig. 11, it can be observed that the results predicted by
the STARFM [Fig. 11(a)–(d)] ignored some spatial details and
exhibited poor stability. In contrast, the ESTARFM [Fig. 11(e)–
(h)] and FSDAF [Fig. 7(e) and (f) and Fig. 10(e) and (f)]
models predicted the results better, and it was evident that their
fusion results retained more textural features and spatial details.
However, the input data of the ESTARFM are two fine-resolution
images and three coarse-resolution images, which are difficult

to acquire and require more time than other models. Comparing
the results of Fit-FC [Fig. 11(i)–(l)] and FSDAF models, it was
found that the results of Fit-FC were better in the simulated
experimental group, while the results of FSDAF were better in
the real experimental group. This is primarily because Fit-FC
must be implemented using radiative normalization, which is
more sensitive to systematic radiometry [24]. Therefore, the
Fit-FC model was a good choice for Sentinel-2A/B and its
corresponding MODIS-like data in the simulated experimental
group.

The results of all three models were in a reasonable range and
had the same conclusions as in Section IV-B (Table X). Specif-
ically, in the mean results of the simulated experimental group,
the RMSE values (0.162 for BI and 0.151 for IB on average)
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TABLE III
RESULTS OF THE ACCURACY ASSESSMENT UNDER THE SIMULATED EXPERIMENTAL GROUP OF SAMPLE AREA 1

TABLE IV
RESULTS OF THE ACCURACY ASSESSMENT UNDER THE SIMULATED EXPERIMENTAL GROUP OF SAMPLE AREA 2

TABLE V
RESULTS OF THE ACCURACY ASSESSMENT UNDER THE SIMULATED EXPERIMENTAL GROUP OF SAMPLE AREA 3

and R values (0.892 for BI and 0.900 for IB on average) of the
spectral dimensions indicated that the IB strategy had a better
effect, whereas AD values (0.007 for BI and 0.019 for IB on
average) indicated that the BI strategy was slightly better.
Overall, the IB performed better. In the spatial dimension,
the accuracy of BI was slightly higher (−0.165 and −0.013
for BI, and −0.253 and −0.080 for IB, on average). In

the results of the real experimental group, all five accu-
racy assessment metrics indicated the superiority of the IB
strategy.

From the perspective of spatiotemporal fusion methods, ES-
TARFM slightly outperforms SRATFM, but not obviously. The
results of both are influenced by the combined effects of tem-
poral and spatial variances, which is consistent with previous
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TABLE VI
RESULTS OF THE ACCURACY ASSESSMENT UNDER THE REAL EXPERIMENTAL GROUP OF SAMPLE AREA 1

TABLE VII
RESULTS OF THE ACCURACY ASSESSMENT UNDER THE REAL EXPERIMENTAL GROUP OF SAMPLE AREA 2

TABLE VIII
RESULTS OF THE ACCURACY ASSESSMENT UNDER THE REAL EXPERIMENTAL GROUP OF SAMPLE AREA 3

studies [51]. For Fit-FC, it largely underestimates the spatial
information of the real experimental group, but it is well suited
for the studies of temporal dynamics [50]. And for the FSDAF
model, from previous studies [19] and our results, its advantages
are mainly reflected in the following points. First, it requires less
input data. Second, it is highly accurate, spatially detailed, and
suitable for areas of land cover type change. Third, it is suitable

for regions with a high spatial heterogeneity. It then solves the
problem of temporal changes in endmembers globally, uses the
purest coarse pixels to form the system of linear equations, and
refines them, providing stronger robustness than other methods
based on unmixing. Finally, neighborhood information is in-
troduced to obtain a more continuous spatial image [19]. As
a significant complement to the collection of spatiotemporal
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TABLE IX
MEAN VALUES OF ACCURACY EVALUATION OF FUSION RESULTS UNDER SIMULATED AND REAL EXPERIMENTAL GROUPS FOR THE THREE SNOW COVER PERIODS

TABLE X
COMPARISON OF NDSI FUSION ACCURACY (RMSE, R, AD, EDGE, AND LBP VALUES) FOR STARFM, ESTARFM, AND FIT-FC MODELS UNDER BI AND IB

STRATEGIES

data fusion methods, it has become a widely used and stable
spatiotemporal fusion model.

Although the FSDAF model has demonstrated strong per-
formance in spatiotemporal fusion, it still has shortcomings.
First, FSDAF selects coarse pixels with an interquartile range
of 0.1−0.9 or narrower to participate in the calculation during
the unmixing process in the spatiotemporal prediction step [52].
The selection of its change value is fixed and based only on
experience, which is not strict. The likelihood of selecting coarse
pixels with abundant boundary information also has a high
probability of being selected. Once these pixels are selected,
erroneous spectral information will be introduced into the un-
mixing calculation, which affects the accuracy of the results.
Consequently, FSDAF reduces the contrast between different
objects and predicts visually blurrier images. Second, in the
spatial prediction step, FSDAF uses TPS interpolation to extract
the change information at t2 from the coarse-resolution image,
but cannot accurately determine whether the land cover type
of the fine-resolution image has changed [52]. As a result,
the FSDAF model can neither determine a clear boundary for
predicting land cover type changes nor estimate changed image

pixel values. Third, Sentinel-2A/B data were used in our study
to improve the spatial resolution, but this was still insufficient in
study areas characterized by high cloud cover. The rationality of
the FSDAF model in regions with high cloud cover needs to be
explored further [53]. Finally, this study also has some limita-
tions. Although we explored the optimal strategy, we just applied
the conventional downsampling method to obtain MODIS-like
data, which is also an important source of uncertainty in the
results [54].

B. Selection of Fusion Strategy During Different Snow Cover
Periods

Different snow cover periods imply different snow status,
and their corresponding NDSI conditions are different, which
may affect the accuracy of the prediction results. In our study,
we investigated whether the optimal strategy for spatiotemporal
fusion differed for the three snow cover periods. However, we
found that the selection of snow cover periods did not have a
significant effect on the determination of the optimal strategy.
This conclusion is different from that of vegetation growth.
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Fig. 11. NDSI fusion results for STARFM, ESTARFM, and Fit-FC under BI and IB strategies. Predicted images of simulated groups under BI and IB strategies
by (a) and (b) STARFM, (e) and (f) ESTARFM, and (i) and (j) Fit-FC, respectively. Predicted images of real groups under BI and IB strategies by (c) and (d)
STARFM, (g) and (h) ESTARFM, and (k) and (l) Fit-FC, respectively. All results were based on the input data from sample area 3 on February 26, 2021.

Related studies have shown that on the basis of distinguishing
the vegetation growth stages (growth versus senescence), BI
performed better when the predicted NDVI values were higher
than the input NDVI values. Otherwise, IB performed better.
When the images were homogeneous, both BI and IB can be
used [38]. This may be related to the fact that the TP is mostly
dominated by thin snow, and with multiple snow accumulation
and ablation processes [55], [56]. Therefore, its tendency for
strategy is not as obvious as that of vegetation. In addition, this is
also influenced by cloud cover, so it needs to pay more attention
to how to remove clouds at the same time with spatiotemporal
fusion.

VI. CONCLUSION

In this study, we performed NDSI spatiotemporal fusion
on the TP based on Sentinel-2A/B and MODIS data using
the FSDAF model. We analyzed the effects of the BI and IB
strategies on NDSI spatiotemporal fusion for the three snow
cover periods. We also used simulated and real experimental
groups to evaluate the accuracy of the NDSI fusion results in

terms of five accuracy assessment metrics in spectral and spatial
dimensions.

The results showed that the IB strategy was better in terms of
spectral dimensions. In the simulated experimental group, the
mean RMSE values of the fused NDSI under the IB strategy
(0.175, 0.156, and 0.135) were lower than those under the BI
strategy (0.182, 0.182, and 0.149), with an overall mean value
0.015 lower for the three snow cover periods. The overall mean
values of R (0.824) and AD (−0.003) of the IB strategy were
higher than those of the BI strategy (R = 0.794, AD =−0.008).
In the real experimental group, the overall mean RMSE value
under the IB strategy (0.146) was 0.072 lower than that of the
BI strategy (0.218), and the overall mean values of R (0.752)
and AD (−0.028) were higher than those of the BI strategy (R
= 0.672, AD = −0.050) by approximately 0.080 and 0.022,
respectively. From the spatial dimensions, there was no obvious
pattern in the Edge and LBP values. In both experimental groups,
the accuracy of the BI strategy was slightly higher than that of
the IB strategy. However, there were cases where the accuracy
of the IB strategy was higher in individual sample areas, whose
texture and edge features could be well preserved in this context.
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In addition, to validate the accuracy of the FSDAF model
results, we conducted uncertainty analysis experiments on the
results of three other spatiotemporal fusion models (STARFM,
ESTARFM, and Fit-FC). The mean results of the simulated
experimental group showed better results for the IB strategy
(RMSE = 0.151, R = 0.900, AD = 0.019) in the spectral
dimension and a slightly higher accuracy for BI in the spatial
dimension (Edge = −0.165, LBP = −0.013). In the results of
the real experimental group, all five accuracy assessment metrics
indicated the superiority of the IB strategy. These results were
in high agreement with those of the FSDAF model, indicating
that the IB strategy was better.

Our study proved that the IB strategy is a more suitable
fusion strategy for producing a high spatiotemporal resolution
NDSI during different snow cover periods on the TP. This study
provided an essential reference for the selection of an optimal
strategy for the spatiotemporal fusion of NDSI on the TP and
laid the foundation for producing better high-resolution snow
cover products for long-time series on the TP.
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