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Abstract—Deep learning techniques for change detection have
undergone rapid development in the past few years. However, it is
still a challenge how to reduce massive network parameters and
sufficiently fuse bitemporal image features to improve detection
accuracy. Therefore, this work proposes a novel and lightweight
network based on feature interleaved fusion and bistage decoding
(FFBDNet) for change detection. In the encoding stage, considering
the application problems caused by a large number of network
parameters, we use the more efficient EfficientNet as the backbone
to extract the bitemporal image features based on Siamese architec-
ture. To fuse the bitemporal image features and reduce interference
from surrounding objects, we propose a feature interleaved fusion
module, which can interleave the shared feature information and
the difference variance feature information. During the decoding
stage, the fused features are split into two groups, and a novel
bistage decoding framework is proposed to generate the accuracy
change map gradually. Extensive experiments and ablation studies
are validated on three public change detection datasets: WHU-CD,
LEVIR-CD, and SYSU-CD datasets. Compared to state-of-the-art
methods, the experimental results demonstrate that the proposed
FFBDNet produces a better balance between performance and
model parameters. Specifically, the F1 values obtained for these
three datasets are 93.27%, 91.11%, and 80.10%, respectively, and
the model parameters of the network are just 2.85 M.

Index Terms—Bistage decoding, change detection (CD), feature
interleaved fusion, lightweight network, remote sensing images.

I. INTRODUCTION

CHANGE detection (CD) is the process of extracting
and analyzing ground change information by comparing

bitemporal remote sensing images at different times in the same
geographical area [1], [2]. During the procedure, a semantic
label—such as “0” for “unchanged” or “1” for “changed”—
is assigned to each pixel. In short, two different temporal
high-spatial-resolution images that have been accurately reg-
istered [3], [4], [5] are employed to detect changes on the
surface. Acquiring high-spatial-resolution satellite images for
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CD has become more accessible thanks to breakthroughs in
remote sensing imaging techniques over the past few decades.
High-spatial-resolution images provide ample information but
make the CD task more challenging [6]. In a wide range of fields,
including resource surveying [7], urban expansion [8], disaster
assessment [9], and urban green ecosystem [10], [11], CD is one
of the most important applications of remote sensing images.

Depending on whether they require extracting features man-
ually, current CD methods fall into two broad categories: tradi-
tional CD methods and deep-learning-based CD methods [12].
Moreover, based on the adopted basic processing unit, the
traditional CD methods can be divided into pixel-based and
object-based methods [13]. Pixel-based methods usually directly
compare the individual pixels to produce the change result [14].
Researchers have performed a great deal of work on pixel-based
methods, such as image differencing [15], principal compo-
nent analysis [16], and change vector analysis [17]. However,
pixel-based methods concentrate on the spectral change of an
individual pixel and ignore the spatial context information. As
a result, the change maps inevitably exhibit salt-and-pepper
noises [18]. Different from pixel-based methods, the funda-
mental unit employed by object-based methods extends to the
entire object. The object-based methods can capture the homo-
geneous pixels belonging to the same objects using spectral [19],
textural [20], and spatial features [21]. Although object-based
methods can effectively reduce the “salt-and-pepper” noise,
suitable parameters are difficult to choose to extract image
objects in segmentation algorithms, which means that the error
caused by the segmentation would propagate to the predicted
change maps [22]. In addition, these traditional methods tend to
rely on handcrafted features, which lack robustness in complex
scenarios [23]. Therefore, the accuracy of traditional methods is
not satisfactory overall.

Over recent years, deep learning techniques have become
possible due to the emergence of big data and the constant
advances in the performance of computing devices [12], es-
pecially convolutional neural networks (CNNs), which have
excellent multilayer feature extraction abilities and an effective
end-to-end manner [13]; many researchers have incorporated
CNNs into several tasks, such as object detection [24], image
registration [25], and CD [26], [27]. Generally, there are two
main categories of current deep-learning-based CD methods:
patch-based and image-based [14]. The patch-based methods
predict the change category of the central pixel using image
patches (such as 3 × 3 and 5 × 5) as the network input [28].
Gong et al. [29] proposed a novel CD network that takes
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each local neighborhood of a pixel as the network input. Lei
et al. [30] proposed a CD method based on stacked denoising
autoencoders. This method employs the difference image to
estimate the multiscale patch image. To address the problem
of choosing the optimal patch size, Wang et al. [31] proposed
a feature-regularized mask DeepLab and obtained competitive
performance. Although patch-based methods typically do not
need much data to train on, there are still some drawbacks. On the
one hand, the performance of CD is substantially impacted by the
appropriate patch size, which is difficult to establish. Besides, the
patch-based methods use a neighboring patch overlap strategy,
which takes a long time and makes extensive use of memory [32].

To overcome the above limitations, image-based CD methods
have progressively adopted a fully convolutional network to
conduct an end-to-end pixelwise prediction [14]. After achieving
this milestone, numerous CD methods were proposed [23], [33].
For example, by considering two different image input patterns,
Daudt et al. [34] proposed three different CD network models,
namely, FC-EF, FC-Siam-diff, and FC-Siam-conc. To further
obtain more feature information and produce accurate change
maps, Peng et al. [35] designed a multiple side-output fusion
module that can fuse multiscale feature maps and proposed an
MSOFNet based on UNet++ [36]. To overcome the problem of
inaccurate boundary identification, Chen et al. [33] proposed
an edge-guided network that focuses on prior information on
boundaries and the integrity of change region. To filter back-
ground noise and improve the detection accuracy of the change,
a feature hierarchical differentiation (FHD) model for CD was
proposed by Pei and Zhang [37]. In the FHD model, the dual-
branch features are adaptively fused to obtain discriminative
feature information and achieve excellent results.

The attention mechanism has the capability to enhance rel-
evant feature information and suppress background noise in-
formation by weighting the feature maps [38]. Therefore, nu-
merous researchers have introduced the attention mechanism
to CD tasks to obtain the discriminative feature information
of bitemporal images [39], [40]. Jiang et al. [32] proposed an
attention-guided full-scale feature aggregation network that uses
the attention mechanism to alleviate feature redundancy and
achieve accurate results. Chen and Shi [39] proposed a spatial–
temporal attention network (STANet) for CD by analyzing the
spatial–temporal connection and the multiscale attention repre-
sentation. Similarly, Zhang et al. [40] proposed a deeply super-
vised image fusion network (DSIFN) for CD after introducing
channel and spatial attention to fuse feature information from
various domains. Chen et al. [41] designed a method that uses
a dual-attention strategy to obtain more discriminating feature
information to enhance the model’s performance at recognition.
Yang et al. [42] proposed a multiscale attention and edge-aware
Siamese network for CD; in this network, a multiscale attention
module composed of contour channel attention and convolu-
tional block attention is designed to enhance the edges of the
changed regions.

In addition, the Transformer has been introduced into the CD
field in some existing works due to its remarkable performance
in extracting global feature information. For example, Chen
et al. [43] proposed a bitemporal image transformer network
(BITNet) that expresses the bitemporal images into a few tokens

and uses a transformer encoder to model contexts in the compact
token-based space-time. Moreover, considering the advantages
of CNNs and Transformer in feature extraction, Chu et al. [44]
proposed a dual-branch feature guided aggregation network; the
spatial position and semantic features are extracted through the
CNNs and the Transformer branches, respectively. The adaptive
frequency transformer was utilized by Fu et al. [45] to enhance
the differential feature information present in bitemporal im-
ages, and they proposed a CNN–Transformer network for CD.

The methods mentioned above have yielded beneficial effects.
However, there are still some issues. On the one hand, the spatial
details and the semantic information within remote sensing
images become richer as the spatial resolution rises [6]. As a
result, several problems (such as edge details and object in-
tegrity) brought on by influencing factors (like seasonal changes,
illumination changes, and building shadows) get progressively
worse. Therefore, a more effective feature extraction network
and feature fusion strategy should be explored for the CD task.
On the other hand, there are often lots of network parameters
in the most recent deep-learning-based methods from the past.
However, the larger parameter will cause a higher level of
complexity in the network and other unpredictable issues (such
as overfitting) and take a long time in the training stage [46].
Therefore, a more lightweight network is required to meet
practical applications.

To solve the above two problems, a lightweight network based
on feature interleaved fusion and bistage decoding (FFBDNet)
is proposed for the CD task. First, to reduce the parameter redun-
dancy and computational cost of the network, an efficient and
lightweight EfficientNet is employed as the backbone to extract
multiscale features. Subsequently, to get more discriminative
change-related fusion feature, a feature interleaved fusion mod-
ule (FIFM) is designed to fuse the bitemporal features. Then, the
multilevel features are divided into two groups according to the
properties of each level feature. Finally, use the proposed bistage
decoding network to generate an accurate change map step by
step. The main contributions of this work are summarized as
follows.

1) A novel lightweight network with an FIFM and bistage
decoding is proposed for CD. The proposed network de-
signs a bistage decoding module that divides the full-level
features into two groups to generate the accurate change
result step by step.

2) An FIFM is proposed to fuse the bitemporal features
generated from the Siamese network. The proposed FIFM
can achieve more effective feature fusion and generate
more distinguishable fusion features by exploiting the dif-
ference variance information and the shared information
between bitemporal features.

3) Extensive experiments on three challenging CD datasets
are conducted to validate the efficiency of the proposed
method. The results of quantitative and qualitative studies
show that the proposed method has a lower model parame-
ters and outperforms a number of previous state-of-the-art
(SOTA) CD methods.

The rest of this article is organized as follows. In Section II,
we introduce the proposed method in detail. Section III describes
the experiments on different datasets that will be conducted to



WANG et al.: LIGHTWEIGHT CHANGE DETECTION NETWORK BASED ON FEATURE INTERLEAVED FUSION AND BISTAGE DECODING 2559

Fig. 1. Framework of the proposed FFBDNet.

validate the proposed FFBDNet. Finally, Section IV concludes
this article.

II. METHODOLOGY

Fig. 1 shows the framework of the proposed FFBDNet, which
is a standard-coded Siamese architecture. First, the Siamese
network’s encoding branch extracts the multilevel features of
the bitemporal images. After that, the bitemporal features are
further fused using the designed FIFM. During this process,
the FIFM can combine the difference variance feature and the
shared feature between bitemporal features to achieve a more
effective fusion. In the decoding stage, to alleviate the semantic
gap between the low-level and high-level features and improve
the accuracy of CD, the fused full-level features are divided
into two groups. Subsequently, the two groups’ split features are
decoded to generate the accurate change map progressively [37].

A. Feature Encoder

In the feature encoder, the input bitemporal images of CD are
compatible with the Siamese network structure [47]. Therefore,

we use a Siamese network design with two weight-sharing
branches to extract multilevel features. As for the backbone,
we use EfficientNet-B4 as the feature encoder. EfficientNets are
a family of models obtained using neural architecture search to
design the new baseline network. Specifically, the EfficientNets
use an effective compound coefficient to balance network width,
resolution, and depth to obtain better performance. Compared to
the Visual Geometry Group Net [48] or Residual Network [49],
the EfficientNets show better accuracy and efficiency on com-
puter vision tasks [50].

As shown in the encoding block of Fig. 1, from left to right, a
pair of bitemporal images I1, I2 ∈ RC×H×W are used as the
input of the Siamese network to extract multilevel features.
C, H , and W represent the number of bands, height, and
width of the input image, respectively. In this article, only
some convolutional stages from the original EfficientNet-B4
have been used to extract features. Specifically, we only use the
first five convolutional stages from the original EfficientNet-B4.
The different scale feature maps that each convolutional stage
makes are represented as layers with different colors in Fig. 1.
As a result, each branch of the Siamese network generates five
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Fig. 2. Structure of the proposed FIFM module.

feature maps, written as f i
1, f

i
2, i ∈ {0, 1, 2, 3, 4}, respectively.

Specifically, the size of f0
1 , f

1
1 , f

2
1 , f

3
1 , and f4

1 are 1/2, 1/2, 1/4,
1/8, and 1/16 of the input image size, respectively, and the same
for f i

2. The channels of the five feature maps are 48, 24, 32, 56,
and 112, respectively.

B. Feature Interleaved Fusion Module

After bitemporal feature encoding, how to fuse the bitemporal
features to obtain the representative features for CD is the core
issue [51]. To merge the bitemporal image features, current
networks usually use the fusion strategy called “concatenation”
or “subtraction” [34], [52]. Even though these fusion strategies
help improve the accuracy of CD results, more effective fusion
methods are needed to explore. To address the fusion problem
of bitemporal features, this article developed a novel FIFM that
can generate more discriminative fusion features. Unlike current
fusion modules, which focus only on single fusion strategies,
the proposed FIFM follows a three-step procedure. First, the
bitemporal image features are enhanced across interleave fusion.
Next, it extracts the shared representation features and differ-
ence variation features from the enhanced bitemporal features.
Finally, the two distinct features are concatenated to generate
discriminative fusion features for CD.

The proposed FIFM module’s structure is shown in Fig. 2;
consider the bitemporal image features f i

1 ∈ RCi×Hi×Wi and
f i
2 ∈ RCi×Hi×Wi . In this example, Ci, Hi, and Wi represent

the channel numbers, height, and width of the ith feature level,
respectively. First, a shared 1 × 1 convolutional layer is used to
project f i

1 and f i
2 into a single feature space. Subsequently, the

two convolution features are fed into a 3× 3 convolutional layer.
In this way, two feature maps are obtained, which can be used
to enhance the feature maps. Formally, the two feature attention
maps are described as follows:{

wi
1 = δ(Conv3(Conv1(f

i
1)))

wi
2 = δ(Conv3(Conv1(f

i
2)))

(1)

where wi
1 and wi

2 are the feature attention maps, δ is the sigmoid
function,Conv1 is a convolution layer with a kernel size of 1×1,

and Conv3 denotes a 3 × 3 convolution layer . Subsequently,
the feature attention maps wi

1 and wi
2 can be used to enhance

their corresponding feature maps f i
1 and f i

2. Moreover, a residual
connection approach is utilized to merge the improved features
with their original features, ensuring the preservation of infor-
mation pertaining to the latter. The cross-enhanced features of
bitemporal images can be written as{

f̄ i
1 = f i

1 + f i
1 ⊗ wi

2

f̄ i
2 = f i

2 + f i
2 ⊗ wi

1

(2)

where f̄ i
1 and f̄ i

2 represent the cross-enhanced features, ⊗ de-
notes elementwise multiplication operations, and wi

1 and wi
2 are

feature attention maps. After getting the cross-enhanced features
f̄ i
1 and f̄ i

2, it is crucial to fuse the bitemporal features with a
robust strategy. Every different fusion method has its benefits
and drawbacks. For example, suppose that the shared feature
information in the bitemporal features is significant, but the
difference information is small. In that case, it is reasonable
to infer that the corresponding areas are unchanged. On the
contrary, if the difference information is significant, but the
shared information is small, we may infer that the corresponding
regions in the bitemporal images have changed. Therefore,
shared feature information and difference feature information
have been integrated into this work. In particular, according to
the two cross-enhanced features f̄ i

1 and f̄ i
2, the shared features

f̄ i
sh and difference variance features f̄ i

di can be computed by{
f̄ i

sh = f̄ i
1 + f̄ i

2

f̄ i
di = abs(f̄ i

1 − f̄ i
2)

(3)

where f̄ i
sh and f̄ i

di are shared features and difference features,
respectively. abs represents the absolute difference between
the two cross-enhanced features. Subsequently, in the channel
dimension, f̄ i

sh and f̄ i
di are further concatenated. At last, the final

fused features are generated by feeding the concatenated features
into a 3 × 3 convolutional layer. This procedure can be denoted
as

F i = Conv3([f̄
i
sh; f̄

i
di]) (4)
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where F i denotes the fused features at the ith feature level,
Conv3 is the 3 × 3 convolution, which is then followed by a
BN and a ReLU function, and [; ] is the channel dimension’s
concatenation operation.

C. Bistage Decoding

Previous studies [32], [53] have shown that aggregate full-
scale feature information based on the UNet3+ network can
effectively improve the performance of results. However, these
methods based on UNet3+ that directly aggregate the full-scale
features would introduce some issues. The semantic difference
between low-level and high-level features has become com-
monly accepted [54]. This difference is particularly pronounced
when attempting to aggregate features on a full scale, often
leading to discrepancies and confusion within the network. In
particular, the high-level features have rich semantic information
that helps find areas that have changed, while the low-level
features have spatial information that helps refine edge de-
tails [55]. On the other hand, the full-scale skip connection is
characterized by excessive network parameters, which could be
more problematic.

To alleviate these problems, we propose a bistage decoding
strategy that can alleviate the confusion problems caused by the
semantic gap. As shown in Fig. 1, the proposed bistage decoding
module comprises two progressive decoding stages. Specifi-
cally, the fused full-level features are divided into two groups:
high-level groups are labeled Ch(Ch = F 2, F 3, F 4) and low-
level groups are labeled Cl(Cl = F 0, F 1, F 2). It should be
noted that the feature F 2 is contained in two different groups
simultaneously. The reason is that the feature F 2 is generated
from the middle convolution layers. In other words, we argue
that the feature F 2 has both spatially detailed information and
discriminative semantic information, which can alleviate the
semantic gap caused by the direct use of the full-scale skip
connection. Subsequently, the whole network is trained in two
stages using the features of two groups.

In the first decoding stage, the three features (i.e.,F 2, F 3, F 4)
of the high-level groups are progressively integrated to obtain
the initial change result P1. Specifically, the proposed decoding
stage is built similarly to UNet3+. First, features F 2 and F 4 are
resampled to the same scale as the feature F 3. This entails a
downsampling for F 2 and, vice versa, an upsampling for F 4.
A feature set containing the same number of channels as F 3 is
generated through a 3 × 3 convolution operation. Subsequently,
the three same resolution feature maps in the feature set are
concatenated. Then, the fusion featureF 3

D is obtained by a 3× 3
convolution. The entire process is formulated as follows:

Catf = [Conv3(D(F 2));Conv3(F
3);Conv3(U(F 4))] (5)

F 3
D = ReLu(BN(Conv3(Catf ))) (6)

where D and U represent the downsampling and upsampling,
respectively. Conv3 denotes a 3 × 3 convolution function, [; ]
is the concatenation operation, BN is the batch normalization,
and ReLu denotes rectified linear unit function. By analogy,

by replacing F 3 with F 3
D, the fusion feature F 2

D can be ob-
tained through the same operation. By using this approach, the
resulting fusion feature maps not only encompass multilevel
feature information but also exhibit a reduced semantic gap and
require fewer network parameters. The reason for this is that
each feature group, differently from UNet3+, contains only three
levels of features. AfterF 2

D is obtained, a 3× 3 convolution with
a channel size of 1 followed by a sigmoid function is employed
to obtain the initial change map P1, which is formulated as

P1 = δ(Conv3(F
2
D)) (7)

where P1 is the initial change map, δ denotes the sigmoid
function, and Conv3 is a 3 × 3 convolution with a channel
size of 1. Then, the obtained initial change map P1 is used as a
feature attention map to refine the three low-level feature maps,
which are denoted as

F̄ i = F i ⊗ P1 (8)

where F i, i ∈ 0, 1, 2, is the feature in the low-level group, ⊗
denotes the elementwise multiplication operation, and F̄ i rep-
resents the refined features. In the second decoding stage, the
three refined features in the low-level group undergo the same
decoding process as in the first stage, resulting in the generation
of the final change result P2.

D. Loss Function

CD can be interpreted as a task of binary classification with
two labels: “unchanged” and “changed.” Given that the binary
cross-entropy (BCE) function is widely employed in binary clas-
sification tasks and shows good performance, the BCE function
is used as the loss function as follows:

Lbce(t, p) = − 1

N

N∑
i=1

[tilog(pi) + (1− ti)log(1− pi)] (9)

where N represents the total pixel numbers, and t and p repre-
sent the truth label and the predicted change map, respectively.
tn ∈ {0, 1} is the value of position n in t (i.e., ti = 0 and ti = 1
represent unchanged and changed categories, respectively). pn
and 1− pn denote the predicted probabilities of changed cate-
gories and unchanged categories, respectively; pn ∈ [0, 1].

III. EXPERIMENTS AND ANALYSIS

We first provide a detailed illustration of the three challeng-
ing datasets and the evaluation metrics. Then, we present an
overview of eight SOTA CD methods, followed by a description
of the relevant experimental setting. Subsequently, we provide a
comparison and analysis of the results obtained from a series
of experiments. Finally, ablation experiments are conducted
to validate the efficacy of the FIFM and the bistage decoding
module.

A. Datasets

1) WHU-CD [56]: The WHU-CD dataset includes portions
of the region in New Zealand. The bitemporal images
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Fig. 3. Sample images from three datasets, where “T1” and “T2” represent bitemporal images and “Label” represent truth map. (a) WHU-CD. (b) LEVIR-CD.
(c) SYSU-CD.

were captured immediately after the magnitude 6.3 earth-
quake in 2011 and again after it was reconstructed in
2016. This dataset with a spatial resolution of 0.2 m
and 32 507 × 15 354 pixel resolutions. Like previous
studies [26], [44], the original bitemporal images are
divided into 256 × 256 patch size without overlapping
and obtained 6096, 762, and 762 image pairs for training,
validation, and testing, respectively. Fig. 3(a) shows the
sample images of the WHU-CD dataset.

2) LEVIR-CD [39]: The LEVIR-CD dataset is collected from
Google Earth within a time span between 2002 and 2018.
It comprises 637 image pairs with a 0.5-m spatial and
1024 × 1024 pixel resolutions. The LEVIR-CD dataset
focuses on building with different types of changes. It con-
tains numerous pseudo-changes due to light and season,
making it a challenging dataset for CD. Chen and Shi [39]
provided a standard dataset division for the LEVIR-CD
dataset. The original images are cropped into patch size.
The number of image pairs is 7120, 1024, and 2048 for the
training, validation, and test, respectively. Fig. 3(b) shows
the sample images of the LEVIR-CD dataset.

3) SYSU-CD [57]: Shi et al. [57] have recently released
the challenging dataset known as SYSU-CD. This dataset
consists of 20 000 pairs of images with 0.5-m spatial reso-
lution and 256 × 256 spatial size. In contrast to WHU-CD
and LEVIR-CD, which only focus on building CD, the
SYSU-CD dataset contains multiple change types, such
as roads, buildings, ships, and croplands. According to
the official set, the number of pairs for training, validation,
and testing is 12 000, 4000, and 4000, respectively. Some
sample images of the SYSU-CD dataset are shown in
Fig. 3(c).

B. Evaluation Metrics

To conduct a comprehensive analysis of the performance of
the proposed method, four popular evaluation metrics have been
adopted, including precision, recall, F1, and intersection over

union (IoU). To be more specific, precision refers to the ratio
of changed pixels that are successfully detected in contrast to
the total number of changed pixels that are detected. A higher
precision value indicates a lower commission error. The ratio of
changed pixels correctly detected to total ground truth pixels is
expressed as recall. The omission error is lower when the recall
value is larger. F1 metric is a comprehensive evaluation of the
model’s performance that can be calculated from the harmonic
average of precision and recall. IoU is the ratio between the
overlap area of the predicted result and the ground truth and their
union. The metrics described above are formulated as follows:

Precision =
TP

TP + FP
(10)

Recall =
TP

TP + TN
(11)

F1 = 2× Precision × Recall
Precision + Recall

(12)

IoU =
TP

TP + FP + FN
(13)

where TP stands for the total number of true positives, FP for
the total number of false positives, and FN for the total number
of false negatives.

C. Comparison Methods

To evaluate the effectiveness of the proposed method, eight
SOTA methods are selected to make a comparison, including FC-
EF [34], FC-Siam-diff [34], FC-Siam-conc [34], STANet [39],
DSIFN [40], SNUNet [52], BITNet [43], and LightCDNet [58].
The details are listed as follows.

1) FC-EF: This model is a UNet-based single-stream
method. First, the channel dimension is used to con-
catenate the bitemporal images. Subsequently, the model
receives the concatenated images as input to obtain the
change map.

2) FC-Siam-diff: The Siamese network has introduced this
model. In particular, the bitemporal features obtained from
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the Siamese network first undergo a subtraction operation
and are then put into the decoder to produce the result.

3) FC-Siam-conc: Similar to FC-Siam-diff, the FC-Siam-
conc extracts bitemporal features using the Siamese net-
work. In contrast, the FC-Siam-conc employs concatena-
tion operations to fuse the bitemporal features.

4) STANet: The STANet presents a spatial–temporal module
that focuses on capturing the spatial–temporal information
between any points on the space-time continuum to obtain
more discriminatory features for CD.

5) DSIFN: The DSIFN proposes a deeply supervised dif-
ference discrimination network (DDN), which can be
improved by introducing change map losses directly to
intermediate network layers. Furthermore, the DSIFN
introduces a hybrid attention mechanism that combines
spatial and channel attention.

6) SNUNet-32: The SNUNet is composed of the NestedUNet
and the Siamese network. The SNUNet utilizes the dense
skip connection strategy to alleviate the loss of informa-
tion. Considering its efficiency and accuracy, the channel
number of the SNUNet is set to 32 in this article.

7) BITNet: The BITNet is a novel method that combines
CNNs and Transformer. The BITNet expresses bitemporal
images as a small number of semantic tokens and model
contexts in a token-based space-time.

8) LightCDNet: The LightCDNet is a lightweight Siamese
network for CD. This method improves the representation
of change information by introducing a multitemporal
feature fusion combining two-stream features.

D. Implementation Details

Our experiment uses an NVIDIA Geforce RTX 3080Ti with
12 GB of memory with the PyTorch framework for model
building and training. AdamW is used as the optimizer, and
its initial learning rate is stated as 1e-3, while its weight decay
is stated as 1e-4. Each of the methods receives training on the
three datasets for a total of 100 epochs. In addition, due to the
GPU’s limited physical memory, the batch size has been fixed
to 8. To ensure fair comparisons, we use their released code
and default parameters to compare all the methods in the same
experiment environment. In addition, following each training
epoch, validation is conducted, and the best validation model is
evaluated on the test sets.

E. Experimental Results

1) On the WHU-CD Dataset: The quantitative results on the
WHU-CD dataset are displayed in Table I. It is evident that pre-
cision, recall, F1, and IoU of the proposed FFBDNet are 93.60%,
92.95%, 93.27%, and 87.39%, respectively, which outperform
the other SOTA methods in all of the metrics. According to
the results of the comparison methods, the results of the three
FC-based methods are relatively low. Specifically, the FC-Siam-
conc yields the lowest F1 and IoU with a value of 61.96% and
44.89%, respectively. Although the three comparison methods
of the STANet, DSIFN, and SNUNet are better than the three
FC-based methods, F1 of these three methods is lower than

TABLE I
QUANTITATIVE EVALUATION OF EXPERIMENTAL RESULTS OBTAINED FROM

DIFFERENT METHODS ON THE WHU-CD DATASET

TABLE II
QUANTITATIVE EVALUATION OF EXPERIMENTAL RESULTS OBTAINED FROM

DIFFERENT METHODS ON THE LEVIR-CD DATASET

89.00%. Moreover, the two comparison methods of the BITNet
and LightCDNet obtain an F1 of over 91.00%. LightCDNet
achieves the best score among these methods, with F1 and
IoU of 91.50% and 84.30%, respectively. Compared to the
second-ranked LightCDNet, the proposed FFBDNet improves
F1 and IoU by approximately 1.77% and 3.09%, respectively.
The quantitative analysis demonstrates that the proposed FFBD-
Net outperforms the other SOTA methods.

Fig. 4 shows the visualization prediction maps of the various
methods on the WHU-CD dataset. To have better readability, TP
(white), FP (red), FN (blue), and TN (black) do a different color
to represent each. Among them, FC-EF, FC-Siam-diff, and FC-
Siam-conc have yielded the worst results, making it difficult for
these three methods to detect building edge shadows effectively.
The results of the STANet are unsatisfactory in the sense that
they show a heavily jagged edge. A large number of misclassified
unchanged pixels and salt-and-pepper noise are present in the
SNUNet’s output. Although BITNet and LightCDNet perform
better than the previously mentioned methods, they still produce
a significant number of false positives at the edges of buildings.
In contrast, our FFBDNet can maintain the shape of changed
regions more accurately, as shown by both the visualization
results and the quantitative analysis in Table I.

2) On the LEVIR-CD Dataset: Table II shows that the pro-
posed FFBDNet achieves optimal performance, with precision,
F1, and IoU values of 92.28%, 91.11%, and 83.67%, respec-
tively. Compared with the second-ranked SNUNet, the proposed
FFBDNet has enhanced F1 and IoU by approximately 1.2%
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Fig. 4. Visual comparison of the different methods on the WHU-CD dataset.

Fig. 5. Visual comparison of the different methods on the LEVIR-CD dataset.

and 2.0%, respectively. While the STANet has the highest recall
value at 91.00%, it is only 0.02% higher than the recall value
achieved by our proposed FFBDNet. Based on the quantitative
results mentioned above, the superior performance of the pro-
posed FFBDNet can be attributed to two factors: the proposed
FIFM, which extracts more discriminative fusion features for
CD, and the designed bistage decoding module, which generates
accurate maps.

As shown in Fig. 5, the LEVIR-CD dataset contains more
minor and more numerous changed buildings compared to the
WHU-CD dataset, and the visualization results are generated
using different methods. In Case I, the changed buildings are
small and densely adjacent. The edge details of the results
of the STANet and DSIFN are stuck together. The results of
the SNUNet and BITNet are improved to some extent, but
they suffer more false positives and false negatives than the
proposed FFBDNet. In Case III, the appearance of similar colors
between the dense buildings and the environment causes severe
disturbance. Except for LightCDNet, all the compared methods
have difficulty detecting small changed buildings accurately. Be-
sides, LightCDNet only partially detects the changed buildings,

leaving ample missed areas. Compared to other methods, the
proposed FFBDNet effectively detects minor changed buildings,
has fewer false positives, and captures edge details more accu-
rately. The results from all cases demonstrate the superiority of
the proposed FFBDNet.

3) On the SYSU-CD Dataset: Table III shows the quantita-
tive results of different methods on the SYSU-CD dataset. It
can be seen that the proposed FFBDNet achieves better results
than the other SOTA methods in terms of precision, F1, and
IoU, except for recall. Among these comparison methods, the
three FC-based methods achieve relatively low results. The
BITNet and LightCDNet perform relatively better than other
comparison methods, but F1 of these two methods is lower than
79.00%. Specifically, the LightCDNet achieves the relatively
best performance among these methods, with F1 and IoU of
78.75% and 66.50%, respectively. Compared with the second-
ranked LightCDNet, the proposed FFBDNet obtains the highest
F1 and IoU of 80.10% and 66.81%, respectively, 1.35% and
1.83% higher than those of the LightCDNet, respectively. It is
essential to point out that although the STANet achieves the
best recall with 82.73%, its F1 and IoU are relatively lower. In
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Fig. 6. Visual comparison of the different methods on the SYSU-CD dataset.

TABLE III
QUANTITATIVE EVALUATION OF EXPERIMENTAL RESULTS OBTAINED FROM

DIFFERENT METHODS ON THE SYSU-CD DATASET

contrast to precision and recall, F1 and IoU are comprehensive
evaluations of the performance of the network. Therefore, it is
evident that the proposed FFBDNet performs better than other
SOTA methods.

The experimental results of a variety of methods are visualized
in Fig. 6. It is evident that the three FC-based methods obtain the
relatively worst visualization results, which both have a lot of
false detection and negative detection. The reason may be that
the three FC-based methods’ network architecture and fusion
mode is simple, which means they cannot deal with datasets with
multiple change types. Although the two comparison methods
of the SNUNet and BITNet are better than the three FC-based
methods, these two methods are still not satisfactory. Among
these comparison methods, the LightCDNet achieves relatively
better results. However, it can be seen that the proposed FF-
BDNet obtains the best visual results on multiple change types.
Specifically, in the three different cases, the proposed FFBDNet
not only has less false detection but also has a smoother edge
of changed regions. In contrast, the other comparison SOTA
methods have many false positives and negatives. The visual
results demonstrate that the proposed FFBDNet has the best
performance, which is consistent with the quantitative analysis
in Table III.

TABLE IV
MODEL COMPLEXITY COMPARISONS ON THE WHU-CD DATASET

4) Model Complexity: We further evaluate the model com-
plexity of the proposed FFBDNet on the WHU-CD dataset from
two different perspectives: the number of parameters (Params)
and the number of floating-point operations (FLOPs). The values
of Params and FLOPs are directly correlated with the complexity
of a network.

The Params and FLOPs of all compared methods are dis-
played in Table IV. For an intuitive visualization, the scatterplot
of all compared methods is shown in Fig. 7. The FC-EF, FC-
Siam-diff, and FC-Siam-conc networks have fewer Params and
FLOPs due to the network’s straightforward design. However,
their results are not acceptable, so they should not be used in
practice. The DSIFN, SNUNet, and LightCDNet have not only
larger Params and FLOPs but also lower performance than the
proposed FFBDNet. As for the proposed FFBDNet, its Params
are slightly larger than those of the FC-EF, FC-Siam-diff, and
FC-Siam-conc. However, the proposed FFBDNet achieves the
best performance on two challenging datasets. In sum, the results
of the model analyses show that the proposed FFBDNet offers
a better balance between the parameters of the model and its
performance.

F. Ablation Experiments

A series of ablation experiments are conducted on the three
datasets to evaluate the performance of the proposed FIFM and
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Fig. 7. Scatterplot of different methods’ performance. (a) Number of parameters. (b) Floating point of operations.

TABLE V
ABLATION EXPERIMENTAL OF “FIFM” ON THE THREE DATASETS

the bistage decoding module. All of the ablation experiments use
the same training strategies to guarantee accurate comparisons.

1) Ablation Experiment of FIFM: To test the effectiveness
of the proposed FIFM, we replace the FIFM module with other
fusion strategies like difference fusion [34], concatenation fu-
sion [34], and DDN fusion [40]. First, we define the Siamese
encoder based on EfficientNet-B4 without any other module as
the “Baseline.” The difference fusion mode is represented as
“Diff,” the concatenation fusion mode is defined as “Conc,” the
bistage decoding module is represented as “BID,” and the DDN
fusion is denoted as “DDN.”

The results of the ablation investigations that are conducted
on the FIFM module are displayed in Table V. It is clear that
the “Diff” fusion mode produces the poorest results on all three
datasets. The reason may be that the simple “Diff” fusion mode
cannot obtain sufficient fusion information, similar to the FC-
Siam-diff. The “DDN” fusion mode achieves the second-ranked
scores on the SYSU-CD dataset but has worse results than the
“Conc” fusion mode on the WHU-CD and LEVIR-CD datasets.
Specifically, compared to “DDN,” the improvements in F1 of
“Conc” are 0.11% and 0.58% on the WHU-CD and LEVIR-CD,
respectively. The reason might be that the “Conc” fusion mode
can capture more feature information for CD. The proposed
“FIFM” fusion mode obtains the best performance among these
fusion modes. Specifically, compared to the “Conc” fusion
mode, the proposed “FIFM” improves F1 by approximately
2.05% and 0.56% on the WHU-CD and LEVIR-CD datasets. On
the SYSU-CD dataset, compared to the ranked-second “DDN”
fusion mode, the proposed “FIFM” achieves improvements of

Fig. 8. Visual results of ablation experiment of the FIFM.

0.52% in F1. The reason is that the proposed FIFM module can
simultaneously exploit the difference variation feature and the
shared representation feature. Fig. 8 shows the visualization of
the ablation experiment of the FIFM. It is evident that compared
to other fusion modes, the results of the proposed “FIFM” fusion
mode have fewer false negatives.

2) Ablation Experiment of Bistage Decoding: To test the
effectiveness of the proposed bistage decoding module, we
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TABLE VI
ABLATION EXPERIMENTAL OF “BISTAGE DECODING” ON THE THREE DATASETS

Fig. 9. Visual results of ablation experiment of bistage decoding strategy.

replaced it with the full-scale skip connections that are used in
the traditional UNet3+ network. For convenience, “FSD” is the
abbreviation used to denote full-scale skip connection decoding.

The quantitative results of the ablation experiment between
the bistage decoding module and FSD are shown in Table VI. It
is clear that the “BID” decoding mode not only achieves optimal
results on all three datasets but also has fewer parameters.
Specifically, when compared to the “FSD” decoding mode on
the WHU-CD dataset, the improvements reached by the BID are
approximately 1.38% and 2.39% of F1 and IoU, respectively.
On the LEVIR-CD dataset, the “BID” decoding mode achieves
improvements of approximately 0.59% of F1 and 1.02% of IoU.
On the SYSU-CD dataset, the proposed “BID” decoding mode
has enhanced F1 and IoU by approximately 0.36% and 0.49%,
respectively. In addition, the proposed “BID” mode has fewer
parameters compared with the “FSD” decoding mode. Fig. 9
shows the visualization results. It is clear that the “BID” mode
generates more accurate edges than the “FSD” mode and that
its detection results are closer to the label. Therefore, we can
conclude that the proposed bistage decoding module is effective.

IV. CONCLUSION

In this article, a lightweight CD network with a novel FIFM
and bistage decoding was proposed. In the feature encoder
stage, the proposed FFBDNet used the EfficientNet-B4 to extract
bitemporal image features more efficiently. Then, the bitemporal
features were fused using the designed FIFM to obtain more
discriminative fusion features. Finally, a novel bistage decoding
module was proposed in the change map decoding process to
alleviate the semantic gap between high- and low-level features.
Based on the above contributions, a lightweight network based

on FIFM and bistage decoding was proposed for CD. The pro-
posed FFBDNet outperformed eight SOTA CD methods from
the extensive experiments conducted on three challenging public
datasets. The F1 values obtained for these three datasets were
93.27%, 91.11%, and 80.10% on the WHU-CD, LEVIR-CD,
and SYSU-CD datasets, respectively. In addition, the network
surpassed eight SOTA methods in terms of model parameters,
and the ablation experiment established the effectiveness of
the designed FIFM and bistage decoding module. It is worth
noting that although the proposed FFBDNet achieves the best
performance compared to other SOTA methods on all three
datasets, all the methods are supervised-based with extensive
labeled data. In the future, we will focus on weakly supervised
and unsupervised CD algorithms to save labor-intensive and
time-consuming annotated image labels.
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