IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

2319
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Abstract—Underwater imaging is often affected by light atten-
uation and scattering in water, leading to degraded visual quality,
such as color distortion, reduced contrast, and noise. Existing
underwater image enhancement (UIE) methods often lack gen-
eralization capabilities, making them unable to adapt to various
underwater images captured in different aquatic environments and
lighting conditions. To address these challenges, a UIE method
based on the conditional denoising diffusion probabilistic model
(DDPM) is proposed (DiffWater), which leverages the advantages
of DDPM and trains a stable and well-converged model capable
of generating high-quality and diverse samples. Considering the
multiple distortion issues in underwater imaging, unconditional
DDPM may not achieve satisfactory enhancement and restoration
results. Therefore, Diff Water utilizes the degraded underwater im-
age with added color compensation as a conditional guide, through
which the Diff Water achieves high-quality restoration of degraded
underwater images. Particularly, the proposed DiffWater intro-
duces a color compensation method that performs channelwise
color compensation in the RGB color space, tailored to different
water conditions and lighting scenarios, and utilizes this condition
to guide the denoising process. In the experimental section, the
proposed Diff Water method is tested on four real underwater image
datasets and compared against existing methods. Experimental
results demonstrate that Diff Water outperforms existing compar-
ison methods in terms of enhancement quality and effectiveness,
exhibiting stronger generalization capabilities and robustness.

Index Terms—Color compensation, conditional denoising diffu-
sion probabilistic model (DDPM), underwater image enhancement
(UIE).
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1. INTRODUCTION

ITH the advancement of technology, underwater imag-
W ing has been widely used in marine detection, under-
water robotics, underwater archaeology, and other fields [1],
[2], [3]. However, due to the complexity and variability of the
underwater environment, underwater imaging is often affected
by factors such as light attenuation and scattering, resulting in
severe degradation of underwater image quality, color distortion,
low contrast, etc., [4], as shown in Fig. 1 (Top). This directly
affects subsequent underwater image analysis and understanding
tasks, such as underwater target detection, recognition, and
tracking [5], [6], [57]. Therefore, how to effectively recover and
enhance underwater images to improve their contrast, sharpness,
and realism has become an important and difficult problem in
underwater imaging technologies.

To improve the quality of underwater images, traditional
methods [7], [16], [17], [18], [19], [20], [51], [58] and deep-
learning-based methods [8], [10], [11], [12], [13], [23], [24],
[25]1,[311, [32],[33], [55], [56], [59] are proposed for underwater
image enhancement (UIE). Traditional UIE methods rely on a
priori knowledge or assumptions, design rules, or models to
process underwater images, such as histogram equalization [7]
and white balance [9]. Although these methods are simple to
implement, the effect is limited and cannot adapt to different
water qualities and lighting conditions.

Recently, deep-learning-based UIE methods have made
tremendous progress in computer vision, providing new insights
and tools for UIE. By leveraging a large amount of data to
learn the features and patterns of underwater images, deep-
learning-based UIE methods achieve automated, intelligent,
and end-to-end enhancement of underwater images. Generally,
deep-learning-based UIE methods are mainly classified into two
categories: 1) convolutional neural networks (CNN)-based [10],
[11] and 2) generative adversarial networks (GAN)-based [12].
The CNN-based UIE methods, which train deep CNNs with a
large amount of data to learn the mapping relationship from the
degraded underwater image to the clear water image or the en-
hanced underwater image [13], can adaptively deal with under-
water images under different scenes and achieve better perfor-
mance. The GAN-based UIE can realize the conversion between
the degraded underwater image domain and the distortion-free
image domain and has achieved great success [14]. However, the
GAN-based UIE method often trains unstably and suffers from
mode collapse, and the generated samples exist in mode collapse
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Fig. 1.

or lack of diversity. Therefore, in order to further improve the
quality and effect of UIE, it is necessary to explore more stable
and diversified methods.

With the introduction of the denoising diffusion probabilis-
tic model (DDPM) [15] in the field of image generation, the
diffusion model has begun to attract the wide attention of re-
searchers due to its relatively stable training process and good
convergence performance. Generally, the DDPM contains two
processes: 1) the forward diffusion process and 2) the reverse
diffusion process. The forward diffusion process refers to the
gradual addition of Gaussian noise to the real image so that
the image distribution gradually becomes flat and isotropic.
The reverse diffusion process refers to the gradual removal of
noise from the noisy image to recover the real image. More
recently, the DDPM has achieved significant results in the field
of image generation, and its generated samples have high quality
and high diversity. However, unconditional DDPM has certain
limitations, because it lacks flexibility and can only perform
unconditional generation, which may lead to the generation of
some images that do not match the data distribution. Since the
degree of degradation of underwater images is higher, uncondi-
tional DDPM may not be able to generate high-quality images.
Therefore, it is necessary to consider using effective conditions
to guide the enhancement and recovery of underwater images,
thereby improving the quality and relevance of the generated
images.

In this article, a novel generative method based on conditional
DDPM for UIE, named DiffWater, is proposed to improve the
quality of underwater images. The proposed DiffWater method
formulates the UIE problem as a conditional diffusion process,
leveraging the relative stability and strong convergence proper-
ties of DDPM to generate high-quality and diverse samples.
By gradually adding noise to diffuse a random noisy image
and obtaining the enhanced underwater image with denoising
processes, the proposed DiffWater considers the complexity and
uncertainty of the underwater environment, the differences of
underwater target features, as well as noise and interference.
Using the underwater image obtained by color compensation
of the degraded underwater image as the condition, it realizes
the conversion from the degraded underwater image to the
enhanced underwater image. The effectiveness and superiority
of the DiffWater method are verified through experiments by
comparing and analyzing with other methods. Results show that

Some results of the proposed DiffWater in different underwater visual scenes. (Top) Raw underwater images with serious color deviation, low contrast,
blur, and green. (Bortom) Enhanced images correspond to the proposed DiffWater.

the proposed method can effectively improve image sharpness
and contrast while retaining detailed information, leading to
improved visual quality of underwater images.

The main contributions of the proposed DiffWater are sum-
marized as follows.

1) Considering the diversity and complexity of real under-
water environments and the issues of poor image quality
and color bias resulting from directly using simple priors
in DDPM, an optimized DiffWater method was proposed.
In the proposed DiffWater method, optimized conditional
mechanisms are utilized to extract more information from
conditional images through a denoising process. This al-
lows for enhanced underwater images with higher quality,
clarity, truthfulness, and naturalness to be achieved.

2) To address the issues of poor image quality and color
bias in underwater images, a color channel compensation
(3C) method was introduced. In the DiffWater method,
compensated underwater images with color channels are
used as conditional guidance to direct the diffusion de-
noising process, to improve the color appearance of image
enhancement.

3) The proposed DiffWater method is tested on four real
underwater image datasets and compared and analyzed
with existing comparison methods. Experimental results
show that the proposed DiffWater method outperforms
existing comparison methods in terms of enhancement
quality and effects and exhibits better generalizability and
robustness.

The rest of the article is organized as follows: Section II
reviews the related work. In Section III, the proposed DiffWater
is described in detail. In Section IV, extensive experiments are
performed to validate the effectiveness and performance of the
proposed DiffWater method. Finally, Section V concludes this
article.

II. RELATED WORK
A. Traditional UIE Method

Traditional UIE methods rely on prior knowledge or as-
sumptions and design rules or models to process underwater
images. Image degradation priors are required to be utilized
by UIE methods based on physical models to perform the
inverse process of image degradation. Peng et al. [61] proposed
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an expanded and modified underwater scene depth estimation
method based on the dark channel prior. This method can de-
compose underwater images into direct light and scattering light
components, enabling the restoration of true colors and details
by eliminating or suppressing the scattered light component. Li
et al. [62] proposed an underwater image restoration algorithm
based on dehazing the blue—green channel and correcting the
red channel. It utilizes the expansion and modification of the
dark channel prior to recover the blue—green channel, then
applies the gray-world assumption to correct the red channel
and, finally, uses an adaptive exposure map to balance brightness
and contrast. Berman et al. [63] proposed an underwater image
color recovery method based on an underwater imaging model
with parameters estimated from haze-lines. This method applies
horizontal or vertical lines in underwater images as haze-lines,
calculates the attenuation ratios of different water areas, and
estimates the attenuation ratios of the blue-red and blue—green
color channels based on the pixel values on the haze-lines. This
simplifies the underwater image problem to a single-image haze
removal problem, thus achieving color calibration and contrast
enhancement of underwater images. Ancutietal. [16] proposed a
color balance and fusion-based method, which combines white
balance and the Laplacian pyramid to generate two enhanced
results and fuse them through weight mapping. Jin et al. [17]
proposed an adaptive histogram transformation method that
adjusts the shape of the transformation function using the local
mean gray-level and local gray-level variance to enhance image
details and contrast. However, these methods did not consider
the negative effects of noise and artifacts in underwater images,
which can easily lead to overenhancement or loss of details,
and cannot eliminate color distortion in underwater images.
To address these issues, Li et al. [4] proposed the minimum
information loss principle and histogram distribution prior [13],
which estimates the transmission map of the underwater scene
by minimizing the information loss of the enhanced image and
applies a color correction term based on the prior distribution of
natural image histograms to restore the clear image. However,
this method cannot completely solve the problems of contrast
enhancement, noise suppression, and edge preservation. In order
to further improve the quality of underwater images, Lietal. [18]
proposed multialgorithm fusion in both RGB and HSV color
spaces. Drews et al. [19] proposed a UIE method based on
underwater dark channel prior (UDCP), which uses statistical
priors of outdoor natural scene images and mainly considers
blue and green color channels as the sources of underwater visual
information. Berman et al. [20] proposed a single-image color
restoration method based on the fog line for underwater images,
which can estimate the light attenuation ratio based on different
water types, thereby simplifying the problem of single-image
dehazing. However, these methods also have some issues, such
as not considering the scattering effect in underwater images,
noise, and detail protection in the image, which may lead to
color distortion and reduced contrast. Therefore, UIE remains a
challenging research area that requires further exploration and
improvement.
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B. Deep-Learning-Based UIE Method

Convolutional Neural Networks: CNN-based UIE meth-
ods [21], [22] extract multilevel high-level image features
through convolutional and pooling layers, which can automati-
cally learn effective features of underwater images. For example,
Lietal. [23] proposed a lightweight CNN (UWCNN) with an en-
hancement branch designed for each type of water, trained with
the corresponding data to adapt to different underwater scenes.
Li et al. [25] proposed a CNN-based UIE method (Ucolor) that
can adaptively integrate and highlight the most discriminative
features from multiple color spaces. Additionally, Sun et al. [26]
proposed a novel CNN-based UIE using convolutional layers
for noise filtering and deconvolutional layers for detail recovery
and image optimization. Naik et al. [33] further proposed a shal-
low neural network architecture called Shallow-uwnet for UIE.
This network has fewer parameters than existing models while
maintaining strong performance. Continuous development and
improvements of CNN-based UIE methods will provide more
potential and possibilities for UIE.

Generative Adversarial Networks: GAN [12], [27], [28], [55],
[56]is a deep-learning-based generative method. Recently, GAN
has been widely applied to improve the visual quality and
usability of underwater images. Among them, Li et al. [24]
proposed a UIE network (Water-Net) as a baseline method,
revealing the performance and limitations of existing UIE meth-
ods, and providing guidance and inspiration for future research.
Zhu et al. [29] proposed a novel UIE method by using Cycle-
GAN for unsupervised image-to-image conversion, which can
effectively solve the problems of low contrast, color distortion,
and noise existing in underwater images. Li et al. [30] pro-
posed WaterGAN, which utilizes unlabeled underwater video
sequences to learn underwater imaging models and generates
realistic synthetic underwater images. Fabbri et al. [14] proposed
UGAN for improving the quality of underwater images, which
can generate realistic underwater images from aerial images
and depth map pairs without any paired underwater data, can
achieve real-time enhancement, and implicitly learns coarse
depth estimation of underwater scenes. Liu et al. [31] proposed
a conditional GAN (MLFcGAN), which improves the color and
contrast of underwater images through multilevel feature fusion.
The multilevel feature fusion method enhances local features
into global features, thereby enhancing the learning ability and
performance of the network. Islam et al. [32] proposed a method
based on conditional GAN (FUnIEGAN) for real-time UIE and
designed an objective function that comprehensively considers
global content, color, local texture, and style information to
guide adversarial training, which can learn to improve the visual
quality of underwater images from paired or unpaired data.
However, these GAN-based UIE methods training processes
are often unstable and difficult to converge, and the generated
results often have diversity and uncertainty, which may have
certain biases or differences from the ideal clear images, and
it is difficult to ensure consistency and accuracy of color and
structure.
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C. Diffusion Model

With the rapid development of the diffusion model [15],
an increasing number of researchers have begun to explore
various image processing problems in the fields of image gen-
eration [35], [37], [38] and enhancement [39], [40], [41] using
diffusion models. Sohl-Dickstein et al. [34] initially proposed
the diffusion model, which is a generative method inspired by
nonequilibrium thermodynamics, that destroys data structures
by gradually adding noise through a Markov chain and then
recovers data details by gradually removing noise. Although
the diffusion model has a good theoretical basis, its training is
unstable, and the sampling speed is slow, so it has not attracted
widespread attention.

To solve these problems, DDPM [15] is a simplified diffusion
model that uses variational inference for modeling and samples
data through reparameterization techniques. In fact, DDPM is a
deep generative method that learns the data distribution through
the forward diffusion process and reverse diffusion process. The
forward diffusion process refers to gradually adding Gaussian
noise to the image, making it become more and more blurry and
random until it approaches an isotropic Gaussian distribution.
The reverse diffusion process is to reconstruct the original data
from arandom Gaussian distribution, that s, to gradually remove
noise. This process requires learning a neural network method
to approximate the conditional probability distribution at each
step, that is, given the current state of the data, predicting the
data of the previous step, DDPM demonstrates stable training
performance and achieves good results in image generation.
Subsequently, Nicholas et al. [35] proposed improved DDPMs
(IDDPM), which improved DDPM to achieve competitive log
likelihoods while maintaining high sample quality. Saharia
et al. [36] proposed two diffusion-model-based image synthesis
methods: Image superresolution via iterative refinement (SR3)
and cascaded diffusion models for high-fidelity image gener-
ation (CDM) [37]. SR3 is a superresolution diffusion model
that builds a corresponding high-resolution image from low-
resolution images as an input condition, from pure noise. CDM
is a conditional diffusion model that uses category labels as input
conditions and generates images of the corresponding category
from pure noise.

Currently, diffusion models are applied to image reconstruc-
tion tasks [38], [39], [40]. Kawar et al. [41] proposed denoising
diffusion restoration models (DDRMs) for image recovery, a
variational inference framework that uses a pretrained denois-
ing diffusion generative model as a prior for natural images
and combines with the linear measurement method to obtain
an approximate posterior distribution, from which images are
efficiently generated. It can be applied to tasks such as image
superresolution, deblurring, restoration, and colorization, gen-
erating more realistic and diverse images with broad application
prospects. Lu et al. [60] first proposed a UIE method based on
DDPM (UW-DDPM), which employs two U-Net networks for
image denoising and image distribution transformation, effec-
tively improving the quality of underwater images. However,
the UW-DDPM method did not encompass a sufficient amount
of datasets during the validation process, thereby failing to
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provide a more comprehensive explanation of its generalizabil-
ity. Furthermore, Lu et al. [64] proposed an accelerated and
fused method for DDPM, which improves the speed of the
inference process by modifying the initial sampling distribution
and reducing the number of iterations in the denoising stage.
Additionally, in the diffusion stage, the degraded image and the
reference image are fused, enhancing the quality of the enhanced
image and avoiding the issues of poor image quality and color
deviation resulting from the direct utilization of conditional
DDPM. Therefore, inspired by diffusion models, we propose
DiffWater to improve the quality of underwater images.

III. UIE BASED ON CONDITIONAL DDPM

In this article, we propose a novel UIE method by physical
priors as conditions to guide the denoising process in the dif-
fusion model, with the aim of improving image quality for the
characteristics of underwater imaging. In this section, we first
introduce the underwater imaging model (see Section A) and
then describe the proposed overall DiffWater framework (see
Section B). Then, we introduce in detail the key processes of
DiffWater, including the forward diffusion process (see Sec-
tion C), the reverse diffusion process (see Section D) and the
loss function (see Section E).

A. Characteristics of Underwater Imaging

Underwater imaging remains a challenging research area
due to the effects of absorption, scattering, and reflection of
optical or acoustic signals in underwater environments. These
phenomena severely deteriorate the image quality, resulting in
color cast, blurriness, low contrast, and other issues that hinder
the analysis and understanding of underwater images by com-
puter vision systems. Additionally, factors such as water depth,
quality, and temperature further complexify underwater imaging
by significantly impacting its effectiveness. To obtain clearer
underwater images, it is necessary to mathematically model the
image degradation process and reverse it by estimating model
parameters. The mathematical model of underwater imaging is
expressed as [42]

L(x) = Bk(x)e(fn'd(x)) + Ji(z)(1 - e(*ﬂ-d(w))) (1)

where A € {R, G, B}, I, (x) is the observed underwater image,
B, () is the clean image, J; () is the background radiance, 7
is the attenuation coefficient, and d(z) is the distance between
the camera and the target.

During underwater image acquisition, the observed image
I, (z) is the result of water absorption and scattering while the
true clean image is represented as B; (z). Suspended particles
scatter light in both forward and backward directions, reducing
image clarity and visibility, while also differently attenuating
wavelengths in water, causing color distortion and low contrast.
These effects can be described by background brightness .J; (),
attenuation coefficient 7), and distance d(x) between camera and
target, an important factor. Considering the underwater imaging
model, to recover true color and details in underwater images,
we introduce a conventional method—3-channel compensation



GUAN et al.: DIFFWATER: UIE BASED ON CONDITIONAL DDPM

Color channel

2323

Po (xr—l |x,,y)

compensation

Channel Element-wise Le Luminance

© Concat ® multiplication channel

6 Elemem'twse s Equal image G Gaussian blur
subtraction
+ (b) Color channel

- compensation
1, | > G ay A-M-GI,, I,
B L b

Fig. 2.

Architecture of the proposed DiffWater method. (a) Forward diffusion and inverse diffusion processes. (b) 3C. The degraded underwater image y obtains

the conditional image y through 3C [43], where in the forward diffusion process g (from left to right), Gaussian noise is gradually added to the underwater reference
image. The reverse inference process p (from right to left) uses the conditional image y and the noise image concatenated in the channel dimension as conditions

to iteratively denoise the target image.

(3C) [43], which reconstructs lost channels utilizing comple-
mentary color channels

IS (v) = Ipo(z) — k- M(x) - Gl () (2)

I () = Inu(x) — A - M(2) - GIpu(x) (3)

where 1§, and I}, are the compensated chromatic channels, I,
and I;, are the original chromatic channels of the underwater
image, x and A are two parameters used to adjust the degree
of compensation for the two opposing chromatic channels, and
G is the Gaussian blur. According to the experimental results
of 3C [43], a value of approximately 0.7 is generally used to
achieve better results. M is a mask used to avoid excessive
brightness changes at the location of the light source, where its
value is zero for pixels with average brightness greater than 0.85
and one otherwise. To avoid artifacts, the mask M is smoothed
with a Gaussian filter. Specifically, as shown in Fig. 2(b), the
degraded underwater RGB image is initially transformed into
the Lab color space, yielding the L, a, and b channels. The
a and b channels of the Lab space, represented by I,, and
Iy, in (2), respectively, are then subjected to the following
processing steps. First, the degraded underwater RGB image is
converted into a grayscale image and undergoes mask processing
to generate the mask M (x). Subsequently, for the I,,. channel,
it is compensated by subtracting the elementwise multiplication
of the result obtained by applying Gaussian blur and the mask

M (z), aiming to restore the detailed information within the
I, channel. A similar processing approach is applied to the
I, channel. It is compensated by subtracting the elementwise
multiplication of the result obtained by applying Gaussian blur
and the mask M (x) to restore the detailed information within
the I, channel. Finally, the processed Lab image is converted
back to the RGB color space, resulting in the color-compensated
image. We aimed to identify the optimal denoising condi-
tions for underwater images by attempting various physical
priors, including utilizing UDCP [19] as a guiding criterion (see
Section IV-F).

B. Architecture of the Proposed DiffWater Method

Distinct from the reverse diffusion process of DDPM, the
goal of the UIE task is to iteratively refine the mapping from an
underwater degraded image to an underwater reference image.
This aims to approximate the distribution p(zol|y), where y
represents the color-compensated underwater degraded image
and z represents the underwater reference image.

DiffWater [see Fig. 2(a)] consists of forward and reverse
diffusion processes. In the forward diffusion, Gaussian noise
is gradually introduced into x( via a Markov chain (q(z¢|x¢—1))
resulting in xp. In the reverse diffusion, zp is iteratively re-
fined through T steps, introducing y at each step based on
po(xt_1]2, y) to reconstruct zg ~ p(aoly).
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Fig. 3. Description of the U-Net architecture with skip connections. 3C [43]

is applied to the degraded underwater image to obtain the input image y, which
is then concatenated with the noisy underwater reference image x¢.

To improve the clarity and quality of underwater images,
the DiffWater architecture adopts the SR3 network [36] as the
denoising model. As shown in Fig. 3, it uses a U-Net structure
containing 3 ResNet blocks. First, the channel number is set to
64 for the first layer, and the depth multipliers are {1, 2, 4, 8,
16}. Second, the degraded image is color compensated and then
concatenated with the input noisy image to guide the denoising
process.

In the following section, we first outline the forward diffusion
procedure and then discuss how to train the denoising model fy
and employ it for inference.

C. DiffWater: Diffusion Process

First, a forward Markov chain ¢ is defined [15], which,
through T iterations, gradually introduces Gaussian noise into
the underwater reference image xg according to the variance se-
quence f31, B2, . . ., B, until it eventually becomes a completely
random noisy image x

T

g(@rr | o) = [[ el | 1) “4)

t=1

(I(ﬂ?t | $t—1) = N(mt | Vv1- /Btmt—lvﬁtI) (5)

where t denotes the diffusion step and the scalar parameter
B¢ € (0,1) is a hyperparameter that determines the variance of
the Gaussian noise introduced at each iteration. The parameter 3,
is utilized to quantify the intensity of noise at each step. During
the forward diffusion process, the noise gradually increases with
the increment of step 7. On the other hand, the inverse diffusion
process starts from fully Gaussian noise and functions as a
denoising process. f3; serves as a crucial parameter determining
the strength of noise at each step. The model incorporates
embeddings of the input time step ¢, enabling parameter sharing
across time. As the time step ¢ undergoes linear transformation,
the noise intensity ; linearly adjusts to accommodate different
time steps.

Letting oy = 1 — 3y, qy := HZ:1 as, T4 can be sampled in
closed form at any time step ¢

(s | 20) = N (@5 Vo, (1 —az)I). (©6)
To simplify notation, we let v, = &y, expressing (6) as

q(zy | xo) = N (25 /o, (1 — 7)) @)

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

where (3, decreases with increasing ¢ to ensure that the vari-
ance of the random variable remains bounded as ¢ — co. After
reparameterization, we obtain the noisy image x;

@ = /1o + /1 -7, ®)

where € ~ N(0, I) follows the standard Gaussian distribution.
Next, we will discuss how to learn a neural network to reverse
this forward diffusion process.

D. DiffWater: Inverse Diffusion by Adding Iterative
Refinement of Conditions

In the proposed DiffWater, the inference is defined as areverse
Markov process that is the opposite of the forward diffusion
process. Inference starts from a Gaussian noise zp

T

po(@orly) = p(ar) [ po(@e-1]as, y) 9
P

p(xr) = N(zr | 0,1) (10)

po(xi_1|xe,y) = N(ze1 | po(y, @, t),071) (11)

where y represents the input degraded image after color com-
pensation, and 6 represents the model parameters.

Furthermore, the inference process is defined according to the
isotropic Gaussian conditional [36], which starts from Gaussian
noise 7 and reverses the forward diffusion process to finally ob-
tain the target image x. This inference process contains 7’ itera-
tive refinement steps, each step uses the conditional distribution
po(x¢—1|2¢, y), which is learned by the neural network model fjp.
If the variance of the noise in the forward diffusion process is
set small enough (i.e., a1.7 = 1), the optimal reverse process
p(z¢—1|xe,y) will approximate a Gaussian distribution [34].
Therefore, choosing a Gaussian conditional distribution in the
inference process (11) can provide a reasonable fit. At the same
time, 1 — ~y7 is large enough to ensure that x7 conforms to the
prior p(xr) = (2|0, I), thus making the sampling process start
from completely random Gaussian noise.

According to Ho et al.’s equations [15] for fi;(x¢, %) :=
\/gﬁf, xo + \/51‘517;0:41,—1)

process can be parameterized as follows:

\/’thl(l - at)-’l?o I \/OTt(l - %71)-1& (12)
T— T—
(I —7-1)( — )
1= .

x; and B; = 1;f‘(fleﬁt,the reverse

/’Le(m7yt7’yt) =

ol = (13)

The key is to train a denoising score model fy that can
estimate the noise level 3; given a noisy image x; and diffusion
timestep ¢. During training, we use the denoising model fy to
estimate e. Therefore, given a noisy image x, by replacing e with
fo(y,x¢,t) in (8) and rearranging terms, we obtain an expression
approximating the target image z(

Zo = L (mt —V1I="fo (%%J)) :

14
VT (14)
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Visual effects of eight different enhancement methods and our method on the TEST-U90 [24] dataset. (a) Raw. (b) UDCP [19]. (c) UIBLA [51].

(d) UWCNN-typell [23]. (e) WaterNet [24]. (f) Ucolor [25]. (g) FUnIEGAN [32]. (h) MLFcGAN [31]. (i) Shallow-uwnet [33]. (j) DiffWater. (k) Reference.

By solving (12) and (14), the mean of py(z;_1|x¢,y) in (11)
can be parameterized as

1 1-—
He (ya mt7t) = \/a_t (wt - \/1_—025.][‘9 (y7wtat)> (15)

where o, and v; denote the variance parameters for injecting
noise in the forward diffusion process, respectively.

After this parameterization, each refinement step of our
method samples from

1 1—ay 1=y

e (- 2 )+ —1=L
L1 \/a_t ((Bt mf&(vata )) + 1— - Btgt
(16)

where €; ~ N(0, I). This is similar to a Langevin dynamics [44]
step where fy provides an estimate of the data log density
gradient.

In the T-step inverse diffusion process, the color channel
compensated image y is obtained through 3C operation and is
applied at each step. When only the degraded image ¢ is used
as the input condition, more information can be provided to the
neural network. The degraded image y reflects the structural

and contour features of the original image x, aiding the neural
network in accurately predicting the noise € and faithfully restor-
ing the original image zo. However, due to severe degradation
in underwater images, we obtain a preliminarily optimized un-
derwater degraded image y through color compensation as the
input condition, effectively providing prior knowledge to the
neural network. In this manner, the neural network can more
effectively utilize the variations in noise variance [3;, assisting
in accurate noise prediction and distortion reduction, thereby
enhancing the effectiveness and quality of image restoration.
Algorithm 2 gives the pseudocode for the denoising process of
the proposed DiffWater.

In the inverse diffusion process of the DiffWater method, a
neural network is employed to predict the noise at each step. To
alleviate the computational burden, a relatively simple U-Net
model is commonly used. The input to this neural network
consists of the current image x; and the time step ¢, whereas
the output is the noise estimation e. During the training pro-
cess, the neural network is utilized only once to predict the
noise. However, in the reverse diffusion process, 7" iterations
are required, with 7' typically set to around 1000. In each
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Visual effects of eight different enhancement methods and our method on the TEST-U45 [46] dataset. (a) Raw. (b) UDCP [19]. (c) UIBLA [51].

(d) UWCNN-typell [23]. (e) WaterNet [24]. (f) Ucolor [25]. (g) FUnIEGAN [32]. (h) MLFcGAN [31]. (i) Shallow-uwnet [33]. (j) DiffWater.

iteration, the neural network is used to predict the noise, and
a deterministic formula is employed to update the image ;.
While the computational load during training is not significant,
it becomes time-consuming and increases the computational
burden during testing, as the process needs to be repeated 7T’
times. This challenge is not exclusive to the proposed DiffWater
method but is commonly encountered by all diffusion models.

E. Loss Function

To achieve controllable image generation, we introduce the
conditional image y as additional side information and optimize
a neural network denoising model fy[36] during the reverse
diffusion process. The function fy(y,+,t), which takes the

conditional image y, the noisy target image z, and time step ¢ as
input, is trained to predict the noise vector e. The loss function
can, thus, be formulated as

P
Loss = E(g,y)Eet || fo(y, v7:xo + /1 — Vi€,t) — €
T P
(17)

where € ~ A(0,1) and p = 1. By integrating the denoising
model into the reverse diffusion process, we can control the
details and diversity of the generated images. Algorithm 1 gives
the pseudocode for the DiffWater training process.
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Fig. 6.

Visual effects of eight different enhancement methods and our method on the TEST-S16 [20] dataset. (a) Raw. (b) UDCP [19]. (c) UIBLA [51]. (d)

UWCNN-typell [23]. (e) WaterNet [24]. (f) Ucolor [25]. (g) FUNIEGAN [32]. (h) MLFcGAN [31]. (i) Shallow-uwnet [33]. (j) DiffWater.

Algorithm 1: Training a Denoising Model fy.

Algorithm 2: Inference in 7" Iterative Refinement Steps.

Require: Paired underwater reference image « and
underwater degraded image y, Color Channel
Compensation (f3¢).

Ly = f3c(y)

2: g ~ q(xo)

3:t ~ Uniform({1,...,T})

4:e ~ N(0,1)

5:Take a gradient descent step on
Vollfo(y. vAemo + VI = i€, t) — €|

6: until converged

IV. EXPERIMENTS

A. Implementation Details

The training of the proposed DiffWater method was based on
the Pytorch 1.12.1 framework on NVIDIA RTX A5000 GPU. In
all experiments, cropped 256 x 256 pixel patches were adopted
as input, and the number of diffusion steps 7" was adopted
as 2000. To improve method performance, the variance of the
forward diffusion process was increased linearly from o to ar,
in the range from 107® to 1072[36]. The initial learning rate
was set as 3 x 107°, the Adam optimizer with hyperparameters
B € (0.9,0.999) was used and the batch size was set to 1 for
training. The method was trained for one million iterations using

Require: Underwater degraded image y, Color Channel
Compensation (f3c).

ty = f3c(9)

cxp ~ N(0,1)

cfor t=1T,...,1do

z~N(0,]I) if t>1else z=0

T = \/%(wt - \}%f@(vatut)) + lszlﬁtz

end for

: return x

5004 paired underwater images from the LSUI dataset [45] and
800 paired underwater images from the UIEB dataset [24]. A
total of 800 pairs of underwater images were excluded from the
UIEB dataset for training purposes, leaving 90 pairs for further
analysis. Subsequently, from this remaining set of images, three
pairs were selected as the validation set. Finally, the pretrained
model that exhibited the optimal performance on the validation
set was employed for the evaluation of the remaining test sets.

B. Datasets and Evaluation Metrics

In this section, to demonstrate the effectiveness of the pro-
posed DiffWater method, experiments were conducted on four
public underwater image datasets as follows.
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Visual effects of eight different enhancement methods and our method on the TEST-C60 [24] dataset. (a) Raw. (b) UDCP [19]. (c) UIBLA [51].
(d) UWCNN:-typell [23]. (e) WaterNet [24]. (f) Ucolor [25]. (g) FUnIEGAN [32]. (h) MLFcGAN [31]. (i) Shallow-uwnet [33]. (j) DiffWater.

The UIEB dataset [24] is a benchmark dataset for UIE,
containing 950 real underwater images of which 8§90
have corresponding high-quality reference images while
the remaining 60 are challenging underwater images that
cannot obtain satisfactory reference images. We used 800
image pairs in the UIEB dataset as the training set, 90
image pairs as TEST-U90, the 60 challenging underwater
images as TEST-C60.

The LSUI dataset [45] is a large-scale underwater im-
age dataset containing 5004 image pairs, with each
pair consisting of a real underwater image and a corre-
sponding high-quality reference image. This dataset in-
volves richer underwater scenes including different illu-
mination conditions, water types, and target categories,
and has better visual quality than existing reference
images.

The SQUID dataset [20] is a stereo underwater image
dataset containing 57 stereo image pairs, with each image
containing a color chart for evaluating the color restoration
effect of underwater images. The benchmark test sam-
pled 16 representative examples from the entire SQUID
dataset, referred to as TEST-S16.

4) The U45 dataset [46] is a public underwater image test
dataset containing 45 underwater images in different
scenes, involving underwater degradation such as color
cast, low contrast, and haze effects. The entire 45 images
in the U45 dataset were used as the test set referred to as
TEST-U45.

To evaluate the performance of different UIE methods, two
full-reference metrics, PSNR [47] and SSIM [48], and two no-
reference metrics, UCIQE [49] and UIQM [50], were utilized
by us.

C. Comparing DiffWater With Other UIE Methods

In this article, as both diffusion models and GAN fall under
the category of generative models, we specifically compare the
proposed DiffWater method with GAN and diffusion models.
Therefore, we will evaluate and compare the DiffWater method
against two traditional methods (UDCP [19] and UIBLA [51])
as well as six deep-learning-based methods (UWCNN [23],
Water-Net [24], Ucolor [25], MLFcGAN [31], FUnNIEGAN [32],
and Shallow-uwnet [33]). Among them, UWCNN, Shallow-
uwnet, and Ucolor are CNN-based methods while MLFcGAN,
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Visual effect comparison of local image enlargement after applying eight different enhancement methods and our method was conducted on TEST-U90 [24]

dataset. (a) Raw. (b) Raw-Locally enlarged. (c) UDCP [19]. (d) UIBLA [51]. (¢) UWCNN-typell [23]. (f) WaterNet [24]. (g) Ucolor [25]. (h) FUnIEGAN [32].

(i) MLFcGAN [31]. (j) Shallow-uwnet [33]. (k) DiffWater. (1) Reference.

Fig. 9.
CDDPM-y. (e) Result of the DiffWater (proposed). (f) Result of the reference.

FUnIEGAN, and Water-Net are GAN-based methods. To ensure
a fair comparison, both the proposed DiffWater method and
the comparative methods were trained on two training datasets,
LSUI and UIEB, and subsequently tested on other independent
test datasets. Performances and comparison results are provided
to ensure the robustness of our model’s performance across
varying data distributions. Through comprehensive experimen-
tal comparisons of these methods, we validate the effectiveness
of the proposed DiffWater method.

Ablation study of the contributions of DiffWater. (a) RAW. (b) Result of the CDDPM-UDCP. (c) Result of the CDDPM-(3C+UDCP). (d) Result of the

D. Qualitative Comparison

In this section, we used 800 pairs of images from the UIEB
dataset [24] as the training set and 90 pairs of images as the
test set, denoted as TEST-U90. The experimental results on the
TEST-U90 set were evaluated using the full-reference image
quality metrics PSNR [47] and SSIM [48], as shown in Table I.

The results indicate that the proposed DiffWater method has
advantages in preserving the structural information and details of
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Fig. 10.
bottom is the Sobel extraction result enhanced by DiffWater.
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“DiffWater-OD

Fig. 11.
bottom is the target detection result of YOLOv7 enhanced by DiffWater.

DiffWater-OD
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i theE

Effect of DiffWater on edge extraction of input and enhanced images. (Top) Above is the Sobel extraction result of the input image. (Bottom) At the

N

3
DiffWater-OD DiffWater-OD

Effect of DiffWater for OD on input and enhanced images. (Top) The above figure shows the YOLOv7 OD result of the input image. (Bottom) The

TABLE I
PSNR AND SSIM AVERAGE SCORES OF DIFFERENT METHODS ON THE TEST-U90, AND THE BEST RESULTS ARE MARKED IN BOLD BLACK

TEST-U90
Method . .
PSNR SSIM Train Time (s) Test Time (s)
Traditional Method UDCP [19] 11.3752  0.5156 / 31.842
UIBLA [51] 15.1351  0.6454 / 42.531
UWCNN-typell [23] | 13.8223  0.6385 161.114 0.917
CNN Method Shallow-uwnet [33] 15.9740  0.7099 38.718 0.074
Ucolor [25] 21.0005 0.8693 629.693 2.843
FUnIEGAN [32] 169189  0.7338 97.709 0.162
GAN Method MLFcGAN [31] 15.1004  0.6573 931.778 0.376
Water-Net [24] 19.9223  0.8326 281.721 1.236
DiffWater 20.9721  0.8951 80.356 48.517

the enhanced images compared to existing comparison methods,
achieving the highest SSIM score. Compared to the second-best
method, the proposed method achieved a relative increase of
2.58% in SSIM, despite a decrease of 2.84% in PSNR score.
Although the proposed method’s PSNR score is slightly lower
than that of the Ucolor [25] method, it is still better than meth-
ods based on GANs and other comparison methods, indicating

that the proposed method has certain advantages in terms of
fidelity. The DiffWater method emphasizes the preservation of
image structure and texture details rather than just minimizing
mean square error, highlighting its effectiveness in enhancing
underwater images with structural sensitivity.

Fig. 4 shows the performance comparison of the proposed Dif-
fWater method against other methods when enhancing images
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TABLE III
AVERAGE SCORES OF UCIQE AND UIQM OF DIFFERENT METHODS ON THE
TEST-S16 DATASET, AND THE BEST RESULTS ARE MARKED IN BOLD BLACK

Method TEST-U45

UIQM?T  UCIQET

Raw 2.3821 0.3754

Traditional Method UDCP [19] 3.3019 0.4546
UIBLA [51] 2.6307 0.4557

UWCNN-typell [23] 3.8481 0.3736

CNN Method Shallow-uwnet [33] 4.0523 0.3703
Ucolor [25] 4.9504 0.4461

FUNIEGAN [32] 4.3502 0.3997

GAN Method MLFcGAN [31] 4.0229 0.3908
Water-Net [24] 4.8603 0.4502

Diffusion Model UW-DDPM [60] 4.8990 0.4454
DiffWater 4.7306 0.4624

under different degraded underwater scenes. The experimental
results demonstrate that the DiffWater method can effectively
eliminate haze effects, significantly improve the clarity and
visibility of image details, and outperform other methods in
microstructure recovery. For blue scenes, DiffWater can effec-
tively compensate for blue distortion, restore true colors, and
preserve details and contrast, showing an obvious advantage in
processing blue underwater images. Under low-light conditions,
DiffWater can enhance image brightness and contrast, signifi-
cantly improve image visibility, and has significant advantages
in detail recovery and noise reduction. By comparing the visual
enhancement results in Fig. 4, the effectiveness of DiffWater in
enhancing degraded underwater images under different scenes
is validated. Compared to other methods, DiffWater has obvious
advantages in recovering image details, colors, and contrast.
Additionally, as observed in Fig. 4, though some comparative
methods perform better when processing hazy or yellowish im-
ages, none of the methods can provide satisfactory results for all
applications. DiffWater demonstrates powerful generalization
for different underwater images, is able to maintain the struc-
tural and textural details of images, and achieves photorealistic
restoration.

E. Evaluation on Other Datasets

In this section, the underwater images are evaluated using the
UCIQE and UIQM metrics. A total of 5004 images from the
LSUI dataset are used as the training dataset [45], and the en-
hancement results of eight methods are compared under different
underwater environment categories. To verify the effectiveness
of these methods, 45 images from the U45 dataset, denoted as
TEST-U45 [46], 16 typical images from the SQUID dataset, de-
noted as TEST-S16 [20], and 60 challenging underwater images
from the UIEB dataset, denoted as TEST-C60 [24], are used for
testing. The model’s performance will be evaluated using the
test dataset, but retraining will not be performed on these test
data. The enhancement results of eight methods are compared
under different underwater environment categories.

The results in Table II show that on the TEST-U45 dataset,
the DiffWater method outperforms the other eight methods in

Method TEST-S16
UIQMt  UCIQEt
Raw 21131 0.3590
Traditional Method UDCP [19] 14920 0.4431
UIBLA [51] 14269 0.4042
UWCNN-typell [23] | 3.2716  0.3698
CNN Method Shallow-uwnet [33] | 3.1680  0.3861
Ucolor [25] 35754 04185
FUNIEGAN [32] 2.8500  0.3955
GAN Method MLFcGAN [31] 33020 0.4172
Water-Net [24] 34980  0.4307
DiffWater 45159  0.4503
TABLE IV

AVERAGE SCORES OF UCIQE AND UIQM OF DIFFERENT METHODS ON THE
TEST-C60 DATASET, AND THE BEST RESULTS ARE MARKED IN BOLD BLACK

Method TEST-C60

UIQM?T  UCIQET

Raw 2.9388 0.359

Traditional Method UDCP [19] 2.7336 0.3926
UIBLA [51] 3.0864 0.4081

UWCNN-typell [23] 3.3557 0.3348

CNN Method Shallow-uwnet [33] 4.2963 0.3348
Ucolor [25] 4.3337 0.3846

FUnIEGAN ([32] 4.2946 0.3592

GAN Method MLFcGAN [31] 4.2923 0.3681
Water-Net [24] 4.4453 0.4416

Diffusion Model UW—]?DPM [60] 4.8381 0.4288
DiffWater 4.6559 0.4339

the UIQM metric. Through evaluation on the TEST-U45 dataset,
the DiffWater method has shown excellent performance in the
UIQM metric, highlighting its advantage in improving image
quality. Although it is slightly inferior to the Ucolor method
in the UCIQE metric, the DiffWater method exhibits compre-
hensive performance in overall visual effect and dual metric
evaluation.

The results in Table III show that the DiffWater method
exhibits relatively high performance on the TEST-S16 dataset, as
evaluated by the UIQM and UCIQE metrics. The UIQM metric
evaluates overall perceived image quality while the UCIQE
metric focuses on color quality. The high scores of the DiffWater
method in both metrics indicate its superior performance in
handling the TEST-S16 dataset. The results of the UIQM and
UCIQE metrics demonstrate that the DiffWater method has
significant advantages in improving image quality and color
restoration. These findings further validate the effectiveness and
feasibility of the DiffWater method in the UIE task.

The results in Table IV indicate that through evaluation on
the TEST-C60 dataset, and the DiffWater method outperforms
the other eight methods in the UIQM metric, demonstrating its
excellent performance in improving image quality. Although it
is slightly inferior to the Water-Net method in the UCIQE metric,
the DiffWater method exhibits comprehensive performance in
overall visual effect and dual metric evaluation.
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As shown in Figs. 5-7, the UDCP method [19] improved
the image contrast by increasing artificial colors and reduced
haziness in the image, but the enhanced image color tone be-
came dark, resulting in unrealistic visual effects. The UIBLA
method [51] improved the image quality by the local adaptive
method, but its performance is limited by the characteristics
of underwater imaging, and in some conditions cannot achieve
ideal enhancement effects. The UWCNN method [23] has a cer-
tain color shift correction and detail recovery capability, but its
enhancement effect is limited, and when processing complex un-
derwater images with severe a color shift will produce red shift.
The Water-Net method [24] has limited generalization ability
for different underwater environments, and the generated images
have artifacts and unnatural colors. The Ucolor method [25] can
effectively enhance the image, but local overenhancement will
still cause color shiftin the image. The FUnIEGAN method [32],
MLFcGAN method [31], and Shallow-uwnet method [33] will
produce images with yellow shift when processing images
with green shift, resulting in color distortion and missing
details.

In general, traditional UIE methods (UDCP [19] and
UIBLA [51]) perform well in improving image brightness and
saturation, but cannot effectively eliminate haziness, color shift,
and chromatic aberration in underwater images, and are likely to
cause overenhancement or distortion of images. CNN methods
(UWCNN [23], Water-Net [24], and Ucolor [25]) perform best
in maintaining image details and textures while also being able
to restore the color and contrast of the image. However, the
drawback of this method is that it cannot adapt well to different
water quality and lighting conditions, which may cause the
image to be too bright or too dark, or have color distortions
and noise. GAN methods (FUnNIEGAN [32], MLFcGAN [31],
and Shallow-uwnet [33]) perform best in restoring the real scene
of the image, making the underwater image more realistic. How-
ever, the method performs relatively poorly in maintaining image
details and textures, and the generated image has problems of
sunlight or shadows underwater. In contrast, DiffWater shows
higher quality in underwater image recovery, with higher clarity,
contrast, color recovery, and naturalness. It is able to achieve
consistent color and detail recovery of the real underwater scene
with statistical characteristics of natural scenes, in line with
human visual perception standards.

According to Fig. 8, the original underwater image may
exhibit issues such as low contrast, noise, blurriness, distortion,
and color shifts when locally magnified. The locally magnified
images enhanced by the UDCP method show darker and color-
shifted characteristics. The UIBLA method does not exhibit
a significant improvement in defogging the locally magnified
images. The UWCNN method results in globally reddish and
blurry locally magnified images. The visually appealing results
are observed in the locally magnified images enhanced by
the Waternet and Ucolor methods; however, they still differ
from the reference image. The FUNIEGAN, MLFCGAN, and
Shallow-uwnet methods result in locally magnified images with
low contrast and a yellow color bias. In contrast, our proposed
method demonstrates enhanced underwater images with higher
contrast, improved visibility of details, and enhanced image
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quality after local magnification, which closely resemble the
reference image.

F. Ablation Study

In order to further validate the effectiveness of our proposed
method, this study employed three conditional guidance meth-
ods and used 800 pairs of images from the UIEB dataset [25]
as the training data, with TEST-U90 as the test set, to conduct
ablation experiments and evaluate the impact of these four
conditional guidance methods on the enhancement effect of
underwater images.

Specifically, we conducted the following ablation experi-
ments.

1) We removed the color correction of DiffWater, denoted

as CDDPM-UDCP, and only used the degraded image
y processed by UDCP as the conditional guidance for
enhancing underwater images.

2) We removed the color correction of DiffWater, denoted
as CDDPM-yj, and only used the degraded image y as the
conditional guidance for enhancing underwater images.

3) On the basis of DiffWater, we used the degraded image y
processed by UDCP, denoted as CDDPM-(3C+UDCP),
and added the two images together as the conditional
guidance for enhancing underwater images.

Based on the results in Table V, we draw the following con-
clusions: Compared with the CDDPM-UDCP, CDDPM-y, and
CDDPM-(3C+UDCP) methods, the DiffWater method exhibits
better performance, achieving optimal results in all metrics.
Fig. 9 provides a visual comparison of the four methods. Under
the same experimental conditions, it can be observed that the
images enhanced by the CDDPM-UDCP model are overall yel-
lowish and distorted, with poor enhancement effect; the images
enhanced by the CDDPM-y and CDDPM-(3C+UDCP) methods
have higher brightness and more severe distortion, but with poor
enhancement effect. Therefore, the proposed DiffWater method
has a significant enhancement effect on underwater images.
Through the previous experiments, it is demonstrated that under
the guidance of degraded images that have undergone color
correction, the DiffWater method can effectively improve the
color fidelity and detail clarity of underwater images, thereby
enhancing image quality.

G. Applicability Analysis

The enhanced images have brightness, high contrast, and
color, which are very beneficial for advanced visual tasks and can
effectively improve the applicability and performance of tasks,
thereby bringing better results for underwater visual applica-
tions. To verify whether the enhanced images effectively enrich
edge and feature information, various tests were conducted on
the degraded and enhanced images. First, the Sobel operator was
used to extract image edges [52] and the number of edge features
before and after enhancement were compared. Second, we used
the YOLOvV7 algorithm for object detection (OD) tasks [53] to
evaluate the impact of enhanced images on OD accuracy. Finally,
we used a saliency detection (SD) method [54] to evaluate image
quality and compared the number of salient features before and
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Ablation Condition
Baselines full model (DiffWater) | CDDPM-UDCP CDDPM-y CDDPM-(3C+UDCP)
TEST-U90 PSNR 20.9721 15.8436 16.5762 18.1253
SSIM 0.8951 0.7658 0.8299 0.8210

The highest score is marked in bold black.

)

DiffWater o

DiffWater-SD DiffWater

Fig. 12.
results of DiffWater.

after enhancement. These tests comprehensively evaluated the
applicability and effectiveness of enhanced images in advanced
visual tasks.

The test results indicate that the DiffWater method has a
significant improvement effect on UIE tasks. The enhanced
images show significant improvements in edges and features,
effectively enriching edge and feature information compared to
degraded images, as demonstrated in Figs. 10—12. In addition,
the method can significantly improve the accuracy of OD, further
demonstrating its effectiveness in practical applications. These
results suggest that the DiffWater method is a feasible and
reliable UIE method, which can provide strong support and help
for the field of underwater image processing.

V. CONCLUSION

In this article, we propose a novel UIE method based on
the conditional DDPM (DiffWater). The proposed DiffWater
method combines the benefits of DDPM and the characteristics
of underwater imaging through introducing a color compensa-
tion method that can adapt to diverse water quality and illumi-
nation conditions to guide the diffusion and denoising process.
It can generate clearer, more realistic, and naturally enhanced
underwater imagery. The experimental results demonstrate that
the proposed Diff Water method outperforms prevailing methods
with respect to enhancement quality and efficacy, exhibiting
better generalization capability and robustness. However, the
proposed DiffWater method also possesses some limitations and
shortcomings, such as reliance on large-scale data and slow
sampling speed. In future, we will focus on ameliorating the
algorithm, enhancing data quality, and optimizing the network
architecture.
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