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Multiscale Complex-Valued Feature Attention
Convolutional Neural Network for SAR

Automatic Target Recognition
Xiaoqian Zhou , Cai Luo , Senior Member, IEEE, Peng Ren , Senior Member, IEEE, and Bin Zhang

Abstract—Synthetic aperture radar (SAR) images often lack
sufficient attention to target features, inadequately express target
feature information, and neglect phase information in conven-
tional Convolutional Neural Network (CNN) recognition methods.
These limitations lead to reduced recognition accuracy and slower
processing speeds, critical drawbacks for SAR Automatic Target
Recognition (ATR) systems. To overcome these challenges, this pa-
per proposes the multi-scale complex-valued feature attention CNN
(MsCvFA-CNN) for SAR ATR. MsCvFA-CNN is a model specifi-
cally designed for amplitude and phase information of SAR images.
A novel complex-valued attention module (CAM) is proposed in
this work to focus on the amplitude and phase characteristics of the
target separately. By decoupling the amplitude and phase features,
the CAM reduces the training time of the network, while preserving
the relevant information. Furthermore, the MsCvFA-CNN employs
multiple branches for feature extraction with different kernel sizes,
which are then combined with CAM in the fusion stage to im-
prove the network’s representation of target features. The proposed
MsCvFA-CNN is evaluated on both the complex-valued moving and
stationary target acquisition and recognition (MSTAR) dataset,
as well as the more challenging dataset for urban interpretation
(OpenSARUrban). The results demonstrate that it outperforms
traditional networks in terms of recognition accuracy and compu-
tational efficiency. Specifically, the use of complex-valued networks
results in a 2.23% improvement in recognition accuracy compared
to traditional real-valued networks. When CAM is added, the
network’s accuracy is further improved by 3.21%, and the number
of epochs required to achieve the highest accuracy is reduced by
nearly half.

Index Terms—Attention mechanism, automatic target
recognition (ATR), complex-valued convolutional neural network
(Cv-CNN), multiscale structure, synthetic aperture radar (SAR).

I. INTRODUCTION

SYNTHETIC aperture radar (SAR) is a highly advanced
and sophisticated active microwave imaging sensor that
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employs radar technology to generate high-resolution ground
images from a great distance. SAR coherently processes the
echo signals, extracts surface information by phase differences,
and integrates the information to form a high-resolution image
with exceptional accuracy, resolution, and less susceptibility
to weather conditions [1]. The SAR is extensively applied in
diverse domains, such as military, civilian, and environmental
monitoring owing to its distinct advantages. In the field of remote
sensing big data, artificial intelligence interpretation of SAR
images presents a significant scientific application challenge.

A. Review of SAR Target Recognition

Automatic target recognition (ATR) is a crucial research field
in SAR image processing. The standard SAR ATR typically
comprises three stages: detection, recognition, and classifica-
tion [2]. Its development dates back to the 1990s [3], with early
research methods focused mainly on SAR feature extraction
methods, including amplitude features [4], polarization fea-
tures [5], texture features [6], and shape features [7]. The primary
methods used were support vector machine [8] and K-nearest
neighbors [9]. With the rise of machine learning, Emanuele
et al. [10] combined their models with machine learning methods
to estimate water content in SAR images. Despite the smaller
number of SAR image problems due to the difficulty of SAR data
acquisition and limited use, the development of SAR ATR has
progressed steadily over the years. Lang et al. [11] introduced
a transfer learning method to classify SAR images, which re-
duces the use of sample size by using pretrained convolutional
neural network (CNN) models and midlevel feature extraction.
Subsequently, Liu et al. [12] improved the ability of SAR target
recognition by utilizing knowledge from other electromagnetic
signal datasets through the use of electromagnetic feature trans-
fer learning. These methods paved the way for deep learning
(DL)-based SAR ATR.

With the improvement of computer processing power, SAR
ATR method based on DL has become a hot topic. The DL
algorithms have the unique ability to integrate target detection
and recognition into a single step, enabling automatic feature
extraction from SAR images through a multilayer convolutional
network structure, thereby significantly reducing the workload
involved in feature design. The proposed approach eliminates the
need for prior knowledge-based feature design, thereby enhanc-
ing the detection and recognition capabilities of the model [12].
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The earliest DL applications in SAR ATR were primarily based
on stacked autoencoder [13], data augmentation [14], deep belief
network [15], deep convolutional neural network (DCNN) [16],
and generative adversarial networks [17]. Since then, DL has
made notable advancements in SAR image processing, with the
potential to revolutionize the field.

B. Problems and Solutions of CNN Methods

Recent studies have demonstrated that CNN-based SAR im-
age processing has achieved remarkable performance in tasks,
such as land classification, change detection, and vehicle iden-
tification [18]. Nevertheless, there remain several challenges
when applying CNN in the SAR field. The CNN-based SAR
ATR methods mentioned previously only use image data that is
real-valued and primarily concentrate on the representation of
target features in the amplitude domain. However, SAR images
are complex-valued data that encompass both amplitude and
phase information [19]. This is because SAR images are formed
by considering the electromagnetic vector sum of the interaction
between the electromagnetic wave and the target or scene [20].
The SAR images contain rich electromagnetic scattering in-
formation of terrain and targets, such as texture, shape, and
reflectivity [21]. Therefore, the phase component of SAR images
plays a significant role in enhancing detection performance,
particularly in terms of geometric shape [22]. In addition, Fu
et al. [23] validated that multiscale CNNs outperform traditional
single-scale CNNs in target recognition. Furthermore, Woo
et al. [24] recommended that integrating attention mechanisms
into CNNs could enhance the model’s interpretability, improve
its recognition accuracy and computational efficiency. However,
ordinary attention mechanisms are not suitable for SAR images
due to their complex-valued nature, which incorporates phase
information.

To overcome these challenges, several solutions have been
proposed. Since real-valued CNN cannot extract rich phase
information from SAR images, El-Darymli et al. [25] mod-
eled SAR images based on phase information characterization.
Tygert et al. [26] developed a mathematical motivation for the
complex-valued CNN (Cv-CNN) structure, while Wilmanski et
al. [27] used a complex-valued convolutional layer in the first
layer and real-valued calculations for the subsequent layers,
achieving a recognition performance improvement from 87.3%
to 99.21%. Zhang et al. [28] extended the use of complex-valued
neural networks (Cv-NNs) to polarimetric SAR ATR, which
has been shown to reduce recognition errors when compared
to traditional real-valued CNN. Moreover, multiscale CNNs
have been proposed to enrich feature representations [29]. Zeng
et al. [30] pioneered the use of full Cv-CNN in SAR ATR,
achieving a remarkably high recognition rate in target iden-
tification. Nonetheless, the full complex-valued computation
poses challenges, such as high computational cost, redundant
feature extraction, and prolonged computation time. To improve
computational efficiency, Gao et al. [31] employed an attention
model to improve the attention of CNNs on crucial target fea-
tures. However, the phase information of SAR targets remains
underutilized.

C. Our Novel Contributions

There is still considerable work to be done to improve the
application of Cv-CNNs in SAR ATR. Since the computation
of Cv-CNNs is about twice as large as that of ordinary CNNs,
efficient and accurate Cv-CNNs become the focus of this article.
Inspired by previous work [30], [32], the multiscale complex-
valued feature attention CNN (MsCvFA-CNN), a multiscale
complex-valued feature attention network, is proposed to ad-
dress the issues of incomplete feature representation, missing
phase information, and slow processing speed in SAR target
recognition. The network demonstrates excellent performance
in experiments, as detailed in the following.

First, this article proposes a novel complex-valued channel
attention module, called CAM, which simultaneously focuses on
both amplitude and phase features of SAR targets and solves the
problem of increased channel numbers due to cascade features.
In addition, the CAM enhances the network’s robustness by
enabling it to prioritize important features even in small sample
scenarios.

Next, a multiscale complex-valued feature extraction and
fusion module (MEFM) is proposed, which consists of branches
using convolution kernels of varying sizes to extract complex-
valued features. The MEFM is combined with CAM to enhance
the network’s ability to express complex-valued SAR target
features comprehensively.

Finally, considering the distinctive imaging mechanism of
SAR that encompasses amplitude as well as phase components,
the proposed network modules employ complex-valued calcu-
lations.

To provide a clear structure, this article is organized as follows.
Section II introduces the computational background of Cv-NNs.
Section III elaborates on the framework of the MsCvFA-CNN
and explains each module in detail. The experimental results
on the complex-valued moving and stationary target acquisition
and recognition (MSTAR) and OpenSARUrban datasets, as well
as the comparison and analysis of the results, are described in
Section IV. Finally, Section V concludes this article.

II. BACKGROUND KNOWLEDGE OF CV-CNNS

The Cv-NN is a type of neural network that uses complex-
valued parameters and variables for identifying targets from
complex-valued input data. Input data is represented as Z =
A · eiθ = a+ ib, where A denotes the amplitude of the signal
and θ denotes the phase. Cv-NN research can be traced back
to the 1970s when Aizenberg et al. [33] proposed the possi-
bility of using complex-valued data to process information and
constructed Cv-NNs by extending the saturated output value of
neurons to the unit circle in the complex-valued domain.

The SAR images not only contain amplitude information of
the echo signal but also record phase information, which can
be written in the form of Z = A · eiθ = a+ ib. This study aims
to improve SAR target recognition accuracy by fully utilizing
the phase information in images through the use of a complex-
valued network.

The input data are assumed to be a complex-valued vec-
tor X = (x1, x2, . . . , xn)

T , where the first term x0 = −1− j
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Fig. 1. Basic architecture of Cv-NN.

imports the bias term θ into the hidden layer. The output
complex-valued vector of the hidden layer is denoted as H =
(h1, h2, . . . , hm)T , with the first element h0 = −1− j provid-
ing the bias term λ for the output layer. The output layer produces
the result vector O = (o1, o2, . . . , op)

T , while the label vector
is denoted by L = (l1, l2, . . . , lp)

T , where {xi, yi, oi, li} ∈ C,
withC representing the complex-valued field. The weight matrix
is expressed by V = (V1, V2, . . . , Vp, . . . , Vm) describes the
weight connections between the input and hidden layers. Each
neuron in the hidden layer is associated with a weight vector
Vp, with each Vp having a length of n. Thus, the neurons in the
hidden layer are directly linked to each neuron in the input layer
via the weight matrix V . The basic complex-valued network
calculation module employed in this work is based on [28], and
the next subsections provide detailed explanations of each part’s
computational aspects.

A. Complex-Valued Convolution Layer

The architecture of Cv-NN, which uses complex-valued forms
for the input data, bias data, and hyperparameters, can be seen
in Fig. 1. During forward computation, the nonlinear function
operates on the amplitude and phase components of the input and
weight elementwise, producing complex-valued output. In back
propagation, the stochastic gradient descent (SGD) algorithm
operates on complex-valued forms by multiplying elementwise.

Inspired by Cv-NN, the MsCvFA-CNN architecture is based
on complex-valued convolution operation. Convolution compu-
tation can automatically extract deep features of the target. The
neurons in the convolution layer use a set of filters (weight ma-
trix V ) to perform convolution calculations with some neurons
in the previous layer. This convolution structure exploits the
shift-invariance and spatial correlation of target features [34],
where shift-invariance refers to the property of the convolution
operation that it produces the same result regardless of the
position of the input features in the receptive field, and spatial
correlation refers to the statistical dependence between nearby
features in the image. To reduce redundancy, a set of weight
matrices is shared among all receptive fields on the same layer

during convolution operations, while different feature maps em-
ploy distinct weight matrices. The weight matrix V is designed
to identify specific features of the input data, enabling each
feature map in the preceding layer to represent a unique feature
at different positions.

The lth layer’s feature map is represented by H
(l)
f ∈

Cw2×H2×I . It is convolved with the previous layer feature
map H

(l−1)
f ∈ Cw1×H1×K and the convolution kernel w(l)

ki ∈
CF×F×K×I . The result is then added with the bias bli ∈ Cl and
finally subjected to a nonlinear function f(·). The calculation
equation is given as follows:
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in which, the symbol * denotes the convolution calculation. V (l)
p

denotes the weight matrix of the ith feature map in the lth layer.
H

(l−1)
f denotes the kth feature map of the l − 1th layer, and f(·)

represents the nonlinear function.

B. Complex-Valued Pooling Layer

The pooling layer is a crucial element in CNNs that con-
solidates similar features identified by the convolutional layer.
This operation reduces the dimensionality of the convolutional
results, which is commonly referred to as downsampling [35].
The pooling operation divides the feature map derived from
convolution into various local regions, and the pooling function
computes the statistical characteristics of each region. In the
MsCvFA-CNN, two pooling methods are used: CvMax-Pool
and CvAvg-Pool, which perform maximum and average pooling
operations in the complex-valued domain.

When executing the CvMax-Pool operation, it is worth noting
that, unlike real-valued CNNs, the maximum value of the real
or imaginary part features cannot be simply selected in the
complex-valued network, otherwise, it will cause the problem
of mismatch between amplitude and phase. This mismatch can
significantly hinder the model’s ability to recognize SAR targets
effectively by accurately matching their amplitude and phase
information. To tackle this issue, we calculate the position
coordinates of the maximum amplitude value in a local area,
which represents the maximum amplitude information. Then,
we employ the position coordinates to obtain the corresponding
phase information. Finally, the CvMax-Pool result is obtained by
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selecting the maximum value in the region and its corresponding
phase information. The calculation process can be described as
follows.

Assuming that feature map for lth layer is H(l)
(x) = �(x) +

j�(x), the output result of the maximum pooling operation is

M(l)
(x,y) = MaxPooling

{∣∣∣H(l)
(x)

∣∣∣} (3)

where | · | represents the modular calculation of complex-valued
characteristics. Next, the position coordinates of the output result

P (x, y)←− coor
{
M(l)

(x,y)

}
. (4)

The coordinate of the target location on the original feature
map resulting from the CvMax-Pool calculation is denoted by
coor. The pooling outcomes of the target’s real and imaginary
parts, determined from the aforementioned position coordinates,
are represented by

�′(x) = �(P (x, y))
�′(x) = �(P (x, y)). (5)

From the abovementioned calculation formula, the result of
CvMax-Pool is

CvMax_H(l)
(x) = �′(x) + j�′(x). (6)

Similarly, as the average pooling operation calculates the
average of both the amplitude and phase of the local region, there
is no risk of encountering a mismatch in amplitude and phase
characteristics. Regarding CvAvg-Pool, we compute the mean
values of the SAR target’s real and imaginary parts separately,
as demonstrated in the following:

CvAvg_H(l)
(x) = AvgPooling{�(x)}+ jAvgPooling{�(x)}.

(7)

C. Complex-Valued Fully Connected (Cv- FC) Layer

The final layer of the network is a fully connected layer, in
which neurons are arranged in a linear structure and connected to
the previous layer’s neurons through a weight matrix. The fully
connected layer is commonly utilized as a classifier in neural
networks, owing to its efficient feature extraction capabilities.
In the MsCvFA-CNN, the Cv-FC layer considers both the real
and imaginary characteristics of targets, which distinguishes it
from real-valued CNNs. This is achieved through the use of a
specific formula, as shown in the following:

O
(l)
k = ω

(l)
k ∗H(l−1)

k + b
(l)
i . (8)

D. Complex-Valued Activation Function

Activation functions increase the learning capacity of models
by introducing nonlinearity. As such, they are critical com-
ponents in the architecture of these networks. In the network,
we use the complex-valued rectified linear unit (Cv-ReLU) as
the activation function. This function is particularly effective in
addressing the problem of gradient instability and is widely used
in DL. To design the Cv-ReLU, it is important to consider the
amplitude and phase relationship of the SAR targets. Therefore,

we apply the Cv-ReLU separately to the real and imaginary
parts, using the following calculation:

ReLU(�(x)) =
{

Re(x) Re(x) ≥ 0
0 Re(x) < 0

(9)

Cv_ReLU(x) = ReLU(�(x)) + j ReLU(�(x)). (10)

E. Complex-Valued Domain Back Propagation Algorithm and
Weight Update

The supervised training method employed by CNNs min-
imizes the error between predicted and true values to obtain
optimal weight matrices and bias parameters. The SGD method
is commonly used for adjusting network parameters to minimize
the error or loss function [36], allowing the error to gradually
approach 0 [37]. The cross-entropy (CE) function is a widely
used loss function LCE in neural networks [38]. Assuming that
the training dataset can be represented as {I[s], L[s]}Ss=1, the
predicted label data output from the network can be represented
as {P[s]}Ss=1, where S is the total number of training samples.
Here, I[s], L[s], and P[s] represent the input data, label data, and
predicted label data of the sth training sample, respectively. As
the input data are in the complex-valued domain, the computa-
tion of the real part and imaginary part for the predicted data can
be expressed as follows:

|P| =
√
�(P )2 + �(P)2. (11)

The loss function can be calculated using the following for-
mula:

LCE =
S∑

s=1

∣∣P[s]

∣∣ · log
∣∣P[s]
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L[s]

. (12)

The iterative process of adjusting weights and biases is em-
ployed to minimize the aforementioned loss function
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wherew(l)
ki (T ) and b(l)i (T ) are the weight and bias, respectively,

used for the T th iteration update, while η represents the learning
rate for the SGD optimizer. In the complex-valued field, the back
propagation algorithm also follows the chain rule approach to
derivation, which gives the following formulas for the partial
derivatives of the weight and bias:
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Fig. 2. Fundamental structure of MsCvFA-CNN.
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where V (l)
i denotes the weight matrix of the ith feature map of

lth layer.

III. MSCVFA-CNN CLASSIFICATION METHODOLOGY

The overall structure of MsCvFA-CNN is shown in Fig. 2.
This network takes complex-valued SAR images containing
both amplitude and phase information as input, and subsequently
conducts feature extraction and feature attention through the
MEFM and CAM modules, with specific details elaborated as
follows.

A. Multiscale Feature Extraction and Fusion Module

As a deep neural network grows deeper, it becomes more pro-
ficient in feature representation and nonlinear fitting. However,
the limited size of existing SAR datasets presents a challenge
as utilizing a deep network with such datasets may result in
overfitting. Consequently, it is essential to explore other ap-
proaches to improve feature representation capabilities. The
convolution kernel size is a crucial hyperparameter in the convo-
lution operation as it determines the scale of the resulting feature
map. Smaller kernel sizes are suitable for extracting local rich
texture feature information, while larger kernel sizes are more
appropriate for capturing global contour features. However,

traditional CNNs employing fixed-size convolution kernels may
discard important local or global feature information, leading to
suboptimal classification outcomes.

Inspired by the GoogLeNet [39] and MDL-RS fusion frame-
work [40] models, this article proposes MsCvFA-CNN, em-
ploying a parallel network structure called MEFM. MEFM
consists of three cascaded branches, each extracting features
from multiple channels using different kernel sizes. This design
provides different receptive fields at the same layer, enabling the
extraction of multiscale features of SAR targets and enhancing
the network’s feature representation capability. The network
structure of MEFM is illustrated in Fig. 3, with specific details
provided as follows.

Initially, SAR images are processed via complex-value com-
putations to obtain the real and imaginary components. These
real and imaginary parts are then simultaneously passed through
three branches with convolutional kernels of sizes 3 × 3, 7 ×
7, and 11 × 11 to extract target features. The resulting real
and imaginary feature maps are respectively denoted as Fea-
ture_r and Feature_i. Each branch focuses on learning features
from different local regions of varying scales. This enables the
network to pay attention to features of different sizes, thereby
enhancing the network’s multiscale feature representation ca-
pability. The Feature_r and Feature_i obtained from the three
branches are resized to the same dimensions and concatenated
together to form new complex-valued features. This feature
extraction strategy is repeated three times. The complex-valued
feature maps obtained from these three rounds of feature ex-
traction and fusion are termed shallow features maps, middle
features maps, and deep features maps, respectively. Through
this multiscale, multichannel feature extraction and fusion ap-
proach, the network can better capture the complex features of
targets in SAR images, improving the accuracy and robustness
of target recognition.

B. Complex-Valued Attention Module

The convolution of SAR targets at multiple scales gener-
ates numerous amplitude and phase features. However, these



ZHOU et al.: MULTISCALE COMPLEX-VALUED FEATURE ATTENTION CONVOLUTIONAL NEURAL NETWORK FOR SAR ATR 2057

Fig. 3. Architecture of the proposed MEFM.

Fig. 4. Network structure of the CAM module.

unprocessed multiscale features often contain many redundant
and irrelevant features, which can lead to insufficient focus
on salient information. To address this issue, we introduce a
complex-valued channel attention module for SAR ATR, which
aims to enhance the extraction of salient features and suppress
irrelevant ones. Unlike the ordinary real-valued attention mod-
ule, CAM is designed for complex-valued SAR images. This
method attends to both the amplitude and phase information
simultaneously, thereby enhancing the network’s utilization of
phase information. Due to the cascaded feature fusion pro-
cess, the number of channels in the feature maps is doubled.
Therefore, CAM adopts the channel attention mechanism to
overcome the performance-complexity contradiction, involving
only a few parameters. By simply adding the computationally
efficient CAM, the network can achieve significant performance
improvement.

Fig. 4 illustrates the network architecture of CAM. We per-
form global complex-valued average pooling without reducing
the channel dimension, allowing local cross-channel interac-
tion to be considered for each channel and its corresponding
m neighborhoods. The kernel size m represents the range of
local coverage for cross-channel interaction, which determines
the size of the neighborhood considered when predicting the

attention of a channel. As SAR images are complex-valued
data, we make the interactive coverage of the phase channel
equal to that of the magnitude. Thus, we only need to calculate
the size of m for the amplitude information of the images. To
avoid manually adjusting the value ofm, we employ an adaptive
method to determine the size of m. Specifically, we use the
banded matrix Wm to learn channel attention, which can be
expressed as follows:⎡
⎢⎢⎢⎣
w1,1 · · · w1,m 0 0 · · · · · · 0
0 w2,2 · · · w2,m+1 0 · · · · · · 0
...

...
...

...
. . .

...
...

...
0 · · · 0 0 · · · wC,C−m+1 · · · wC,C

⎤
⎥⎥⎥⎦ .

(17)

For the convenience of calculation, all channels share the same
learning parameters, namely

wp,q = σ

⎛
⎝ m∑

j=1

wjy
(l)
j

⎞
⎠ , y

(l)
j ∈ C(l)

m (18)

where m represents the coverage of cross-channel interaction,
wj denotes the number of channels, y(l)j denotes the jth neuron
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Algorithm 1: Computational process of CAM.
Input: C = channel dimension of the feature map;

default: λ = 2, b = 1.
Output: channel complex-valued attention weight matrix
W r

k + jW i
k.

1: Initialize the band matrix W r
k, W i

k;
2: Compute the coverage of cross-channel interaction m

by (21);
3: Enter the feature diagram extracted from the previous

layer to the complex-valued average pooling layer;
4: Perform one-dimensional complex-valued

convolution;
5: Then use the Sigmoid function and obtain yr,j

i , yi,j
i ;

6: Compute (18) and obtain the band matrix W r
k, W i

k;
7: Return W r

k + jW i
k.

in the lth layer, andC(l)
m represents the set ofm adjacent channels

of y(l).
Next, we need to determine the coverage range of cross-

channel interaction (that is, 1-D convolution kernel size m).
The most common approach is to manually adjust the coverage
of interactions for the number of channels in different CNN
architectures, but this method consumes a significant amount of
computational resources. Inspired by the idea that group convo-
lution can improve the CNN architecture [41], we hypothesize
that there may be a mapping φ between the coverage range m
of cross-channel interaction and the channel dimension C

C = φ(m). (19)

The simplest mapping relationship can be represented by a
linear function, that is, φ(m) = λ ·m− b, but the relationship
that a linear function can describe is limited. According to the
channel dimension C, it is generally set to the power of 2.
Therefore, extending the function φ(m) to a nonlinear function
can provide a more effective solution.

Then the following relationship:

C = φ(m) = 2(λ·m−b) (20)

when the size of the channel dimensionC is given, the interaction
coverage m can be determined by the following formula:

m = ψ(C) =

∣∣∣∣ log2(C)λ
+
b

λ

∣∣∣∣
odd

(21)

where | · |odd denotes the nearest odd number. Based on experi-
mental results, it has been observed that when λ = 2 and b = 1,
the high-dimensional channels have longer interaction coverage,
while the low-dimensional channels have shorter interaction
distance.

The detailed process of the CAM module is presented in
Algorithm 1. The module quickly generates channel attention
through 1-D convolution, and nonlinear mapping adaptively
terminates the range of cross-channel interaction. With the intro-
duction of CAM, the channelwise filtering of SAR target features
is enhanced, allowing the model to focus more on the critical
complex-valued features of the target and suppress background

interference, leading to more accurate target localization and
reduced confusion.

The high recognition accuracy of MsCvFA-CNN for SAR
targets is mainly due to three factors as follows.

1) Cv-CNN: The network is specifically designed for
complex-valued SAR images. All the functions and mod-
ules used in the network utilize both the amplitude and
phase information of the image. Different from real-valued
CNNs, the network increases the utilization of phase infor-
mation, thereby improving the recognition performance.

2) MEFM: The MEFM uses convolution kernels of various
sizes to extract complex-valued information from SAR
targets. The amplitude and phase characteristics of the
target are fused in a cascade manner. It can enhance
the model’s ability to represent features and fit nonlinear
functions.

3) CAM: CAM is an attention mechanism designed specif-
ically for complex-valued images. Adding CAM to the
network helps to improve attention to the crucial ampli-
tude and phase features of the target. CAM overcomes
the contradiction between performance and computational
complexity, improving the network’s attention to target
features.

From the perspective of SAR imaging mechanism, MsCvFA-
CNN is a target recognition framework specially designed for
SAR images.

IV. EXPERIMENTS AND ANALYSIS

This section mainly verifies the effectiveness of the proposed
MsCvFA-CNN in SAR ATR. We use the measured data to
conduct experiments, and propose experimental comparison,
analysis, discussion. All experiments are conducted on an Intel
Xeon Silver 4208 CPU and Nvidia GeForce GTX 3090 GPU.
As the proposed network is specifically designed for SAR ATR,
our primary objective is to achieve accurate and fast target
identification. Therefore, we evaluate the network using the
probability of correct recognition (PCR) and the epoch at the
highest recognition rate. The PCR is calculated by dividing the
number of correctly identified targets (Nc) by the total number
of targets (Nt), as shown in the equation

PCR =
Nc

Nt
× 100%. (22)

To demonstrate the superior performance of the proposed
network, we compare it with three widely recognized SAR ATR
algorithms: A-ConvNets [42], which is a traditional real-part
DCNN; Re_MsCvFA-CNN, which is a real-valued network with
the same architecture as the proposed MsCvFA-CNN in this
article; and MS-CVNets [30], which is a Cv-NN.

A. Experimental Data Description

The SAR images utilized in this study were obtained from
the MSTAR dataset, which comprises SAR images of ten dis-
tinct types of military ground vehicles. These vehicles vary
in target type, azimuth angles, depression angles, and shape
configurations. The types of vehicles included in the dataset
are: armored vehicles, tanks, rocket launcher, antiaircraft unit,
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Fig. 5. MSTAR dataset contains ten types of vehicle target instances. Left: Optical images. Right: SAR image S (top right: Amplitude; bottom right: Phase).

TABLE I
DETAILED CONFIGURATION OF THE MSTAR DATASET USED IN THE SOC-10 EXPERIMENT

military truck, bulldozer. The MSTAR dataset has been com-
monly used as a standard for assessing and comparing the
effectiveness of various SAR ATR algorithms. However, the
current state-of-the-art ATR method using CNNs [32], [43]
typically only use the amplitude component of the MSTAR
dataset, and do not fully exploit the phase component. To fully
exploit both magnitude and phase parts of data, we employ the
complex-valued MSTAR dataset compiled by Zeng et al. [30].
They partitioned the MSTAR dataset into amplitude and phase
parts. Fig. 5 on the left shows optical images of ten different
types of ground military vehicles, while on the right are the
corresponding SAR amplitude and phase components. We com-
prehensively evaluate the performance of the MsCvFA-CNN for
SAR ATR using complex-valued datasets under both standard
10-class operating conditions (SOC-10) and two types of ex-
tended operating conditions (EOC), providing a comprehensive
performance evaluation.

B. Experimental Results Under Standard Operating
Conditions (SOC)

In the MSTAR dataset, SOC refers to the scenario where the
target shapes and configurations in the training set are similar
to those in the test set, but the imaging is performed at different

azimuth and depression angles. Under SOC, we test the results
of the proposed network for ten target classifications. Table I
summarizes the target model, imaging depression angles, and
sample sizes for SOC-10. The training dataset comprises 2743
SAR images, while the test set comprises 2431. In this experi-
ment, training images were taken at 17°depression angle, while
test images were taken at 15°depression angle. We use SAR
images with a size of 64 × 64.

Fig. 6 and Table II demonstrate the recognition performance
of different networks on the SOC-10 of the MSTAR dataset.
Fig. 6 shows the confusion matrix of MsCvFA-CNN, which
achieved an overall target recognition accuracy of 99.84%. The
recognition accuracy for eight target types was 100%, while the
target 2S_1 has a recognition accuracy of 99.64%, the target
D_7 has a recognition accuracy of 98.91%. Fig. 7 compares
the recognition accuracy of four different networks at different
epochs. A-ConvNets, which performs data augmentation during
training, achieves the highest accuracy of 93.24% at epoch 39.
Re_MsCvFA-CNN achieves the highest accuracy of 96.12% at
epoch 125, while MS-CVNets achieves the highest accuracy
of 99.79% at epoch 280. MsCvFA-CNN achieves the highest
accuracy of 99.84% at epoch 158, indicating that it achieves the
highest accuracy with the least amount of training time. The
results in Table II indicate that MsCvFA-CNN has the highest
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TABLE II
RECOGNITION ACCURACY OF FOUR DIFFERENT METHODS FOR TARGETS IN SOC-10 (%)

Fig. 6. Confusion matrix obtained by MsCvFA-CNN in the SOC-10 experi-
ment of the MSTAR dataset.

Fig. 7. Performance of the four networks in terms of recognition accuracy on
the MSTAR dataset.

recognition accuracy among the four different networks for SAR
images.

C. Experimental Results Under EOC

In this experiment, the MSTAR dataset is divided into EOC-
VV and EOC-NV subsets to evaluate the network’s performance
under changes in target imaging angle and noise, where EOC
denotes the significant variations in target shape, imaging angle,

shape configuration and model between the training and test sets
of SAR images.

1) EOC-VV: With the increasing deployment of spaceborne,
airborne, and missileborne SAR systems, the imaging angle of
SAR systems is subject to continuous variation. Consequently,
it is critical to investigate ATR networks that can maintain
robust performance in the face of these imaging angle variations.
Table III lists the imaging depression angles for four types of
targets and the corresponding number of images for each depres-
sion angle. As SAR imaging is angle-sensitive, the accuracy of
networks decreases with increasing imaging angles. The test
results in Table IV demonstrate a sharp decrease in recognition
accuracy for the four networks, especially when the imaging
angle changes from 30°to 45°. The MsCvFA-CNN achieved
the highest recognition accuracy among the four networks
when the SAR imaging angles were 15°, 30°, and 40°, which
were 99.87%, 99.65%, and 58.16%, respectively. Moreover, the
recognition performance of MsCvFA-CNN remained stable as
the depression angle varied between 15°and 30°.

2) EOC-NV: To test the network’s robustness to noise varia-
tion in SAR images, we introduced Gaussian noise to the SOC-
10 dataset to form the EOC-NV dataset, with signal-to-noise
ratios (SNR) between 0 and 10 dB. The experimental results are
presented in Table V, which show that the A-ConvNets model
is highly sensitive to changes in noise levels. Specifically, for
every 2.5 dB change in noise, the accuracy rate decreased by
approximately 10%. After integrating the attention mechanism,
the network’s sensitivity to variations in noise significantly
diminishes. When the noise varied within 7.5 dB, the accuracy of
MS-CVNets fluctuated considerably. In contrast, the recognition
accuracy of MsCvFA-CNN was 88.82% when the SNR was
0 dB, and remained relatively stable when the SNR ranged
from 2.5 to 10 dB. In the EOC-NV experiment, MsCvFA-CNN
achieved the highest accuracy.

The abovementioned two experiments prove the robustness of
the proposed MsCvFA-CNN to changes in SAR imaging angles
and noise levels. In addition, our proposed network demon-
strated the highest recognition accuracy among the comparison
networks, suggesting that the use of complex-valued data, multi-
scale structures, and complex-valued attention mechanisms can
improve the recognition performance of ATR networks.

D. Recognition Accuracy With Small-Size Training Datasets

To showcase the superior recognition capability of the
MsCvFA-CNN model when handling limited training samples,
we conducted a series of comparative tests on the SOC-10
experiment dataset using varying numbers of targets in the
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TABLE III
EXPERIMENTAL CONFIGURATION OF EOC-VV

TABLE IV
RECOGNITION ACCURACY OF FOUR DIFFERENT METHODS FOR TARGETS IN EOC-VV (%)

TABLE V
RECOGNITION ACCURACY OF FOUR DIFFERENT METHODS FOR TARGETS IN EOC-NN (%)

Fig. 8. Accuracy curves of the four networks on the small-size sample dataset.

training set. We randomly selected different proportions of
samples from each category in the SOC-10 dataset as the training
set. Since the A-ConvNets is first data augmentation before
training, it can achieve a fairly high recognition accuracy even
with a small sample proportion, and the epoch to reach the
highest accuracy is small, all because of the contribution of data
augmentation to this. However, it can be seen from Figs. 8 and 9
that the proposed MsCvFA-CNN has a huge advantage over
other networks when the sample proportion reaches 50%. Even
when only 60% of the training samples are used, MsCvFA-CNN
achieves a recognition accuracy of 95.58%, with the smallest
epoch. These results demonstrate that the MsCvFA-CNN model

Fig. 9. Epoch when the four networks achieve the highest accuracy on the
small-size sample dataset.

offers high stability and fast recognition speed in scenarios with
limited training samples, thanks to the integration of CAM,
which enables the network to focus on critical target charac-
teristics, increases the feature difference between each category,
and avoids the underfitting problem, ultimately leading to higher
recognition accuracy.

E. Detection of Target Recognition Performance in
Large-Scale Scenes

In addition, to evaluate the applicability of the proposed net-
work to large-scale scenes with complex terrain in SAR imagery,
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Fig. 10. Example images of OpenSARUrban include six classifications. From top to bottom, they are: RGB, SAR, amplitude map, and phase map.

we conducted validation on the OpenSARUrban dataset [44].
This dataset is specifically designed for urban interpretation
using SAR images. We selected the six most challenging classes
from the OpenSARUrban dataset, including dense residential
building, general residential areas, high-rise buildings, single
buildings, industrial storage areas, and vegetation. The RGB,
SAR, amplitude, and phase representations for these six classes
are shown in Fig. 10.

We tested the recognition performance of the four networks on
the six categories of the OpenSARUrban dataset under the same
experimental conditions. As shown in Fig. 10, the SAR images
in this dataset exhibit strong similarity across six categories and
have a wide range of target variations, making the recognition
task more difficult. During this experiment, the OpenSARUrban
dataset was split into a training set consisting of 2737 images
and a test set consisting of 817 images. Fig. 11 displays the
confusion matrix of the MsCvFA-CNN for the recognition of
the OpenSARUrban dataset. The highest recognition accuracy
achieved is 93.02%. The recognition accuracies for the general
residential area and vegetation categories reached 100%. It is
worth noting that the general residential area category has high
similarity with the other four categories, yet it still achieves a
recognition accuracy of 100%, demonstrating the significant ad-
vantage of MsCvFA-CNN in capturing detailed features. Fig. 12
presents the accuracy of the compare networks on the Open-
SARUrban dataset. It is evident that MsCvFA-CNN achieves
superior recognition accuracy compared to the other networks
across all categories. Furthermore, the accuracy of the compare
networks at different epochs is shown in Fig. 13. MsCvFA-CNN
achieves its highest recognition accuracy at around 60 epochs,
and it requires fewer epochs compared to the other networks.

In conclusion, whether it is the commonly used MSTAR
dataset or the challenging OpenSARUrban dataset, the
MsCvFA-CNN network can effectively utilize both amplitude
and phase information for the recognition of different targets
or scenes. It improves the accuracy while reducing the training
epochs.

Fig. 11. Confusion matrix of MsCvFA-CNN obtained in the SOC experiment
on the OpenSARUrban dataset.

F. Ablation Experiment

In this section, a series of comprehensive ablation experiments
were conducted on different network modules based on the
SOC-10 dataset to validate the superiority of MsCvFA-CNN.
The motivation of this section’s experiment is to investigate
how MEFM, CAM, and Cv-CNN affect the performance of
the network. MEFM and CAM are eliminated, respectively,
from MsCvFA-CNN, and feature visualization is used to test the
effects of different modules in SAR ATR. The network structure
of the Cv-CNN without MEFM and CAM is shown in Fig. 14.
In addition, real-valued networks with the same architecture
as MsCvFA-CNN are constructed to examine the impact of
imaginary part information on SAR image target recognition.
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Fig. 12. Performance of the four networks in accurately recognizing targets
across six distinct scenarios.

Fig. 13. Performance of the four networks in terms of recognition accuracy at
various training epochs on the OpenSARUrban dataset.

To explore the impact of convolution kernels with differ-
ent sizes on target feature extraction, the features extracted
by the complex-valued convolution layer is visualized. The
target features extracted by different convolution kernels are
displayed in Fig. 15, with (a) representing the amplitude part
and (b) representing the phase part. Using a 3 × 3 kernel size
preserves the target’s global and local texture features, which
are distributed across the target, thereby mitigating the effects
of background noise. Conversely, the features extracted using
a 5 × 5 kernel size are mainly localized, making some fea-
tures more susceptible to noise interference. The 7 × 7 kernel
size captures both the overall characteristics of the target and
enhances the global features extracted using the 3 × 3 kernel
size. However, there is a conflict between the features extracted
using the 9 × 9 and 7 × 7 convolution kernels. The use of an
11 × 11 convolution kernel facilitates the extraction of global
features from the target. The results of the experiment show
that the feature representation ability of the network improves
as the convolution kernel size increases. Meanwhile, in order

Fig. 14. Architecture of single-scale Cv-CNN.

Fig. 15. BTR-60 target features extracted using various kernel sizes. (a)
Amplitude part characteristics. (b) Phase part characteristics.

to achieve the highest recognition accuracy while taking into
account the computational resources, combining the accuracy of
different convolution kernels in Table VI, we found that using
multibranch convolution kernels with sizes of 3 × 3, 7 × 7,
and 11 × 11 yields the highest recognition rate of 98.53%.
Although some redundancy exists between the amplitude and
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Fig. 16. Attention distribution of CAM on target features. (a) and (b) for the amplitude and phase components of BRT-60 prior to the incorporation of CAM. (c)
and (d) for the amplitude and phase components of BRT-60 after the integration of CAM.

TABLE VI
RESULTS FROM THE ABLATION EXPERIMENT

phase of target features obtained through convolutional kernels,
it has been observed that the phase feature is more localized
to a specific point on the target. This suggests that employing
Cv-CNN can enhance the model’s accuracy.

To further validate the role of the CAM in the complex-valued
feature extraction stage. The visualization of the feature extrac-
tion for the amplitude and phase part of BTR_60 before and
after merging CAM is presented in Fig. 16. Fig. 16(a) and (b)

shows the amplitude and phase features of the target extracted
by three branches respectively without CAM, as shown in each
column of Fig. 16. With the convolution depth increases, the
target features extracted by the convolution kernels gradually
transform from spatial features such as contours to abstract
local detail features. However, as the extracted features become
increasingly abstract, nearly one-third of the features are not
related to the target itself, resulting in a waste of computational
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resources. After adding CAM, as shown in (c) and (d), compared
with (a) and (b), the convolutional layer with CAM pays more
attention to the target itself when extracting target features,
thus concentrating computational resources on useful target
features and greatly reducing computation time. In addition,
after adding the first layer of attention mechanism, the feature of
the subsequent convolution layer is more focused on the vicinity
of the target rather than the background part. Since the CAM is
specifically designed for complex-valued SAR images, applying
CAM to the model can simultaneously improve the network’s
attention to important amplitude and phase features of the target.
Furthermore, as shown in the third part of Table VI, adding
CAM significantly reduces the epoch required for the Cv-CNN
to reach the highest recognition accuracy. Therefore, the CAM
can enhance the precision and speed of MsCvFA-CNN.

Subsequently, after determining the optimal convolution ker-
nel sizes for MEFM and the impact of CAM on the complex-
valued network, we investigated the influence of imaginary
components on network performance. Experimental results re-
vealed that for networks without MEFM and CAM, the ad-
dition of imaginary components led to a 2.23% improvement
in recognition accuracy. In networks with MEFM and CAM,
the incorporation of imaginary components resulted in a 3.72%
increase in recognition accuracy. This underscores the crucial
role of imaginary components in enhancing the accuracy of SAR
image target recognition.

In summary, our study highlights the critical role of selecting
suitable convolution kernel sizes for accurate and robust target
feature extraction. Moreover, we have demonstrated that em-
ploying multibranch convolution kernels with varying sizes and
complex-valued attention mechanisms can enhance the preci-
sion of SAR target recognition while minimizing training time.

V. CONCLUSION

The network proposed in this article is specifically designed
for complex-valued SAR images that contain phase information.
The novel complex-valued attention module enhances the focus
on important amplitude and phase features of the targets. The
addition of CAM enhances both the accuracy of the network
and reduces the number of epochs required for achieving high
accuracy by almost half. In addition, the MEFM utilizes a
parallel topology structure with multiple kernel sizes for feature
extraction, coupled with CAM in the feature extraction and
fusion stage, which allows the model to concentrate on crucial
features, thereby enhancing its ability to express target features.
The findings from our analysis on the complex-valued MSTAR
dataset highlight an enhancement of 8.7% in network accuracy
through the integration of CAM and MEFM. Furthermore,
favorable recognition results are achieved on the large-scale
scene dataset OpenSARUrban. The experiments confirm that
MsCvFA-CNN outperforms other traditional CNN and Cv-CNN
models in terms of recognition performance. The potential of
MsCvFA-CNN in SAR ATR is highly promising.
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