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Abstract—Modern deep neural networks (DNNs) are highly
accurate on many recognition tasks for overhead (e.g., satellite)
imagery. However, visual domain shifts (e.g., statistical changes
due to geography, sensor, or atmospheric conditions) remain a
challenge, causing the accuracy of DNNs to degrade substantially
and unpredictably when testing on new sets of imagery. In this
work, we model domain shifts caused by variations in imaging
hardware, lighting, and other conditions as nonlinear pixel-wise
transformations, and we perform a systematic study indicating
that modern DNNs can become largely robust to these types of
transformations, if provided with appropriate training data aug-
mentation. In general, however, we do not know the transformation
between two sets of imagery. To overcome this, we propose a fast
real-time unsupervised training augmentation technique, termed
randomized histogram matching (RHM). We conduct experiments
with two large benchmark datasets for building segmentation and
find that despite its simplicity, RHM consistently yields similar or
superior performance compared to state-of-the-art unsupervised
domain adaptation approaches, while being significantly simpler
and more computationally efficient. RHM also offers substantially
better performance than other comparably simple approaches that
are widely used for overhead imagery.

Index Terms—Augmentation, domain adaptation, segmentation.

I. INTRODUCTION

MODERN deep neural networks (DNNs) can now achieve
accurate recognition on a variety of tasks involving

overhead imagery (e.g., satellite imagery, aerial photography),
such as classification, object detection, and semantic segmenta-
tion [1], [2], [3]. One emergent limitation of DNNs in remote
sensing, however, is their sensitivity to the statistics of their
training imagery. Recent research has shown that DNNs often
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Fig. 1. Illustration of the domain shifts between different collections of
overhead imagery. These are representative images from two cities from the
Inria and DG datasets. Both Inria and DG serve as our experimental datasets in
this work.

perform unpredictably, and often much more poorly, when they
are applied to novel collections with respect to their training
data [4], [5], [6], [7]. Furthermore, this performance degradation
seems to occur even if DNNs are trained on relatively large
and diverse datasets, encompassing large and diverse geographic
regions [5], [7].

One cause of the performance degradation of DNNs on new
sets of imagery involves visual domain shift (i.e., distribution
shift); these are statistical differences between the training im-
agery and new collections of imagery [4], [5]. Fig. 1 presents
images from different collections of imagery where the domain
shift is readily visible. These domain shifts are caused by varia-
tions in a diverse set of factors that influence the appearance (i.e.,
statistics) of the overhead imagery including scene geography,
the built environment (e.g., building and road styles), imaging
hardware, weather, time-of-day, among others. Each of these
factors influences the imagery in a manner that is generally
complex and unknown in advance and, therefore, challenging
to address.
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One straightforward solution to these domain shifts is to label
a subset of each new collection of imagery and then retrain the
DNN; however, this solution is costly and time consuming [4],
[5]. Instead, we would ideally have a model that performs well
across many different collections of imagery and does so without
the need for labels from each one. This setting is a special case of
a broader problem in machine learning known as unsupervised
domain adaptation, wherein it is assumed that we are given a
“source domain” dataset with ground truth labels and that we
aim to maximize recognition performance on one (or more) sets
of unlabeled “target domain” data [8].

A. Spectral Domain Shift and Adaptation

The unsupervised domain adaptation problem has been stud-
ied extensively in recent years [9], [10], and has also recently
received growing attention in the remote sensing community
due to the aforementioned challenges of domain shifts [4], [8],
[11], [12], [13]. Most recent domain adaptation approaches for
overhead imagery attempt to address all sources of domain shift
simultaneously. In this work, however, we attempt to simplify
the problem by focusing on a subset of domain shifts that can
be modeled as purely spectral (single-pixel) transformations.
Mathematically, this is given by

pt = T (ps) (1)

where ps and pt are the source and target domain pixel intensi-
ties, respectively, of an otherwise identical scene. We hypothe-
size that domain shifts of this type arise from variations across
imagery collections in several specific factors: e.g., camera spec-
ifications and calibration, time of day, and lighting conditions.
Variations in these factors are likely to occur, to varying degrees,
between almost any two collections of imagery so that domain
shifts of the kind in (1) are common. Our experiments here
suggest that this is not only the case, but that spectral domain
shifts appear to be responsible for a significant proportion of
the performance degradation of DNNs when applied to novel
collections of imagery.

B. Contributions of This Work

In this work, we begin by investigating whether spectral
domain shifts of the kind in (1) can be addressed simply through
data augmentation during training. We perform a systematic
study where we train DNNs of varying capacity (i.e., number
of parameters) with image augmentation comprising different
classes of spectral augmentations (e.g., gamma, affine, etc). We
then test the performance of these networks on collections of im-
agery that have been augmented with one of these same classes of
spectral transformations. We find that modern DNNs with large
encoders (e.g., ResNet-18, 50, 100 [14]) can become largely
robust to several different classes of spectral transformations
if provided with a matching training augmentation strategy. In
general, however, we do not know the transformation between
any two collections of imagery, or even the class of transforma-
tions from which it may be drawn (e.g., affine, gamma), so it is
unclear, which augmentation should be adopted.

Fig. 2. Illustration of the RHM concept. To produce an augmented training
dataset, we repeat the following process. For each image Is in the training
dataset (source domain), an image It is drawn randomly from the testing dataset
(unlabeled target domain). Then, the histogram of Is is matched to the histogram
of It, which yields the modified image Im. If the information loss ΔH (defined
in Section IV-A) between Im and Is is below a set threshold γ, Im is added to
the augmented training dataset. Otherwise, another random image is drawn from
the target domain and the process is repeated. This resampling is only performed
at most once.

To overcome this problem, we propose a simple augmentation
technique, termed randomized histogram matching (RHM) that
matches the histogram of each training image to a randomly-
chosen (unlabeled) target domain image, as illustrated in Fig. 2.
This approach results in a random spectral shift being applied to
each training image, and we hypothesize that this occasionally
(by chance) approximates the true spectral shift between the
source and target domains (see Section IV). Consequently, the
training data are occasionally augmented (again, by chance) with
the true spectral shift and can thereby become more robust to it.
Since RHM only requires the unlabeled testing data, it can be
viewed as a simple unsupervised domain adaptation approach.

To demonstrate the efficacy of RHM, we conduct benchmark
testing with two large publicly-available datasets for building
segmentation in two settings: 1) training on one collection
and testing on one collection (one-to-one adaptation, follow-
ing [13]), and 2) a more real-world scenario where we train on
multiple domains and test on multiple domains (many-to-many,
also following [13]). We focus on building segmentation because
it is a challenging task that has received substantial attention in
recent years, with large and diverse benchmark datasets to sup-
port our multidomain experiments (e.g., Inria [6] and DG [1]).
We now summarize our contributions as follows.

1) Can augmentation confer spectral robustness in DNNs?
We provide, to the best of authors’ knowledge, the first
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systematic empirical evidence that modern DNNs with
large encoders are capable of becoming robust to complex
spectral transformations via data augmentation during
training. We show that the ability of DNNs to become
robust depends upon their capacity, especially for more
complex classes of transformations. We also find that
DNNs only become robust to the precise class of spec-
tral transforms that were used for augmentation, rather
than becoming robust to generic spectral transforms. This
suggests that augmentation is an effective mechanism to
address spectral domain shifts, if a class of spectral trans-
forms is used that includes in it the particular transforms
that are often encountered in real-world imagery (e.g.,
between independent collections of imagery).

2) RHM augmentation: RHM is a simple, yet highly effec-
tive unsupervised domain adaptation approach via spec-
tral augmentation. We show that RHM almost always
offers substantial performance benefits in unsupervised
cross-domain settings (e.g., we wish to apply a model
in a new geo-location with no labeled data). Our results
also indicate that RHM usually offers substantially greater
performance benefits than other common types of spectral
augmentation [e.g., Affine, Gamma, or hue-saturation-
value (HSV)], and additionally performs competitively
with (or even better than) two state-of-the-art unsuper-
vised domain adaptation approaches (i.e., CycleGAN or
ColorMapGAN [4]), despite being substantially simpler
and faster in many cases (e.g., RHM only has one hyperpa-
rameter, and does not require training additional models).

Next, in Section II, we provide further details about related
work and how our contributions differ from them.

II. RELATED WORK

In this section, we review related work for unsupervised
domain adaptation in overhead imagery and how our work
relates and builds upon it. Unsupervised adaptation methods can
broadly be divided into two main groups: model adaptation and
data adaptation.

A. Unsupervised Model Adaptation

In many of these approaches, the goal is to obtain features
(e.g., through selection or learning) that are invariant across
the source and target domains, but still useful to discriminate
between the target classes. Some approaches have focused on
a feature selection strategy, often using a curriculum learn-
ing approach, where “easier” (i.e., far-from-margin or high-
confidence) samples are progressively given as training data un-
til convergence [15], [16], [17], [18]. Other approaches attempt
to learn the desired feature representation in target domains
using feature alignment techniques [19] or discriminators to
distinguish between domains [20], [21]. These approaches have
been widely used for domain adaptation of remote sensing
imagery, e.g., curriculum learning in [22], [23], discriminators
used in [24], and feature alignment in [25], [26], and [27].

B. Unsupervised Data Adaptation

Our work here builds directly upon recently proposed methods
of this kind. These methods are designed to modify the source
and/or target domain data so that they are statistically more
similar to each other. If successful, a recognition model that is
trained and evaluated on the modified source and target data
should be more accurate. These methods can be subdivided
into the following two main categories: (i) domain standard-
ization and (ii) domain matching. In (i), the goal is to map the
source and target domains into some common domain. Some
well-known examples of such approaches are normalization (or
z-scoring) [28]; histogram equalization [28], color invariance
approaches (e.g., [29], [30], [31], [32]), and recent approaches
using DNNs [11].

In (ii), the goal is to match the source domain to the target
domain. Graph matching [33], [34] and especially histogram
matching (HM) [11] are common approaches for this. Based on
the CycleGAN model [35], a large number of approaches have
been proposed to train a DNN to map source domain data to
be more similar to the target domain [4], [36], [37], [38], [39],
[40]. One challenge with many of these approaches is that they
can alter the semantic content of the source domain imagery [4]
(e.g., changing object shapes or even their semantic class).

More recently, ColorMapGAN [4] was proposed to address
this challenge by restricting the DNN to perform pixel-wise
intensity transformations, preventing the model from making
more complex semantic changes to the imagery. The authors
show that ColorMapGAN (along with CycleGAN [35]) outper-
formed a variety of types of unsupervised domain adaptation ap-
proaches for segmentation on overhead imagery. One limitation
of ColorMapGAN, however, is that a separate model has to be
learned between each pair of source and target domains, which
is impractical for a large number of source and target domains
(many-to-many testing). In this work, we propose RHM as a
simple and fast alternative to recent DNN-based unsupervised
domain adaptation approaches.

C. Data Augmentation

In this approach, the original training dataset is supplemented
with transformed yet semantically consistent views of the train-
ing data that create variations in the training imagery. Some
commonly utilized classes of transformations used for aug-
mentation in remote sensing are Gamma corrections [41] and
contrast changes (e.g., via HSV shifts [41]). These approaches
are designed to build invariance to different classes of spectral
shift. For this reason, we will compare RHM to Gamma and HSV
augmentation approaches, and investigate whether DNNs can
indeed become robust to these transformations, as is implicitly
assumed in their application.

III. EXPERIMENTAL MATERIALS AND METHODS

A. Experimental Datasets

In our experiments, we employ two large publicly-available
datasets for building segmentation: Inria [6] and DeepGlobe
(DG) [1]. Both datasets are composed of high-resolution (0.3 m)
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TABLE I
CITIES INCLUDED IN INRIA AND DEEPGLOBE WITH CORRESPONDING SURFACE

AREA OF IMAGERY

color overhead imagery and have accompanying pixel-wise
building labels. Both datasets include large quantities of im-
agery from several distant geographic locations, summarized in
Table I. Importantly, each collection varies greatly in both their
scene content and their spectral characteristics—Fig. 1 presents
examples of imagery from DG and Inria illustrating these dif-
ferences.

B. Segmentation Model and Training

In recent years, U-Net [42] and its variants (e.g., [43]) have
achieved state-of-the-art performance for building segmentation
in overhead imagery (e.g., [1], [6]). Following [43], we modify
U-Net by using ResNet encoders of varying size that have been
pretrained on the ImageNet dataset. In our experiments, we will
use a ResNet-50 encoder unless otherwise noted, to balance
training speed and performance. We also make the following
specific design choices for our models:

1) cross-entropy loss between the pixel-wise ground truth
and predictions;

2) the SGD optimizer;
3) 90 epochs of training;
4) a batch size of 8.
We also use a learning rate of 0.001 and 0.01, respectively, for

the encoder and decoder of the U-Net models. A smaller learning
rate is applied to the encoder since it is already pretrained
on ImageNet. For both the encoder and decoder, we drop the
learning rate by one order of magnitude after 50 and 80 epochs.
These settings are chosen to be nearly identical to that those
in [44]—the only variation is that we additionally drop the
learning rate after 80 epochs to ensure that the validation loss
converges by the end of training.

C. Baseline Adaptation Methods

For baselines, we focused upon spectral adaptation methods,
allowing us to compare RHM to methods with similar com-
plexity (e.g., only altering spectral content of the imagery).
We include computationally simple spectral augmentations that
are widely-used in remote sensing (e.g., Gamma, HSV, Affine
intensity augmentations), as well as ColorMapGAN, a recent
data-driven spectral adaptation method. We also consider one
state-of-the-art method that is not restricted to spectral trans-
forms, CycleGAN, to determine how spectral methods compare
with more general adaptation methods.

TABLE II
PARAMETERIZED FORMS OF TRANSFORMATIONS FOR EACH BASELINE

AUGMENTATION

1) Augmentation: We consider three parameterized transfor-
mations as baseline augmentations for comparison to RHM:
Affine, Gamma, and HSV. These are common transformations
for modeling spectral transformations and as such are most
relevant for comparison to our proposed method. Table II con-
tains the parameterized functional forms and their respective
distributions. The distribution of each parameter is chosen via
a standard Bayesian hyperparameter optimization procedure
using Gaussian processes, as described in [45]. For the HSV
augmentation, we fix the scaling factor of the hue channel α(H)

to be 1, since the hue value corresponds to the angular dimension
in the cylindrical geometry of HSV space. During training, we
apply these augmentations in real time throughout training, with
uniquely sampled augmentation parameters for each mini-batch
iteration.

2) Standardization. Histogram equalization [28]: One ap-
proach to standardizing each domain is to ensure that the contrast
of all images are the same. Histogram equalization achieves this
by adjusting the histogram of pixel intensities of each image
to be uniform. We transform images in both the source and
target domain in this manner and use the transformed images
for training and testing the U-Net model, respectively.

Gray world [29]: This approach attempts to find a standard-
ized domain in which each image’s average color is gray, and
therefore, invariant to illumination conditions that may affect
each color channel independently. By modeling the deviation in
color illumination of each channel from gray as a linear scaling,
we may remove the scaling factor by normalizing each channel
by its average pixel intensity. We transform images in both the
source and target domain in this manner and use the transformed
images for training and testing of the U-Net model, respectively.

3) Image-to-Image Translation. HM [28]: A naive method
for matching the distribution of the source domain to the target
domain is to match the histogram of each source image to the
aggregate histogram of the target domain. This matching is done
independently for each channel. We transform only the images
in the source domain in this manner and use the transformed
images for training the U-Net model.

ColorMapGAN [4]: This state-of-the-art approach aims to
learn an unconstrained pixel-wise mapping from the source to
target domain, modeled as a generator in an unsupervised adver-
sarial setting. As with most GAN set-ups, there is a generator G
and a discriminator D, where D attempts to differentiate images
generated by G from the images in the target domain. On the
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other hand, G learns a unique pixel-to-pixel mapping for every
possible RGB triple. G and D are trained simultaneously with
the LSGAN [46] loss. After training, G is used to generate
fake images from the source domain that look like the target
domain—these fake source images are then used to train the
U-Net model. We use the same hyperparameters as given in [4]
in our own experiments.

CycleGAN. [35]: Similar to ColorMapGAN, this method
learns a transformation between domains in an unsupervised
adversarial setting. However, we now have two generators G
and F where G attempts to transform the source domain S to
the target domain T and F attempts to transform the target
domain T to the source domain S. Unlike ColorMapGAN,
both G and F are multilayer networks that can realize more
complicated functions than pixel-wise transforms. We also have
two domain-specific discriminators DS and DT that attempt
to differentiate the real and fake images in their respective do-
mains. G and D are trained simultaneously via an objective that
combines the conditional GAN [47] loss in both directions with
a cycle-consistency loss term, which forces the compositions
F ◦G and G ◦ F to be the identity mapping. After training, G
is used to generate fake images from the source domain that look
like the target domain—these fake source images are then used
to train the U-Net model. We use the same hyperparameters as
given in [35] in our own experiments.

IV. RHM AUGMENTATION

RHM is a modification of conventional HM. In conventional
HM, one matches the histogram of pixel intensities of one set
of imagery to the corresponding histogram of another set of
imagery. For example, for cross-domain adaptation, we can
transform a single source image to match the histogram of
created from the full collection of target domain imagery (see
Section III-C). This approach works well if the scene content
of the source imagery and the target imagery are similar, in
which case the histograms of the two image collections should be
similar as well; any differences must be due to other factors (e.g.,
variations in lighting, imaging hardware, etc), which are often
modeled as spectral domain shifts. Consequently, matching the
histograms removes any existing spectral domain shift between
the two image sets, if their scene content is similar. However, we
hypothesize that it is unlikely that two random sets of imagery
will contain similar scene content. In such cases, the differences
in histograms will be due to content differences, in which case
the two histograms will not generally be the same, even if other
imaging conditions are similar (e.g., lighting, hardware). When
such content differences are present, therefore, conventional HM
produces undesirable results. For example, our experimental
results in Section V-B indicate that conventional HM often works
well, but that it is also inconsistent, and can sometimes fail badly.

RHM is intended to mitigate this limitation of HM by relying
upon matching many random pairs of imagery, making it likely
that the content between the pairs will sometimes (by chance) be
similar, causing HM to approximate the true underlying spectral
shift for those pairs. Specifically, as outlined in Fig. 2, RHM
matches the histogram of each training image with the histogram

of a randomly-sampled target domain image. We hypothesize
that this approach often results in image pairs with dissimilar
scene content (like conventional HM), but that it also sometimes
creates pairs with similar scene content. Consequently, some
training images are augmented in a way that approximates the
true underlying spectral shift between the source and target
domain imagery. Furthermore, we hypothesize that largely inac-
curate augmentations will be effective for training robust DNNs
as long as it periodically augments with the correct transfor-
mations. This is motivated by the experiments in Section V-A
suggesting that a given class of spectral augmentations will work
well as long as the true augmentation is a special case of the
class (e.g., augmentation with random spectral Affine transforms
works well for a given target-domain if that target domain is
shifted by any specific Affine transform).

A. RHM Algorithm

The detailed RHM training procedure is summarized in Algo-
rithm 1, and we describe two of the major components in more
detail: HM and entropy-based resampling.

HM: Mathematically, the HM is performed as follows: for a
source imageX ∈ RC×H×W , letFc : R→ [0, 1] be the normal-
ized cumulative histogram of each channel c ∈ [C], i.e., Fc(x)
is the proportion of pixels in channel c with magnitude no more
than x. Similarly, define Gc to be the normalized cumulative
histogram of channel c ∈ [C] for a randomly selected target
image X̃ ∈ RC×H ′×W ′

. Then, the RHM augmented version
T (X; X̃) of source X with target X̃ is defined as

T (X; X̃)c,i,j = G−1c (Fc(Xc,i,j)) (2)

where G−1c (y) � min{x : Gc(x) ≥ y}.
Entropy-based resampling: For some pairings of source and

target images, the transform in (2) can result in a large loss of
image information needed to perform the building segmentation
task, which can be detrimental to model training. To limit the
amount of image compression in RHM augmentations, we dis-
card augmentations that lead to large compressions of the image
intensity values. We measure the compression via the change in
Shannon entropy of their histograms, here denoted H(X) for an
image X and H(T (X)) for a transformed image, where H(X)
is defined as

H(X) = −1

c

∑
c∈[C]

∫
fc(x) log(fc(x)) dx (3)

where fc is the normalized histogram of each channel c ∈ [C]
of X . We then define the quantity ΔH , the change in image
information, as

ΔH � H(X)−H(T (X)). (4)

The distribution of values of ΔH for RHM transforms is shown
in Fig. 3 along with the associated augmented images. Here, the
loss of image information is apparent as ΔH increases.

By evaluating the value of ΔH for each source-target image
pair during training, and excluding those pairs with highΔH , we
limit the resulting image compression from RHM transforms.
We set a threshold γ, and in cases where RHM transforms
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Fig. 3. Distribution of changes in image informationΔH resulting from RHM
transforms. Higher values of ΔH correspond to greater degrees of loss in image
information.

Algorithm 1: Randomized Histogram Matching.

Input: Labeled source domain DS = {(Xi, Yi)},
unlabeled target domain DT = {X̃j}, training epochs
T , batch size B, learning rate schedule (ηt)t≥1,
segmentation loss �(·, ·)

Output: Segmentation model fθ∗(·) adapted to DT

Initialize (pretrained) segmentation model fθ(·)
for epoch t = 1, . . . , T do
Bt ← shuffle and group DS into batches of size B
for batch {(Xi, Yi)}Bi=1 in Bt do

for i = 1, . . . , B do
X̃i ← uniformly sampled from DT

Zi ← T (Xi; X̃i)
if H(Xi)−H(Zi) > γ then
X̃i ← uniformly sampled from DT

Zi ← T (Xi; X̃i)
end if

end for
θ ← θ − ηt∇θ

∑
i �(fθ(Zi), Yi)

end for
end for
θ∗ ← θ

produce ΔH > γ, the first pairing is discarded, a new randomly
selected target image is chosen, and the transformation in (2)
is computed once more. To limit overall computation time, we
only repeat this resampling step once for each source image.
We show in our experiments in Section V-B and V-C that this
filtering step is consistently beneficial.

As a result, we are able to utilize variations in the target
domain to apply random spectral shifts to the training im-
agery that we hypothesize periodically coincide with the true
spectral shift between the source and target domains. Like the
baseline augmentations described in Section III-C, we apply
RHM as an online augmentation to each training image, where
a new target image is sampled every iteration for matching. See
Algorithm 1 for a full description of training using RHM with

entropy resampling. RHM is not applied to the target domain
during testing.

V. EXPERIMENTS AND RESULTS

A. Does Spectral Augmentation Confer Robustness to Spectral
Transformations?

In this section, we investigate the extent to which modern
DNNs with high-capacity feature encoders can become robust
to spectral transformations of the form in (1). Many popular
augmentation approaches for remote sensing (and elsewhere)
apply random intensity transformations (e.g., HSV, Gamma)
with the implicit assumption that DNNs will become robust to
domain shifts with a similar functional form. To the best of
authors’ knowledge, there have been no controlled experiments
investigating these assumptions or evaluating how they depend
either on the complexity of the spectral transformations, or the
capacity of the DNNs involved. We also investigate whether
augmentation with one class of spectral functions (e.g., HSV)
confers general invariance to spectral transformations (e.g., the
DNN learns to ignore spectral shifts of any kind), or that the
DNN only becomes robust to the particular class of functions it
was trained upon.

To address these questions, we emulate several different kinds
of spectral domain shifts on the Inria dataset. We use the Inria
test partition to create five different testing datasets. Each testing
dataset is the result of applying just one of five possible types
of spectral augmentation to the original Inria testing dataset:
Original (no augmentation), Affine, Gamma, HSV, and RHM.
Each of these test datasets then represents one class of spectral
domain shifts. We then train five different models on the Inria
training partition, however, each models is trained with just one
of the five aforementioned augmentation strategies (including
“Original”). We consider a DNN to be robust to a particular
class of spectral domain shift (e.g., HSV) if its performance
does not degrade significantly—compared to the unaltered Inria
“Original” test dataset—when it is evaluated on that transformed
test dataset.

In these experiments, we can examine the robustness of
models when their augmentation is perfectly matched to the test
datasets spectral domain shift (e.g., evaluate the HSV-augmented
model on the HSV-augmented testing dataset)—an ideal sce-
nario. In this setting, performance degradation (relative to testing
on the “Original” unaugmented Inria test data) should arise
only due to: i) inability of the model to become robust to the
spectral transformation, or ii) loss of image information due to
the augmentations (e.g., some spectral augmentations compress
the imagery, by mapping several pixel intensities into a single
intensity).

The results of this experiment are presented on the diagonal
(bolded) entries in Table III. As we see, the performance degra-
dation for all domain shifts is relatively low, suggesting that
the DNNs do achieve relative robustness when trained with a
matching augmentation. We also applied each trained model to
all of the other test datasets (i.e., that have different augmenta-
tions), and the results of this are presented in the unbolded entries
in Table III. As expected, substantial performance degradation
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TABLE III
PERFORMANCE IN TERMS OF IOU OF A U-NET MODEL WITH A RESNET-50
ENCODER–DECODER STRUCTURE WHEN TRAINED AND TESTED ON DATA

WITH DIFFERENT CLASSES OF AUGMENTATION

is observed when applying the “Original” model to any of
the augmented testing datasets. This confirms the importance
of spectral augmentation of some kind when training DNNs
with overhead imagery. Furthermore, when an augmentation
is applied to the test set, we see that the best model for any
testing dataset is the model that was trained with a matching
augmentation.

Interestingly, we find that training with an augmentation that
does not match the test set augmentation usually results in further
performance degradation (i.e., compared to a matching aug-
mentation strategy), and sometimes a substantial degradation.
This has several implications. First, these results suggest that
spectral augmentations do not result in general robustness to
spectral domain shifts, so that the DNN learns to ignore many
or most kinds of spectral shifts. Instead, it appears that they
confer robustness only for the class of domain shifts that were
presented in training. A corollary of this is that it is important to
choose an augmentation strategy that does indeed emulate the
domain shifts that can be expected in real-world imagery, and
that failing to do so can result in substantial loss of otherwise
recoverable performance.

We also investigate the extent to which DNN robustness
depends upon the capacity of the model (e.g,. the number of
free parameters it has). Therefore, we repeated our experiments
using segmentation models with three different encoder sizes:
ResNet-18, ResNet-50, and ResNet-101. The results of this
experiment are presented in Fig. 4, where we only report results
when we train and test with the same augmentations. The results
indicate that a larger model does seem to enable a greater level of
invariance; except for RHM where ResNet-50 has slightly better
performance than ResNet-101, the ResNet-18, and ResNet-101
models consistently perform the worst and best, respectively.

B. One-to-One Domain Adaptation

In this section, we compare RHM to other unsupervised
domain adaptation methods when evaluated in a one-to-one
scenario, i.e., we are given a single source domain, and we
must maximize performance on a single (unlabeled) target do-
main [4], [12]. Following the practice of recent work [4], we
treat the imagery over a single city as a single domain, and
we randomly chose two pairs of cities (i.e., four total cities)
for our one-to-one experiments. For each pair, we alternately
trained on one of the two cities, and tested on the other. The

Fig. 4. Percent performance degradation as a function of model size and aug-
mentation type. For each combination of model size and training augmentation
type, we measure the percentage performance degradation when testing on the
augmented test set compared to the un-augmented test set.

only constraint on the selection of the city pairs is that they must
contain one city from the Inria dataset, and one city from DG
dataset. These two datasets were produced by different groups
and at different times, and therefore, we reason they are more
likely to exhibit domain shifts. All experiments were conducted
with a U-Net model with a ResNet-50 encoder, as described in
Section III-B. All results are reported in terms of intersection-
over-union (IoU).

Descriptions of our baseline methods can be found in Sec-
tion III-C. As baselines, we included a variety of methods that are
comparable in their simplicity and speed to RHM (e.g., HSV and
Gamma augmentation, gray-world standardization, etc.). We
also included ColorMapGAN [4], which is a more sophisticated
approach, which recently reported superior results to a large
number of other state-of-the-art unsupervised domain adaptation
methods when evaluated in the one-to-one scenario. As an
ablation study, we also test RHM without the entropy-based
resampling step described in Section IV-A, which is termed
“RHM w/o EBR” in Table IV.

The results of the benchmark experiments are presented in
Table IV. RHM gives a slightly better IoU than RHM w/o EBR,
while both RHM models perform substantially better than all
other baselines (on average). RHM achieves the highest IoU
on two of the four individual test cities (Vienna → Vegas and
Tyrol-w→ Shanghai). Although it does not achieve the highest
performance on Vegas → Vienna or Shanghai → Tyrol-w, in
both cases, it is the second best performing model, and achieves
very similar performance to the top-performing approach.

C. Many-to-Many Domain Adaptation

In this section, we compare RHM to other unsupervised
domain adaptation methods when evaluated in a many-to-many
scenario, i.e., we are given multiple source domains, and we
must maximize performance on multiple (unlabeled) target
domains [4], [12]. In contrast to the one-to-one scenario, the
many-to-many setting is more likely to reflect real-world testing
conditions in which a model is trained on a large and diverse
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TABLE IV
BENCHMARK OF DOMAIN ADAPTATION METHODS FOR ONE-TO-ONE USING A RESNET-50 ENCODER

TABLE V
BENCHMARK OF MANY-TO-MANY DOMAIN ADAPTATION METHODS FOR INRIA→ DG USING A RESNET-50 ENCODER

TABLE VI
BENCHMARK OF MANY-TO-MANY DOMAIN ADAPTATION METHODS FOR DG→ INRIA USING A RESNET-50 ENCODER

training set and then tested on multiple new collections of
imagery (i.e., multiple target domains). For these experiments,
we train each model on one of our two multicity benchmark
datasets (Inria and DG), and test on the other.

Because ColorMapGAN was designed specifically for the
one-to-one task and, therefore, may be at a disadvantage [4], for
these experiments, we utilized an additional benchmark method,
CycleGAN [35]. CycleGAN recently achieved comparable per-
formance to ColorMapGAN in [4], while being better-suited
for the many-to-many testing scenario. As in the previous sec-
tion, we also test RHM with, and without, the entropy-based
resampling step (see Section IV-A for details). The RHM model

without resampling is denoted “RHM w/o EBR” in Tables V
and VI.

Our many-to-many experimental results are reported in
Tables V and VI, respectively. In each case, the IoU for each
testing city is provided along with an “Overall” IoU (computed
after aggregating all test city predictions) and a “City Average”
(computed by averaging the IoUs of each test city). As with
the one-to-one setting, we find that entropy-based resampling
improves both the overall and per-city performance of RHM
(in all nine cities, except for Chicago). Moreover, RHM outper-
forms CycleGAN on 5 of the 9 cities, and achieves better city
average performance than all other baselines, while having a
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Fig. 5. Visualization of segmentation masks for several domain adaptation methods across various cities in Inria and DG. The masks are colored as follows:
black for true negative, blue for false negative, red for false positive, white for true positive.

very similar overall IoU to CycleGAN in both training/testing
directions. In Fig. 5, we illustrate example predictions for various
methods, including RHM—across diverse conditions, we see
that RHM yields considerably fewer false positives (encoded
in red), which can explain the improvement in IoU. Notably,
RHM gives comparable or better performance than CycleGAN
without the need to train an auxiliary DNN (e.g., our CycleGAN
typically required over three days to train on an NVIDIA Titan
RTX), or tune many hyperparameters. Compared to other simple
unsupervised domain adaptation approaches, RHM provides
substantially better average performances on both benchmark
test sets. Finally, we note that applying other augmentations
(e.g., HSV or Gamma) along with RHM does not improve per-
formance, and in fact substantially degrades the performance of
RHM—we postpone the results and discussion to the Appendix.

D. Run-Time Analysis

In this section, we demonstrate that employing RHM during
training only incurs modest computational costs compared to
similar online augmentation approaches. Following the model
and optimizer configurations outlined in Section III-B, we train
a U-Net with a ResNet-18 encoder over a single epoch of

TABLE VII
INCREASE IN TRAINING TIME DUE TO USE OF VARIOUS ONLINE

AUGMENTATION APPROACHES WITH A RESNET-18 ENCODER

the Inria dataset and benchmark the wall times of an average
single training iteration for each baseline augmentation given in
Table II, as well as RHM with entropy-based resampling. In
Table VII, we report the increase in wall time compared to no
augmentation used during training.

We see that the use of RHM only results in a marginal
increase in training time that is comparable to common base-
lines, and is in fact considerably faster than the widely-used
HSV augmentation. We note that our implementation of RHM
computes histograms on-the-fly during training, and does not
reuse previously computed histograms in future iterations. At the
cost of additional memory usage, it is possible to make RHM
even faster by precomputing all histograms before training so
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TABLE VIII
COMBINING AUGMENTATIONS IN MANY-TO-MANY DOMAIN ADAPTATION FOR

INRIA→ DG USING A RESNET-50 ENCODER

that they are readily available for the matching process, but this
is beyond the scope of our work.

VI. CONCLUSION

In this work, we address the problem of unsupervised domain
adaptation in overhead imagery. To do so, we model domain
shifts caused by variations in imaging hardware, lighting con-
ditions (e.g., due to time-of-day), or atmospheric conditions as
nonlinear pixel-wise transformations, and we show that DNNs
can become largely robust to these types of transformations if
they are provided with the appropriate training augmentation. In
general, however, we do not know the transformation between
any two sets of imagery. To overcome this problem, we propose
RHM, a simple real-time training data augmentation approach.
We then conduct experiments with two large benchmark datasets
for building segmentation and we find that RHM consistently
yields comparable performance to recent state-of-the-art unsu-
pervised domain adaptation approaches for overhead imagery,
despite being substantially easier and faster to use. RHM also
offers substantially better performance than other comparably
simple and widely-used unsupervised approaches for overhead
imagery. This new approach to training augmentation has the
ability to expand the efficacy of automated analysis of remote
sensing data to more applications while reducing the burden of
expensive labeled imagery from target domains.

APPENDIX

As briefly mentioned in Section V-C, applying spectral aug-
mentations, such as Gamma and HSV in conjunction with RHM
does not improve performance over standalone RHM—results
for Inria to DG many-to-many domain augmentation are shown
in Table VIII. We note that for all target cities, RHM alone
achieves a better IoU than either of the combined methods,
suggesting that this addition is not beneficial but detrimental
for performance.
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