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A New BiRNN-SVA Method for
Side Lobe Suppression
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Abstract—The spatially variant apodization (SVA) algorithm, a
classic super-resolution method for synthetic aperture radar (SAR)
images, can suppress side lobes while maintain the resolution of the
main lobe. To address the problem of residual side lobes or loss of
main lobe energy in improved SVA algorithms, the article proposes
a new side lobe suppression method combining the bidirectional
recurrent neural network (BiRNN) and the SVA algorithm, em-
ploying BiRNN to extract the main lobe and side lobe features
of radar data to achieve side lobe suppression at any Nyquist
sampling rate. The land flight experiment data of the fully polarized
microwave scatterometer is used to quantitatively evaluate the
side lobe suppression performance and the main lobe energy in
order to verify the effectiveness of the BiRNN-SVA method. The
experimental results demonstrate that the BiRNN-SVA method can
be applied to data at any Nyquist sampling rate and has superior
PSLR and ISLR compared to the GSVA algorithm and MSVA
algorithm. The image processed with the proposed method retains
more fine details and edge features. In comparison to the GSVA
algorithm and MSVA algorithm, the image contrast and focus have
increased by 31.6% and 3.6%, respectively, and by 4.4% and 1.1%.

Index Terms—BiRNN, side lobe, super resolution imaging,
spatially variant apodization (SVA) algorithm.

I. INTRODUCTION

A S AN active microwave detection system, synthetic aper-
ture radar (SAR) can perform high-resolution detection

and imaging of the observation area at any time of day or
night [1], and it plays an important role in military and civilian
fields including terrain exploration, environmental monitoring,
and electronic reconnaissance [2]. Improving resolution and
optimizing image visual effects has always been a primary
focus of radar imaging technology development [3]. In practical
applications, high-resolution SAR images can clearly depict
the scattering characteristics of targets, reducing the difficulty
of interpreting radar images [4]. As the transmitting signal
in SAR, the linear frequency modulation (LFM) waveform is
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typically adopted. The focused SAR image, however, exhibits
high-brightness cross-like artifacts due to the finite support of
the 2-D frequency domain, as the pulse response after matched
filtering approximates a Sinc function with peak side lobe ratios
(PSLR) as high as −13.26 dB [5]. In complex imaging scenes,
the high-level side lobes of strong scattering targets can easily
overwhelm the main lobe of weak targets [6], hindering the
extraction of weak target information from SAR images and
reducing the accuracy of target detection in subsequent image
interpretation. In addition, high-level side lobes will also blur
SAR images, decrease the contrast between adjacent targets,
and visually weaken the distinction between targets [7]. To
suppress the side lobe, an appropriate transmission waveform
can be designed or a super-resolution imaging algorithm can be
implemented. This article focuses primarily on the SAR image
side lobe suppression algorithm from the perspective of image
processing, with the goal of enhancing its weak target detection
capability and image quality [8].

Existing methods for suppressing side lobes in SAR images
include linear weighting and nonlinear weighting. The linear
weighting method primarily suppresses the side lobe by intro-
ducing a classical window function in the frequency-domain
matched filter, whereas frequency domain windowing will cause
the main lobe to broaden while simultaneously suppressing the
side lobe, resulting in a decline in the resolution [9]. To resolve
the conflict between resolution and side lobe level, the nonlinear
weighting method selects the minimum weighting result of the
rectangular window and other weighting windows to determine
the optimal weight for each pixel so as to suppress side lobes
[10]. The SVA algorithm is a typical nonlinear weighting side
lobe suppression method. It processes the real and imaginary
parts of each pixel independently or simultaneously based on
the cosine-based weighting function, effectively suppressing the
side lobe while maintaining the width of the main lobe [11].
However, the traditional SVA algorithm is only applicable to data
at integer multiples of the Nyquist sampling rate [12]. In cases
of noninteger multiples of the Nyquist sampling rate or irregular
point spread functions (PSFs) due to phase error distortion, the
side lobe suppression effect of the SVA algorithm is weakened,
severely restricting its practical application. As a result, several
subsequent studies have proposed improved SVA algorithms. By
modifying the frequency domain window function, the general
SVA (GSVA) algorithm proposed in [13] is suitable for data
at noninteger multiples of the Nyquist sampling rate, but there
are still some side lobes. The robust SVA (RSVA) algorithm
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proposed in [14] uses a five-point filter and constraint theory
to turn the weight optimization problem into a multi-vertex
extremum problem in 2-D space. Although the RSVA algorithm
can effectively suppress side lobes at any Nyquist sampling
rate, it can result in energy loss in the main lobe and has a
high level of complexity. By selecting effective points based
on the RSVA algorithm, the modified SVA (MSVA) algorithm
proposed in [15] further suppresses the side lobe and enhances
the energy of the main lobe. It has a poor side lobe suppression
effect in complex scenes, however, because of its nonmonotonic
frequency domain filtering window. Liu et al. [16] proposes a
double SVA algorithm suitable for squint SAR in an effort to
solve the range-azimuth coupling issue of squint SAR. By intro-
ducing a displacement phase term, the side lobe in squint mode is
corrected approximatively to side-looking mode, achieving side
lobe suppression at any squint angle. Huan et al. [17] proposes
a side lobe suppression method based on the wavelet transform
and SVA algorithm that can further suppress side lobes and retain
more image information without degrading the resolution of the
main lobe. However, this method is currently applicable to data
at integer multiples of the Nyquist sampling rate. Yuan et al.
[18] proposes a side lobe suppression method combining the
RSVA algorithm and a convolutional neural network, which can
effectively increase the energy of the main lobe; nevertheless,
the robustness of the algorithm is low because the model does
not consider the correlation of the radar sequence data itself. The
article proposes an adaptive weighted super-resolution imaging
method that integrates BiRNN and SVA algorithm to suppress
side lobes and better preserve main lobe energy at any Nyquist
sampling rate.The main research contents include: In accordance
with the range-compressed and azimuth-compressed signals of
the Fourier imaging algorithm, generate data sets for suppressing
side lobes via computer simulation; build a BiRNN-SVA side
lobe suppression network and search for appropriate network
training parameters; and using flight experiment data from the
fully polarized microwave scatterometer, verify the effectiveness
of the BiRNN-SVA method and compare it to the GSVA algo-
rithm and MSVA algorithm to quantify the image improvement
effect.

II. SPATIALLY VARIANT APODIZATION ALGORITHM

Based on a cosine-based weighting function, the SVA al-
gorithm is a nonlinear method for suppressing side lobes. By
selecting filter parameters based on data from neighboring sam-
pling points, nonlinear filtering is accomplished. It compares
the amplitudes of neighboring points, selects the minimum
amplitude as the output for the current Nyquist sampling point,
and effectively suppresses side lobes while retaining the original
image resolution [19]. The weighting function for the first-order
raised cosine in the frequency domain used in the SVA algorithm

is

H(f) = 1 + 2ω cos

(
2π

f

fs

)

− B

2
≤ f ≤ B

2
0 ≤ ω ≤ 0.5 (1)

where ω denotes filter coefficient, B denotes the bandwidth of
signals, and fs is the sampling rate.

The mapping from the weighting in the frequency domain
to the time domain is accomplished via convolution. For the
real or imaginary part of the Nyquist sampling complex image
g(m), windowing in the frequency domain can be realized by
three-point convolution in the time domain, and its expression
in the time domain is

g′(m) = g(m) + ω(m)g(m− 1) + ω(m)g(m+ 1). (2)

When the image is sampled at integer multiples of the Nyquist
sampling rate, the (2) becomes

g′(m) = g(m) + ω(m)g(m−R) + ω(m)g(m+R) (3)

where g(m) is the real or imaginary part of the original image,
g′(m) is the output of apodization filtering, ω(m) is the weight-
ing coefficient, and R = fs

B denotes the multiple of Nyquist
sampling.

To obtain the optimal side lobe suppression effect, the ob-
jective of parameter optimization is to minimize |g′(m)| and
solve for the optimal weighting coefficient ω(m) subject to
0 ≤ ω(m) ≤ 0.5. The SVA algorithm can be divided into two
methods for complex Nyquist sampling images: joint processing
of real and imaginary parts and separate processing of real and
imaginary parts. When the real and imaginary parts are opti-
mized jointly, the optimal weighting coefficient must exist on the
modulus circle that is determined by the real and imaginary parts.
At this time, the optimal weighting coefficient cannot ensure
that both the real and imaginary parts attain the minimum value
simultaneously. But if the real and imaginary parts are processed
separately, the optimal weighting coefficients can be found so
that both the real and imaginary parts reach the minimum value
at the same time. This gives the algorithm a higher degree
of freedom and makes the side lobe suppression effect better.
Therefore, this section mainly introduces the SVA algorithm for
the separation of real and imaginary parts.

Without taking into account the constraint condition 0 ≤
ω(m) ≤ 0.5, the optimal weighting coefficient solution is

ω(m) = − g(m)

g(m+R) + g(m−R)
. (4)

Add constraint conditions, determine the minimum value
of the real and imaginary parts, and acquire the output after
apodization filtering as (5) shown at the bottom of the this page.

g′(m) =

⎧⎨
⎩

g(m) ω(m) < 0
0 0 ≤ ω(m) ≤ 0.5
g(m) + 0.5× [g(m−R) + g(m+R)] ω(m) > 0.5

(a)
(b)
(c)

. (5)
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Let y = [g(m−R) + g(m+R)]/2 be the mean value of the
adjacent points of g(m). When ω(m) < 0, g(m) and y have the
same sign, it can be ascertained that the current point is located in
the main lobe, so g(m) is not weighted to retain the main lobe.
When 0 ≤ ω(m) ≤ 0.5, g(m) and y have opposite signs, and
|g(m)| ≤ |y|,there must be a weight ω(m) to make g′(m) = 0
and zero out the side lobe energy. When ω(m) > 0.5, g(m) and
y have opposite signs, and |g(m)| > |y|, the current point is
in the main lobe region where the side lobe is superimposed,
and g′(m) = g(m) + y at this time. By applying (5) to the real
and imaginary parts of the original Nyquist sampling image, the
image after side lobe suppression processing can be obtained.
The SVA algorithm is only applicable to data at integer multiples
of the Nyquist sampling rate; consequently, several subsequent
studies have proposed improved SVA methods, which can be
divided primarily into two categories [20]: The first category
of improved SVA algorithms is represented by the GSVA al-
gorithm. By optimizing the frequency domain weighting func-
tion, the GSVA algorithm suppresses more side lobes than the
SVA algorithm, but the image still contains a large number of
side lobes. The second category of improved SVA algorithms,
represented by the RSVA algorithm and the MSVA algorithm,
increases the filter dimension from three to five points [21].
Based on polygonal constraints, these algorithms transform the
optimization problem into a multivertex extremum problem. The
RSVA algorithm and the MSVA algorithm use vertex-by-vertex
calculations and linear programming, respectively, to determine
whether a pixel belongs to main lobes or side lobes, achieving
side lobe suppression at any Nyquist sampling rate. The primary
drawbacks of these algorithms are energy loss in the main lobe
and high computational complexity.

III. BIRNN-SVA METHOD FOR SIDE LOBE SUPPRESSION

The SVA algorithm is unsuitable for data at noninteger mul-
tiples of the Nyquist sampling rate, and the suppression effect
in the case of PSF distortion is inadequate. There are issues
with improved SVA algorithms, such as damaged main lobe
energy and residual side lobes. In response, a new side lobe sup-
pression method that combines the SVA algorithm and BiRNN
is proposed in the article. The basic idea is to leverage the
characteristics of BiRNN to capture contextual information and
to derive the features of the main lobe and side lobe based on the
adjacent pixel information of the radar data so as to effectively
suppress the side lobe while maintaining the energy of the main
lobe.

A. Generation of Dataset

The majority of classic SAR imaging algorithms (such as the
RD algorithm, the CS algorithm, etc.) are founded on the theory
of frequency domain matched filtering. The PSF of the focused
SAR image is approximately a 2-D Sinc function. Therefore, the
range-compressed and azimuth-compressed signals after pulse
compression can be equivalent to a series of Sinc functions with

Fig. 1. Samples from the training set.

varying delays [22], as shown in

s(n) =

N∑
i=1

σie
jθi sin c{KT (t− ti)} (6)

where N denotes the number of targets, K is the chirp rate of
LFM waveforms, andT denotes the pulse duration, and ti,σi,and
θi, respectively, denote the echo delay, RCS, and phase of the
ith point target.

1) Calculate the Nyquist sampling multiples in range and
azimuth according to the range sampling rate, transmit-
ted signal bandwidth, pulse repetition frequency (PRF),
airborne flight speed, and reference distance, as shown in

Rrange =

⌊
fs
B

⌋
Raz =

⌊
prf

Baz

⌋
(7)

where Rrange is the multiple of the Nyquist sampling rate
in range, Raz is the multiple of the Nyquist sampling rate
in azimuth, B is the bandwidth of the transmitting signal,
and Baz is the bandwidth of the signal in azimuth.

2) Generate a collection of target echo delays, RCS, and
phase at random. Using (6), high side lobe echo data at
integer multiples of the Nyquist sampling rate in range
and azimuth are generated according to the bandwidth and
multiple of the Nyquist sampling rate. The echo data with
high side lobes is then truncated toL to serve as the training
sequence. Here,L = 20×R, which is individually calcu-
lable based on the multiple of the Nyquist sampling rate
in range and azimuth.

3) Set each training sequence’s side lobes to zero with the
SVA algorithm, and then choose the data at L

2 to serve as
the label sequence of the training set, as shown in Fig. 1.

In order to evaluate accuracy and generalizability, the verifi-
cation set employs practical data to analyze the performance of
side lobe suppression. For 1-D data, the verification set chooses
data along the horizontal direction via a sliding window whose
length is L and whose sliding step is 1. After sliding over the
entire data area and feeding it into the network, 1-D side lobe
suppression results can be obtained. For 2-D SAR image data,
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Fig. 2. Structure of BiRNN-SVA sidelobe suppression network.

Fig. 3. Geometry of imaging observation.

the side lobes can be processed sequentially; that is, the range
data is first input into the network for side lobe suppression,
followed by the azimuth data.

B. Structure of Network

The primary characteristic of a recurrent neural network
(RNN) is that the output of a neuron at a given time is used
as the input of the neuron at the following time, allowing the
network to learn the dependencies between sequence elements.
In comparison to unidirectional RNN, the output of BiRNN
at a given moment is not only related to the hidden state at
the previous moment, but also related to the hidden state at
the subsequent moment, allowing BiRNN to utilize contextual
information for modeling and obtain more accurate results than
RNN [23].

The input layer, BiRNN layer, and output layer make up
the BiRNN-SVA network for side lobe suppression, shown in
Fig. 2. The primary function of the input layer is to process

the loading order of the dataset in accordance with the network
input requirements. The BiRNN layer contains six bidirectional
hidden layers. The number of neurons is set to 30, and the
rectified linear unit is chosen as the activation function in
each hidden layer to enhance nonlinearity, thereby effectively
enhancing the expressive ability of the network and preventing
gradient disappearance. The output layer is a fully connected
layer containing a neuron with the function of summarizing the
temporal features derived by the BiRNN layer and predicting
the output of the current pixel.

The input of the BiRNN-SVA network is the radar sequence
data X = {X1, X2 · · ·Xt}, and the BiRNN contains a total of 6
BiRNN layers. Let F (l)

t and B
(l)
t be the forward and backward

hidden states of the lth layer at time t and the calculation equation
is

F
(l)
t = ϕ(XtW

(l)
F + F

(l)
t−1W

(l)
Fh + b

(l)
Fh) (8)

B
(l)
t = ϕ(XtW

(l)
B +B

(l)
t+1W

(l)
Bh + b

(l)
Bh) (9)

whereW (l)
F ,W (l)

Fh, and b(l)Fh are the weight matrix and bias vector

of the forward layer, respectively, W (l)
B , W (l)

Bh, and b
(l)
Bh are the

weight matrix and bias vector of the forward layer respectively,
and ϕ(�) is the activation function of the hidden layer

The temporal features of the radar sequence are obtained by
splicing the hidden states F

(l)
t and B

(l)
t in both directions in

the last BiRNN layer.The output layer calculates the output of
the BiRNN-SVA network based on the temporal features, as
depicted in (10), so that the predicted value at each time point
completely incorporates past and future information of the input
sequence

Ot = HtWHq + bq (10)
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Fig. 4. Imaging results from the land flight experiment.

where Ot is the output of the BiRNN-SVA network, WHq and
bq are the weight matrix and bias vector of the output layer

C. Network Training

Training neural networks aims to determine the optimal
weight parameters by minimizing the loss function [24]. Mean
square error (MSE) is an appropriate loss function for regression
problems. As shown in (11), the accuracy of the network is
determined by calculating the expectation of the sum of squares
of the distance between the predicted value and the actual value

MSE =
1

M

M∑
i=1

(yi − y′i) (11)

where M represents the batch size, yi represents the label value
of the ith group in each batch, and y′i represents the predicted
output value [25]. The lower the MSE, the more accurate the
network prediction [26].

To enhance the accuracy and convergence speed of the net-
work, the small batch gradient descent optimization method is
used to calculate and update the parameters during network
training, with a batch size of 512. The learning rate adopts an
adaptive adjustment strategy, and the adaptive moment estima-
tion (Adam) optimization algorithm is used to adaptively adjust
the learning rate of each parameter depending on the first-order
moment and second-order moment estimation of the gradient,
allowing the network to better fit the data and reduce gradient
oscillation. The initial learning rate is set to 0.0001, and the decay
rates of the first-order moment estimation and second-order
moment estimation are, respectively, 0.90 and 0.99. Table I gives
specific parameter configurations.

IV. VERIFICATION AND ANALYSIS OF EXPERIMENTS

In order to verify the application effect of the BiRNN-SVA
side lobe suppression method in the practical SAR image, select

TABLE I
PARAMETERS OF NETWORK TRAINING

PSLR, ISLR, image contrast (IC), and image entropy (IE) from
the 1-D signal domain and 2-D image domain to quantitatively
analyze the side lobe suppression performance and main lobe
energy of SVA, GSVA, MSVA, and BiRNN-SVA methods [27].

A. Test Data

As one of the key payloads in airborne remote sensing sys-
tems, the fully polarized microwave scatterometer is an active
microwave remote sensing device that works in two modes:
high-precision backscatter measurement and high-resolution
microwave imaging. It has potential applications in complex
environmental observations and the multidimensional gathering
of information [28]. From June 19 to June 28, 2019, the fully
polarized microwave scatterometer conducted land and ocean
flight experiments in Xi’an, Shanxi Province, and Dongying,
Shandong Province, respectively. For the land flight experiment,
the high-resolution imaging mode is utilized, and the scat-
terometer fixes the beam direction for frontal and side-looking
observation. The observation area is the Dali calibration field
in Xi’an’s Yanliang District. Table II and Fig. 3 show the
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Fig. 5. Results of side lobe suppression for each method. (a) SVA. (b) GSVA.
(c) MSVA. (d) BiRNN-SVA.

operational parameters of the system and the imaging geometry,
respectively.

The imaging results from a specific region of the Dali calibra-
tion field using the range Doppler (RD) algorithm are shown in
Fig. 4. The red box marks the location of a trihedral reflector with
a side length of 0.5 m that was installed in the Dali calibration
field. The processing for side lobe suppression will be carried
out with this scene image.

TABLE II
PARAMETERS OF NETWORK TRAINING

B. Evaluation Indicator

To verify the performance of the BiRNN-SVA side lobe
suppression method, PSLR, ISLR, IE, and IC are selected
as evaluation indicators and compared with SVA, GSVA, and
MSVA algorithms.

PSLR is defined as the intensity ratio of the maximum side
lobe level to the main lobe, and ISLR is defined as the ratio of
the total energy of the side lobe to the energy of the main lobe
[29], as shown in

PSLR = 20log10

{
Is
Im

}
ISLR = 10log10

{
Ptotal − Pm

Pm

}
(12)

where Is represents the maximum side lobe level, Im represents
the main lobe level, Ptotal is the total energy of the signal, and
Pm is the energy of the main lobe. If the PSLR and ISLR of
impulse response are too high, the SAR image will display high-
brightness cross-like artifacts, covering up the surrounding weak
targets. The smaller the PSLR and ISLR, the more concentrated
the energy distribution of the target, making weak targets easier
to detect.

In SAR images, the function of IC is to measure the gray level
difference or luminance between the target and the background
and to quantitatively evaluate the clarity and visibility of the
image. In general, a higher IC indicates that there is a distinct
grayscale difference between the target and the background,
which increases visibility and recognition of targets [30]. IE is
an indicator to evaluate image focus. The lower the IE, the better
the focus of the image; that is, the more distinct the boundaries
and details of the target are. The methods for calculating IC and
IE are shown as

IC =

√
E
[
|s(m,n)|2 − E

(
|s(m,n)|2

)]2
E
(
|s(m,n)|2

) (13)

IE = −
∑
m,n

|s(m,n)|2
Es

� ln
(
|s(m,n)|2

Es

)
(14)

where s(m,n) is the pixel in the SAR image whose range index
is m and azimuth index is n, and Es =

∑
m,n |s(m,n)|2, E(�)

denotes the mean value operation.
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Fig. 6 Comparison of reflective corner region. (a) SVA. (b) GSVA. (c) MSVA. (d) BiRNN-SVA. (e) Range profile. (f) Azimuth profile.

C. Analysis of Experiment Results

Fig. 5 shows the results of SVA, GSVA, MSVA, and BiRNN-
SVA methods for side lobe suppression of the land flight ex-
periment image. By enlarging the region containing the corner
reflector, it is simple to observe that the SVA algorithm effec-
tively suppresses all side lobes in range and that the range-
compressed signal in imaging mode is at integer multiples of the
Nyquist sampling rate. The azimuth-compressed signal, how-
ever, corresponds to a noninteger multiple of Nyquist sampling.
As depicted in Fig. 5(a), the side lobe suppression effect of the
SVA algorithm decreases significantly, and there are some side
lobes in azimuth. As shown in Fig. 5(b), the GSVA algorithm
modifies the frequency domain window function to be suitable
for noninteger multiples of Nyquist sampling, but the improve-
ment effect on side lobe suppression in azimuth is limited, and
there are residual side lobes in the case of noninteger multiples
of Nyquist sampling. The MSVA algorithm accomplishes side

lobe suppression at any Nyquist sampling rate by extending
the dimension of the filter to five-point convolution, and it
suppresses all side lobes in range and azimuth in the land flight
experiment image. The range and azimuth profiles of the corner
reflector indicate that the MSVA algorithm will lose the energy
of the main lobe, which will significantly reduce the intensity of
the image, resulting in the loss of edge and detail information
about the target and increasing the difficulty of target detection
and recognition [31].

Fig. 5(d) depicts the results of the BiRNN-SVA side lobe
suppression method applied to the land flight experiment image.
The side lobe in the region where the corner reflector is located
is wholly suppressed in range and azimuth, demonstrating the
effectiveness of the proposed method at any Nyquist sampling
rate. The BiRNN-SVA side lobe method can better retain the
energy of the main lobe while suppressing the side lobe in
the profiles of Fig. 6(e) and (f). In comparison to the GSVA
algorithm and MSVA algorithm, the range-compressed and
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TABLE III
PERFORMANCE INDICATORS OF EACH METHOD

azimuth-compressed signals have superior PSLR and ISLR,
enabling them to effectively ensure the clarity of 2-D images
and the visibility of fine details. The MSVA algorithm loses a
significant amount of target details while suppressing side lobes
in complex observation areas. As an illustration, the intensity
of the building region marked by the yellow box in Fig. 5
is substantially reduced after the MSVA algorithm has been
applied, and the edge features are also weaker. Due to the loss of
main lobe energy, the overall signal-to-noise ratio of the image
is diminished. Comparatively, the BiRNN-SVA method is more
effective at preserving the layer and edge characteristics of the
building region. The image processed by the proposed method
has richer texture and detail information overall, as shown in
Table III; the IC increases by 31.6% and 3.6% relative to the
GSVA algorithm and the MSVA algorithm, respectively; and
the focus increases by 4.4% and 1.6%, respectively. On the basis
of the preceding results, it can be proven that the BiRNN-SVA
method is superior to the SVA algorithm and improved SVA
algorithms in terms of side lobe suppression.

V. CONCLUSION

The SVA algorithm is a nonlinear side lobe suppression
method based on a cosine-based weighting function that can
suppress side lobes and maintain the resolution of the main lobe
without prior knowledge. It is widely used in super-resolution
image processing, ultrawideband SAR, and other fields. The
SVA algorithm is inapplicable to data at noninteger multiples
of the Nyquist sampling rate. Improved SVA algorithms, rep-
resented by GSVA and MSVA, modify the frequency domain
window function or extend the convolution dimension to achieve
side lobe suppression at any Nyquist sampling rate, but there are
still problems such as residual side lobes and main lobe energy
degradation. In response, the article proposes a novel method
for side lobe suppression that combines the SVA algorithm and
BiRNN. Computer simulation is used to generate the data set
for side lobe suppression, and the main lobe and side lobe
features of radar data are extracted based on the ability of
BiRNN to capture contextual information so as to achieve side
lobe suppression at any Nyquist sampling rate. To verify the
effectiveness of the BiRNN-SVA method, the land flight ex-
periment image of the fully polarized microwave scatterometer

is chosen to quantitatively evaluate the performance from the
perspectives of ISLR, PSLR, IC, and IE and compared with SVA,
GSVA, and MSVA algorithms. The experimental results show
that the BiRNN-SVA method is applicable to data sampled at
any Nyquist rate. Compared to the GSVA algorithm and MSVA
algorithm, the BiRNN-SVA method exhibits superior PSLR and
ISLR in the range and azimuth; the IE increases by 31.6% and
3.6%, respectively; and the focus is enhanced by 4.4% and 1.1%,
respectively. The 2-D image as a whole displays enriched tex-
tures and finer details, confirming that the BiRNN-SVA method
effectively suppresses side lobes while preserving the energy of
the main lobe. In terms of side lobe suppression, it outperforms
the improved SVA algorithms in practical data. Based on the
results of the article, in the future, research on adaptive weighting
super-resolution imaging algorithms will be conducted in an
effort to suppress side lobes and enhance SAR image resolution.
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