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Long-Distance Terahertz Single-Photon 3-D Imaging
Based on Scaling Training
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Abstract—In this article, to address the long-distance imaging
problems, a novel forward-looking 3-D imaging method based on
terahertz single-photon radar is presented. The imaging method
is based on single-input and single-output architecture system and
adopts a novel data-driven approach named scaling training. In
the scaling training, by scaling the parameters of the long-distance
scene to be imaged, a parameter scaling system is constructed, and
then it is utilized to collect the training data to train the artificial
neural network (ANN) model. Once the training is completed,
3-D image of the long-distance scene can be retrieved using the
ANN model from solely the 1-D photon-counting histogram echo
recorded by terahertz single-photon radar. On the basis, to fur-
ther improve the imaging quality, the depth correction method
is implemented. Finally, numerical simulations are carried out to
demonstrate the feasibility of the proposed method.

Index Terms—Data-driven, forward-looking 3-D imaging,
single-photon radar, terahertz radar.

I. INTRODUCTION

A S AN effective approach to acquire spatial information,
radar imaging has aroused great concern [1], [2], [3],

[4]. Since the electromagnetic spectrum of terahertz waves lie
between the microwave and infrared, terahertz radar has higher
resolution over microwave radar [5], and stronger penetration
capability over lidar [6], [7]. Thus, it is has great potential in
many military and civil applications [3]. However, the operation
range is limited by the significant atmospheric attenuation and
great challenge of high-power radiation technology in terahertz
band, the state-of-art terahertz radar system can only operate at
a distance of up to 4 km [8]. To further improve the operation
range of terahertz radar, the research on terahertz single-photon
detector with single-photon response sensitivity is developing
rapidly [9], [10], [11], [12], [13], its combination with terahertz
radar is terahertz single-photon radar [14], [15].

In the past decades, single-photon radar imaging is mainly
implemented in optics field, and most works are based on
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detector arrays or mechanical scanning [16], [17], [18], [19]. But
for terahertz band, since the photon energy is much lower, the
terahertz single-photon detector requires additional refrigeration
equipment with large volume and high power consumption,
which significantly increases the technical difficulty of expand-
ing the terahertz single-photon detector into large-format arrays.
In addition, the diffraction effect of terahertz wave imposes addi-
tional difficulties for designing quasi-optical scanning systems.
Although there is a data-driven 3-D imaging method based on
single-input and single-output (SISO) terahertz single-photon
radar for retrieving the 3-D image [20], [21], the terahertz
single-photon radar is often implemented in long-distance ap-
plications and the training step of the imaging method requires
huge amounts of data. Moreover, in long-distance applications,
data collection will be a thorny issue since the target is usually
noncooperative. Thus, this article focuses on the research of
long-distance 3-D imaging method based on terahertz single-
photon radar.

To address the issue mentioned above, we demonstrate a novel
3-D imaging method based on SISO terahertz single-photon
radar. Only the arrival time of the return photons from the
whole scene in the form of a photon-counting histogram is
recorded, and a parameter scaling system, which is constructed
by scaling the parameters of the long-distance scene to be
imaged, is utilized to collect the training data. Then, the training
data are devoted to train the artificial neural network (ANN)
model. Finally, the ANN model is utilized to reconstruct the 3-D
image of the long-distance scene from a single photon-counting
histogram. The employed radar imaging system is compact
and cost-effective, which does not rely on detector arrays or
mechanical scanning. In addition, benefited from the data-driven
approach, real-time imaging is entirely possible to be realized.
The contribution of this article can be summarized as follows.

1) We proposed a method named scaling training to solve the
long-distance 3-D imaging problem of terahertz single-
photon radar.

2) The principle of scaling training is derived from the for-
mula, and in the simulations, we analyzed the influence
on imaging quality by the ratio of different pulse width to
time bin and different pulse accumulation times.

3) To further improve the imaging quality, we proposed a
depth correction method and demonstrated its feasibility
by simulations.

The rest of this article is organized as follows. In Section II,
theoretical analysis of the imaging problem is discussed, and the
corresponding 3-D imaging method is introduced. Numerical
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Fig. 1. Proposed 3-D imaging method.

simulations are performed in Section III to demonstrate the fea-
sibility of the proposed method. In Section IV, a depth correction
algorithm is proposed to improve the imaging quality of the
method presented in Section III. Finally, Section V concludes
this article.

II. PRINCIPLE OF THE PROPOSED METHOD

A. System Architecture and Imaging Principle

The schematic of the proposed 3-D imaging method is shown
in Fig. 1. It mainly includes two processes, that is, the scaling
training and depth correction. In the scaling training, the data
collection is implemented in a parameter scaling system, which
is constructed by scaling the parameters of the long-distance
scene to be imaged according to specific rules. In the parame-
ter scaling system, a terahertz single-photon radar records the
arrival time of the return photons from the whole scene in the
form of a photon-counting histogram, in parallel, a time-of-flight
(TOF) camera [22], [23] is used to record the 3-D images of the
scene. The 3-D images are displayed as depth maps, in which the
depth is encoded by different colors. The attitude and position
of the target are constantly changing during the data collection
process to obtain a large amount of data. Then, by taking the
photon-counting histogram as the input and the 3-D images
as the output, the ANN model is trained to find the implied
mapping between the photon-counting histogram and the 3-D
scene. Due to the existence of parameters scaling, this is similar
to the mapping in the long-distance scene. Once the training is
completed, in the deployment step, the 3-D image of real target
can be retrieved only from the photon-counting histogram of

using the ANN model. The second step is depth correction, it is
aimed at addressing the imprecise depth information inversion in
scaling training method. The depth correction method includes
two steps named coarse correction and refined correction, and
will be detailed in Section IV.

B. 3-D Imaging With Ill-Posed Problem

The proposed 3-D imaging scheme mentioned above is based
on a SISO terahertz single-photon radar, and the echo of
the 3-D scene is 1-D photon-counting histogram. Thus, the
high-dimensional spatial information is compressed into low-
dimensional representation, which inevitably leads to the loss
of useful information. As a result, the 3-D imaging problem
becomes strongly ill-posed. Data-driven approaches, especially
ANN, have shown great application potential in solving ill-posed
problems of high-dimensional information inversion [24]. ANN
can reveal the implicit mapping between high-dimensional spa-
tial information and low-dimensional representation, and then
retrieve the spatial information from inverse mapping.

Previous work has shown that, the MLP model, a classic
forward-structured ANN used in various fields [25], [26], in-
dicating great potential in retrieving 3-D images from range
profile, i.e., the 1-D range information of the scene [27]. On the
one hand, the photon-counting histogram essentially represents
the 1-D range information of the 3-D scene, thus, it is possible to
utilize the MLP model retrieve 3-D image from photon-counting
histogram. On the other hand, the energy of each time bin in the
photon-counting histogram is contributed by all the scattering
points on the target of the same distance from the detector.



LIANG et al.: LONG-DISTANCE TERAHERTZ SINGLE-PHOTON 3-D IMAGING BASED ON SCALING TRAINING 1693

TABLE I
PARAMETERS OF LONG-DISTANCE SCENE AND ITS PARAMETER SCALING SYSTEM

Therefore, each bin of the input photon-counting histogram
is related to all the pixels of the output 3-D image, and this
character conforms the structure of the MLP model. Hence, MLP
is selected to solve the problem of ill-posed image inversion.

C. Scaling Training

Here, we introduce the principle of scaling training and derive
it with formula. Assume that the range of long-distance scene
to be imaged is R, transmitting power of terahertz source is P,
pulse width of the transmitting terahertz pulse is Tp, the time
bin of the terahertz single-photon detector is ts, the width of
the range gate is Tg, and the scaling factor is m. Based on that,
the parameters of the scaling system are listed in Table I.

The terahertz single-photon radar is regarded as the origin,
assume that there is a target point at range R, the transmitting
signal is in the form of

E(t) = Au(t)ej2πνt (1)

where A is the signal magnitude, u(t) is the signal envelope,
j is the imaginary unit, and ν denotes the signal frequency. In
general, u(t) is denoted as

u(t) =

√
t

τ
e−

t
τ (2)

where τ is a constant related to pulse width. According to radar
equation [28], the echo signal can be deduced as

S(t) = Ks
A

R2

√
(t− t0)

τ
e−

(t−t0)
τ ej2πν(t−t0) (3)

where t0 and Ks represent the time delay and a constant, which
are defined by

t0 =
2R

c
(4)

Ks =

√
Gtα2

tσAeρ

(4π)2L
(5)

respectively. Where c is the speed of light,Gt is the gain of trans-
mitting antenna, αt is the attenuation coefficient of atmospheric
propagation, σ is the radar cross section, Ae is the effective

aperture of receiving antenna, ρ is the aperture efficiency, and L
is the radar system loss.

Based on the abovementioned conditions, a parameter scaling
system can be constructed. Assume that there is a target point
in the parameter scaling system at range R/m, the transmitting
signal is represented by

Esca (η) = Ascausca (η) e
j2πνη (6)

where Asca and usca(η) are the signal magnitude and signal en-
velop, respectively. According to Table I, the transmitting power
and pulse width are scaled to P/m4 and Tp/m, respectively.
Thus, we obtain

Asca =
A

m2
(7)

usca (η) =

√
η

τ/m
e−

η
τ/m . (8)

Combining (7), (8), and radar equation, the echo signal of the
point target in the parameter scaling system can be deduced as

Ssca (η) = Ks
A

R2

√
(η − t0/m)

τ/m
e−

(η−t0/m)

τ/m ej2πν(η−t0/m).

(9)

On the other hand, in view of the range gate is scaled to Tg/m
and the time bin is scaled to ts/m, the relationship of the time
variable between the long-distance scene to be imaged and the
parameter scaling system can be deduced as

η =
t

m
(10)

substituting (10) into (9), we have

Ssca(t) = Ks
A

R2

√
(t− t0)

τ
e−

(t−t0)
τ ej

2πν(t−t0)
m . (11)

Comparing S(t) with Ssca(t), it is clear that the echo signal
of the long-distance scene to be imaged and parameter scaling
system have the same magnitude and envelope, which means
that the photon-counting histograms of these two have similar
mapping relationship with the corresponding 3-D scene. Above
all is the theoretical analysis of the scaling training method.
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Fig. 2. Virtual scene to get 3-D images in 3-Ds Max 2020.

III. NUMERICAL SIMULATIONS

In this section, simulations are carried out to demonstrate the
feasibility of the proposed method.

A. Simulations Set-Up

The set-up is shown as Fig. 1. The data collection step is
implemented in the parameter scaling system. The virtual 3-D
imaging scene is a 3-D plane target with clear sky background,
and the plane moves in a fixed field of view (i.e., imaging
plane), while the posture and position of the plane are constantly
changing to generate the required amount of data.

As shown in Fig. 2, the simulation data collection is performed
in 3-Ds Max 2020. After the 3-D plane model is imported into
the scene, a light that attenuates with the square of the range is
directly set above the imaging plane to cover the model. Then,
control the motion track of the plane and change its rotation
angle, translation direction, and type. The 3-D images of the
plane are obtained by projecting them along the line-of-sight
direction of the TOF camera, where the depth is presented by the
color of the pixels. Meanwhile, 1-D photon-counting histograms
of the corresponding scenes are obtained to construct dataset.

Here, there are three different types of 3-D plane targets in
the dataset, and the position transformation and rotation trans-
formation are carried out along three different axes. Some plane
types and attitude pictures in the dataset are shown in Fig. 3.
The 3-D depth images and their corresponding photon-counting
histogram are paired to form the dataset, which contains 6000
groups of imaging data. Then, the dataset is utilized to train
the MLP model, the MLP is composed of five layers: an input
layer, three fully connected layer (with 1024, 512, 256 nodes,
respectively) and an output layer (with 4096 nodes), and there is
a activation function (tanh in our case) after each fully connected
layer. Training is performed in Python 3.8 using Pytorch 1.6.0

on a laptop equipped with a Intel Core i7 Eight Core Processor
i7-7700HQ CPU at 2.80 GHz. The training time in our condition
is 140 min in total (the number of images is 5400, batch size is
16, and the number of epochs is 500). After training the model,
we can recover a 3-D image from a single photon-counting
histogram in 20 ms on our laptop. During learning process,
the loss is calculated by mean square error, and the optimizer
employed is the Adam optimizer.

B. Simulation Results

Next, numerical simulations of two kinds of parameters are
performed. One of the long-distance scene is set at 10 km, and the
corresponding parameter scaling system is set at 200 m, while
the parameters of the other one are set at 100 km and 2 km,
respectively. The size of the plane target is set according to the
size of the real fighter, about 40 m × 40 m × 10 m. The specific
parameters of the 10 km simulations is listed in Table II, while
the parameters of the 100 km simulations are the same with
Table II except range.

After training the MLP model, the photon-counting his-
tograms of 10 km and 100 km scenes are simulated and taken
as the input, then the output is regarded as the retrieved 3-D
images. The corresponding 3-D imaging results are shown in
Figs. 4 and 5.

In Fig. 4, there are four group of imaging results. The leftmost
column shows the 3-D plane targets, the second column presents
the photon-counting histograms of the plane target under the
simulation parameters in Table II, the third column gives the
corresponding 3-D depth images, and the rightmost column
demonstrates the images retrieved by the MLP model trained
by the data of parameter scaling system. From the four sets
of imaging results, it can be seen that the proposed method is
more accurate for the inversion of contour information. Although
the inversion accuracy of internal depth information is slightly
low, it can still reflect the structural characteristics and depth
changes of the 3-D plane target. The reason why the depth
information inversion is not accurate is that when the data of
parameter scaling system is used for training the MLP, the depth
information inversion error may be in the order of centimeter to
decimeter. When utilized in long-distance scenes, as the distance
is magnified by 50 times, the error will also be magnified by
50 times, resulting in an error of meter magnitude. However,
considering that the imaging system is implemented in a SISO
imaging system without scanning, and the target size at 10 km
away is about 40 m × 40 m × 20 m, thus, the error of meter
magnitude is within the tolerance range. In the four sets of
imaging results, the inversion results of different target types,
different attitudes and angles are displayed, which obviously
demonstrates the effectiveness and reliability of the proposed
method. It is noteworthy that two different setting in scattering
coefficient of the targets are taken into consideration, i.e., all the
points are set to 1 and all the points are set randomly. However,
the difference between the them did not have a significant impact
on the results, thus, without losing generality, the scattering
coefficient of the target point in all simulations in this article
is set to 1.
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Fig. 3. Attitude of some plane targets in dataset.

TABLE II
PARAMETERS OF THE NUMERICAL SIMULATIONS

Four groups of imaging results are also shown in Fig. 5,
and their layout is consistent with Fig. 4. From the four sets
of imaging results of 100 km scaling training, it can be seen
that although the contour information of the target can also be
accurately inverted, the accuracy of depth information inversion
is lower than that of 10 km. This is because the distance of
100 km is increased by 10 times compared with 10 km while
the 3-D plane target size is unchanged, and the pulse width and
time bin are the same in the two simulations.

According to (3) and (11), the echo signal of the long-distance
scene to be imaged and parameter scaling system have the same

magnitude and envelope, but their exponential terms differ by a
scaling factor. While the pulse width are comparable to or even
smaller than the time resolution (approximate to the detector
time bin in this simulation), their difference in scaling factor
can be ignored. Therefore, the mapping relationship between
the 3-D scene and photon-counting histogram will be closer in
these two system. In order to prove this hypothesis, the following
simulations are carried out: according to the parameters in
Table II, the time bin is set to 50 ps, and the pulse width is
taken as 1–5 times of it for scaling training. As shown in Fig. 6,
normalized mean square error (NMSE) and structural similarity
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Fig. 4. Imaging results of 10 km. The “0” in the axes of histograms and the
depth colorbars represent 10 km.

Fig. 5. Imaging results of 100 km. The “0” in the axes of histograms and the
depth colorbars represent 100 km.

(SSIM) [29] index are calculated for the imaging results under
five different simulations to evaluate the quality of the retrieved
images.

In Fig. 6, it can be seen the larger the Tp/ts, the worse the
quality of the retrieved images. Fig. 7(a) and (b) shows the
comparison of photon-counting histograms of the same target in
long-distance scene and parameters scaling system at Tp/ts = 1
andTp/ts = 5, respectively. WhenTp/ts = 1, the peak position

Fig. 6. Reconstruction performance curve of the scaling training method under
different Tp/ts. (a) SSIM curve. (b) NMSE curve.

Fig. 7. Comparison of photon-counting histograms with different parameters.
(a) Photon-counting histogram of Tp/ts = 1. (b) Photon-counting histogram
of Tp/ts = 5.
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Fig. 8. Imaging results of different pulse accumulation times. (a) Original
targets. (b) Result of 2000 times pulse accumulation. (c) Result of 10 000 times
pulse accumulation. (d) SSIM curve. (e) NMSE curve. The “0” in the axes of
histograms and the depth colorbars represent 10 km.

and envelope of the photon-counting histogram of these two are
almost the same, and there are only slight differences in a few
fluctuations due to the random distribution of the echo photons.
When Tp/ts = 5, it is found that the envelope and peak position
of both have a large deviation, which is caused by the scaling
factor. Hence, setting the pulse width to be less than or equal to
the time resolution of the detector will obviously improve the
imaging quality. This is the reason why Tp/ts = 1 in the former
simulations.

For long-distance detection and imaging, the signal-to-noise
ratio is an important parameter. In terahertz single-photon radar
system, it is mainly affected by the number of pulses accumu-
lation times. To investigate the influence of pulse accumulation
times on imaging quality, the pulse accumulation times from
2000 to 10 000 with 2000 intervals were taken into consideration
in the simulations and other conditions are remain unchanged.
The results are summarized in the figures as follows. From the
results, it is found that when the pulse accumulation times is
10 000, the target contour information and depth information
can be reconstructed successfully, while when the pulse accu-
mulation times is 2000, there are many pseudoscattering points,
and the depth information is no longer accurate. Fig. 8(d) and
(e), respectively, shows the MSE and SSIM while changing the
pulse accumulation times. Without surprise, the imaging quality
degrades as the pulse accumulation times decreases.

Fig. 9. Flow chart of the depth correction.

IV. DEPTH CORRECTION

Obviously, the higher the time resolution of the detector, the
better the imaging quality. However, restricted by physics limits,
the time resolution cannot be improved infinitely. In Section III,
although the scaling training method is implemented in imaging
the target with the size of 40 m × 40 m × 20 m at 100 km,
the inversion of depth information is inaccurate. Thus, to further
mine the information in photon-counting histogram and improve
the imaging quality, we propose a depth correction method.

This method has two steps, including coarse correction and
refined correction. The purpose of coarse correction is to correct
some points with large deviation or even beyond the range into
the range gate. This step will serve as the basis for subsequent
refined correction.

First, separate the target point from the background, since the
background has no significance for correction. Assume that the
target points to be corrected areQ, the vector formed by the depth
of each point is D = [d1, d2, . . . , dq, . . . dQ], the mean value of
D is dmean. And the photon-counting histogram of the target is
H , the distance corresponding to the point with the highest peak
in H is hmost. Based on that, the first step of coarse correction
can be represented as

Dc1 = D + (hmost − dmean)E (12)

where the elements in vector E are all 1, and the dimension is
the same as D. This step can make the overall depth value of
the target closer to the distance corresponding to the peak value
of the photon-counting histogram, that is, the position where
the most target points are located at this distance, then scale the
point from the outside to the inside of the range gate. A decision
threshold T is set first, the threshold T is to decide the distance
interval where most target points are located, it is utilized to
filter out noise and some very weak scattering points that may
be present. In general, the threshold T is set to the mean value



1698 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

Fig. 10. Depth correction results. The “0” in the depth colorbar represents 100 km. (a) The depth correction results of target 1; (b) The depth correction results
of target 1 in different attitude; (c) The depth correction results of target 2; (d) The depth correction results of target 3.

of the photon-counting histogram, and it is worth noting that
the 0 count value needs to be culled. By comparing the count
value of each time bin in H with T , take the first time bin and
the last time bin greater than T as the range of the distance
interval [gmin, gmax] where most target points are located. Then,
calculate the minimum dmin and maximum dmax of Dc1. The
specific scaling method is as follows:

Dc =
gmax − gmin

dmax − dmin
(Dc1 − dminE) + dminE. (13)

The next step will be refined correction based on coarse
correction. Since the detection range of terahertz single-photon
radar is generally as far as tens of kilometers or even hundreds
of kilometers, the fine structure on the target under this imaging
range is no longer important. The more practical significance
should be to judge the attitude, and obtain the target’s movement
direction and other information through the depth comparison
and change trend of different parts of the target. The detailed
operation of refine correction is as follows. First, divide the
circumference into J intervals according to the actual appli-
cation requirements, and the central angle of each interval is
θj , j = 1, 2, . . . J . Then, sort the elements of Dc from small to
large to get Dsort

c . For each θj , starting from the direction of the
target’s line of sight at that angle, assign the depth value inDsort

c

to each target point in the depth image after coarse correction
to obtain a new depth image. Then, get the photon-counting
histogram of the new depth image marked as Hsj according to

terahertz single-photon echo model, and calculate

rj =
Cov (H ,Hsj)√
Var [H ]Var [Hsj ]

, j = 1, 2, . . . , J (14)

where Cov(H ,Hsj) is the covariance between H and Hsj ,
Var[H ] and Var[Hsj ] are the variance of H and Hsj , respec-
tively. The similarity between H and Hsj is measured by the
correlation coefficient rj . The larger the correlation coefficient,
the more similar these two, which means that the depth image
corresponding to Hsj is closer to the true depth image, so as to
achieve the purpose of correction. The flow chart of the depth
correction is shown in Fig. 9.

To demonstrate the feasibility of the proposed depth correc-
tion method, the imaging results of several different models
and attitudes at 100 km were utilized for implementation. The
depth correction results are shown in Fig. 10. There are five
columns pictures in total, including the real targets, ground-truth
depth images, uncorrected depth images, coarse correction depth
images, and refined correction depth images. It can be seen that
the uncorrected results are accurate in the contour information,
but there are many noise points in the middle, and it is difficult
to recognize the far and near relationship of each part of the
plane targets, so it is difficult to judge the attitude. After coarse
correction, the noise is eliminated, and the error points at the
edges are corrected, but the attitude angle of the plane targets is
still not intuitive. While after refined correction, the brightness
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of different parts of the planes indicates its depth (the distance
away from detector), from which the planes flying attitude can
be judged and is consistent with the plane target’s attitude in the
ground-truth depth image.

V. CONCLUSION

In this article, a forward-looking 3-D imaging method based
on terahertz single-photon radar for long-distance applications
has been proposed. The imaging method is based on SISO
architecture system and adopts data-driven approach. To solve
the limitations of data collection in long-distance applications,
we propose a scaling training method and verify its feasibility
through simulations. On this basis, to further improve the imag-
ing quality, the depth correction method is implemented and
the simulation results prove its effectiveness. Different from
the existing detector arrays or mechanical scanning schemes,
the proposed imaging method is compact and cost-effective. It
has great potential in many applications, such as long-distance
warning, stealth target detection, and imaging.
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