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Abstract—Optical and synthetic aperture radar (SAR) images
provide complementary information to each other. However, the
heterogeneity of same-ground objects brings a large difficulty
to change detection (CD). Correspondingly, transformation-based
methods are developed with two independent tasks of image trans-
lation and CD. Most methods only utilize deep learning for image
translation, and the simple cluster and threshold segmentation
leads to poor CD results. Recently, a deep translation-based CD
network (DTCDN) was proposed to apply deep learning for image
translation and CD to improve the results. However, DTCDN re-
quires the sequential training of the two independent subnetwork
structures with a high computational cost. Toward this end, a con-
catenated deep-learning framework, multitask change detection
network (MTCDN), of optical and SAR images is proposed by
integrating the CD network into a complete generative adversarial
network. This framework contains two generators and discrim-
inators for optical and SAR image domains. Multitask refers to
the combination of image identification by discriminators and CD
based on an improved UNet++. The generators are responsible
for image translation to unify the two images into the same feature
domain. In the training and prediction stages, an end-to-end frame-
work is realized to reduce cost. The experimental results on four
optical and SAR datasets prove the effectiveness and robustness of
the proposed framework over eight baselines.
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I. INTRODUCTION

CHANGE detection (CD), a classical and popular topic in
remote sensing, utilizes multitemporal images of the same

geographical region to identify the difference between ground
objects [1]. It has been widely applied to different fields, such as
urban planning [2], [3], resource survey [4], [5], [6], and natural
disaster management [7], [8], [9]. Optical images contain rich
spectral and spatial information and become an important data
source of CD [10]. However, these images are limited by poor
atmospheric conditions. Synthetic aperture radar (SAR) images
can penetrate clouds and fogs to collect ground information but
are influenced by speckle noises [11]. Therefore, combining the
two types of images not only realizes the complementarity of
information but is also beneficial for CD when homogeneous
images are unavailable [12]. The challenges of heterogeneous
CD can be concluded as follows.

1) Heterogeneous features between images: Given the differ-
ent imaging mechanisms, the same-ground objects reflect
the disparate features on each type of image. As a re-
sult, they are easily recognized as fake changed objects.
However, this heterogeneity and the characteristics of un-
changed areas lead to the difficulty of heterogeneous CD.

2) Incomplete objects and broken results: The difference
image (DI) method inherited from the traditional CD of a
single source is still widely used in heterogeneous images.
DI is usually obtained by the difference or ratio operation
between bitemporal images. The change map is generated
from DI by a threshold and cluster method. The drawback
is that it cannot be against noise, resulting in discontinuous
ground objects and low accuracy.

3) Difficult generalization and explanation: Each type of
image is treated individually on heterogeneous CD, which
includes optical, SAR, and light detection and ranging
images. Nevertheless, the quantity of sensors has been
increasing due to the development of space-based tech-
nology, bringing a challenge to CD. Therefore, a general
solution becomes critical for multisource CD.

Some heterogeneous CD studies have been carried out re-
cently to solve the above problems. These methods can be
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divided into traditional parameter-, classification-, invariant sim-
ilarity measure-, and transformation-based methods.

1) Traditional parameter-based methods, such as Kullback–
Leibler-based change measures [13], local joint distribu-
tions [14], and the Markov model for multimodal CD [15],
apply multivariate or Gaussian distributions to extract
relevant change. However, these methods are difficult to
generalize.

2) Classification-based methods, such as multitemporal seg-
mentation and mixed classification [16] and postclassifi-
cation comparison [17], [18], obtain change information
from previous classification or segmentation maps.

3) Invariant similarity measure-based methods use the sim-
ilarity of pixels or objects in heterogeneous images to
recognize change quantitatively, including similarity map
estimation [19], improved nonlocal patch-based graph
(INLPG) [20], [21], adaptive local structure consistency
[22], patch similarity graph matrix [23], and pixel pair
algorithm [24], [25].

4) Transformation-based methods translate heterogeneous or
multimodal images to the same domain to facilitate image
comparison. These methods are divided into traditional
and deep-learning-based transformations.

Multivalue estimation methods with noise tolerance are used
for traditional transformation, such as homogeneous pixel trans-
formation (HPT) [26]. Deep-learning-based transformation for
heterogeneous CD obtains exciting results, such as symmetric
deep convolutional coupling network (SCCN) [27], conditional
generative adversarial network (cGAN) [28], X-Net, ACE-Net
[29], and deep translation-based CD network (DTCDN) [30].
The translated images are compared in the same feature space
to obtain the accurate CD results. This type of method, with its
ease of generalization and explanation, is a promising direction
for future research.

According to DTCDN [30], the heterogeneous CD based on
deep-learning transformation can be separated into two pro-
cesses, i.e., image translation and CD. In some recently advanced
methods, deep learning especially GAN is widely used for
image translation. SCCN extracts feature maps from optical
and SAR images through two weight-shared encoding networks
to obtain a differential image. For cGAN, fake SAR images
are generated by the translation network, and the original SAR
images are adjusted by an approximation network. X-Net and
ACE-Net take the affinity information as prior knowledge and
are trained by the cyclic GAN. Although these methods can
generate high-similarity images by the translation network, the
translated image is directly exerted by the simple cluster and
threshold segmentation, which cannot avoid noise. By contrast,
some studies directly used the CD network without translation
for heterogeneous images [31], [32]. A CD network can also
learn some latent mappings between heterogeneous images.
Nevertheless, it becomes difficult when the images have a big
diversity in imaging patterns, such as optical and SAR images.
The image translation has been demonstrated to improve the
performance of CD. DTCDN is constructed by deep image
translation and CD network and shows outstanding perfor-
mance in heterogeneous images. However, the implementation

of DTCDN is divided into two parts and its training process
requires intermediate intervention, which is time-consuming.
To address this problem, MTCDN, a novel fused framework for
image translation and CD, is proposed. The main contributions
of this article focus on the following aspects.

1) A novel MTCDN is proposed to realize end-to-end CD
for optical and SAR images. This method fuses image
generation, image identification, and CD in a GAN to
make the multitask structure compact, thereby promoting
efficiency and keeping accuracy.

2) A cyclic structure is constructed for the optical and SAR
image translation task. By this translation, the main hetero-
geneous features are eliminated, and the changed features
become evident for the accurate heterogeneous CD.

3) An improved Siamese UNet++, which can realize the
function of classifying real or fake images and obtaining
CD results, is used as a discriminator. A feature-enhanced
model (FEM) is introduced to strengthen the connection
between low- and high-level features.

The rest of this article is organized as follows. In Section II,
MTCDN is described in detail. The experiments and results
are presented in Section III followed by the comparisons and
analyses in Section IV. Finally, Section V concludes this article.

II. METHODOLOGY

The details of the proposed MTCDN and how it solves the
heterogeneous CD problem are introduced in this section. As
generative model emerges in the field of computer vision, the
applications of remote sensing have been greatly improved,
including normalization [33], CD [30], and super-resolution
[34], [35]. Our proposed MTCDN also takes the advantage of
generative model CycleGAN [36]. As shown in Fig. 1, the frame-
work of MTCDN displays a translation mode of optical-to-SAR
images and CD. This framework contains three tasks, i.e., image
generation, image identification, and CD. Specifically, an optical
image x is imported to two generations Gx and Gy in domains X
and Y, respectively, to produce the reconstruction optical image
xr and the translated SAR image yt. Then, yt and original SAR
image y in the same feature space are fed into the discriminator
of domain Y (Dy) for image identification and CD. Besides, Gx

translates yt back to the optical domain and generates the cycle
optical xc. After that one loop is completed, improved results are
achieved by repeating the process. Another translation mode
of SAR-to-optical has a similar process. Next, the multitask
discriminator D and generator G of MTCDN will be described
in detail.

A. Multitask Discriminator of MTCDN

CycleGAN has been widely applied to image translation task
because of the cycle-consistent loss. However, the CycleGAN
consists of complex different parts, which include an encoder,
generator, and discriminator. Nice-GAN is used to solve this
problem by blending the encoder in the discriminator to combine
classification and encoding [37]. Recently, multitask methods
based on GAN are gradually applied to remote sensing. An
advanced multitask GAN was proposed for hyperspectral image
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Fig. 1. General framework of the proposed MTCDN method, including image generation, image identification, and CD.

classification [38]. The combination of GAN, pose estimator,
and auxiliary classifier is used for SAR image generation [39].
These methods have extended the limitation of single-task GAN.
Accordingly, a multitask discriminator for CD and image iden-
tification is constructed. This discriminator is improved from
SNUNet [40], and the network structure is shown in Fig. 2. A
Siamese network is adopted because the discriminator needs
to classify two-group images in MTCDN. SNUNet contains an
encoder to extract rich semantic information and a decoder to
concatenate and integrate different-level features. Besides, FEM
and ensemble channel attention module (ECAM) are introduced
to strengthen features. These modules are presented in the fol-
lowing sections.

1) Image Identification: The image identification aims to
distinguish whether the image imported to the discriminator is
real or fake. As depicted in Fig. 2, Ai,j denotes the features
in the ith depth and jth nested layers with skip connection.
The two types of images, i.e., an original T1 image of A0,0

1

and a translated T2 image A0,0
2 in the same domain, are fed

into the discriminator. A0,0
1 and A0,0

2 are operated by a series
of convolutions and downsamplings to extract deep features.
The filter sizes are set to {32, 64, 128, 256, 512}. The image
identifications are connected to the last depth features of the
encoder. A4,0

1 and A4,0
2 are imported into a convolution layer

with a kernel size of 4 × 4 and padding to generate features with
one channel. The sigmoid activation function is used to obtain
the outputs. Then, LDa is calculated by the labels of real or fake
and identification outputs.

Fig. 2. Overview of the structure of the multitask discriminator.

2) Feature-Enhanced Model: The nested dense blocks at the
same level in UNet++ are designed to generate rich semantic
information. However, the different-level information is only
connected by upsampling, which limits the further fusion of
high- and low-level features. Li et al. [41] utilized an attention
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Fig. 3. Architecture of FEM.

gate to improve the propagation of semantic information while
combining the upsampling and encoder features at the first stage.
Therefore, an FEM between adjacent depth features is proposed
for UNet++ to localize and focus on changed areas and inhibit
irrelevant areas. The architecture of FEM is shown in Fig. 3.
Ai,j in the ith depth and Ai+1,j in the next depth are taken as
input.Ai+1,j is operated by max and average pooling operations
followed by two successive 1 × 1 convolution, respectively, to
obtain two local features FM and FA. Then, the attention map
is generated by concatenating them in channel dimension. After
the attention map upsamples to double sizes, an elementwise
multiplication combined with an addition operation is utilized
to acquire enhanced feature FE. The formulations of FM, FA,
and FE are listed in (1)–(3), respectively. The features reflect the
relevant information of change areas by FEM

FM = Conv
(
MaxPool

(
Ai+1,j

))
(1)

FA = Conv
(
AvgPool

(
Ai+1,j

))
(2)

FE = Ai,j +
(
Ai,j ⊗ Up (σ (Concat (FM , FA)))

)
(3)

where MaxPool and AvgPool are the max pooling and average
pooling, respectively, Conv represents two successive 1 × 1
convolutional operation, σ represents the sigmoid function, ⊗
means the operation of matrix multiplication, Concat is the
operation of concatenation, and Up is the upsampling operation.

3) Ensemble Channel Attention Module: ECAM [40] is in-
troduced for fusing the output of top layers because they con-
tain different-depth contextual information of U-Net. Compared
with multiple-side outputs fusion [42], which only uses a simple
concatenation, ECAM assigns corresponding weight to each
block, focusing on efficient parts to promote CD results. It can
be described by the following equations:

CAM = σ(MLP (MaxPool (X)) + σ(MLP (AvgPool (X))
(4)

Fig. 4. Structure of generator in MTCDN.

A0,5 =
[
A0,1, A0,2, A0,3, A0,4

]
(5)

ECAM = (A0,5 + repeat(4)(CAM(A0,1 +A0,2

+A0,3 + A0,4)))⊗A0,5 (6)

where σ means the sigmoid activation function, and repeat(k)
denotes the operation of repeating the attention map k times and
concatenating in the channel dimension.

B. Generator of MTCDN

The generator learns the mapping between the original and
target domains to produce images with the same resolution. The
generator is based on an encoder–decoder with residual blocks in
MTCDN (see Fig. 4). The translation mode of an optical-to-SAR
image is drawn as an example. An optical image is inputted
into two blocks of convolution and downsampling to extract
global and local information in the encoder stage. Then, a series
of residual blocks are utilized to obtain deep features. These
blocks can extract high-level features and ensure accuracy with
the network structure deepening, thereby improving efficiency
and robustness. To recover the original resolution, high-level
features are fed to the decoder with two deconvolution blocks.
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The modes of optical-to-SAR and SAR-to-optical images are
conducted simultaneously in the training stage.

C. Loss Function

The loss functions of MTCDN can be divided into two main
patterns, i.e., LG and LD, which represent the losses of generator
and discriminator, respectively. As shown in Fig. 1, one trans-
lation mode predominantly contains three different losses, i.e.,
adversarial, reconstruction, and cycle losses. The final loss is
the sum of two translation modes, which are defined by LGa

(7), Lrecon (8), and Lcyc (9), respectively

LGa = Ex∼pdata(x)

[
1−Dy(Gy (x))

2
]

+ Ey∼pdata(y)

[
1−Dx(Gx (y))

2
]

(7)

Lrecon = Ex∼pdata(x) [‖Gx (x)− x‖1]
+ Ey∼pdata(y)

[‖Gy (y)− y‖1
]

(8)

Lcyc = Ex∼pdata(x)

[‖Gx (Gy (x))− x‖1
]

+ Ey∼pdata(y)

[‖Gy (Gx (y))− y‖1
]

(9)

LG = LGa + λ1Lrecon + λ2Lcyc (10)

where Gx(x) is the generated image in domain X through Gx,
and Dx(x) attempts to distinguish image x in domain X. x ∼
pdata(x) and y ∼ pdata(y) are the image distribution probabilities,
and || ||1 is the l1 norm. λ1 and λ2 are the weights of Lrecon and
Lcyc, respectively, in total loss LG.

The multitask discriminator combines image identification
and CD into one network. Therefore, the loss of discriminator
LD contains the adversarial loss LDa and CD loss LCD. To
our knowledge, CD image sources usually consist of unchanged
pixels and few changed pixels, leading to class imbalance. The
focal loss [43] is introduced to focus on the class of change to
address the issue. Three losses are expressed as follows:

LDa = Ex∼pdata(x)

[
Dy(Gy (x))

2
]
+ Ex∼pdata(x)

[
1−Dx(x)

2
]

Ey∼pdata(y)

[
Dx(Gx (y))

2
]
+ Ey∼pdata(y)

[
1−Dy(y)

2
]

(11)

LCD = −αt(1− pt)
γ log (pt) (12)

LD = LDa + βLCD (13)

where αt is the weighting factor, γ is the tunable focusing
factor, pt is the output probability of ECAM in location t, and
β is the weight of LCD. To obtain the desired results, LDa and
LCD should be as small as possible.

During the training process of MTCDN, the adversarial loss in
initial epochs does not decrease to the ideal stage, and the quality
of generated images may not support a high-accuracy CD.
Therefore, a stepwise training strategy is used in which β is set
on different stages to control the performance of CD. In a word,
a low β is set in the initial iteration, and β increases step-by-step.
Therefore, the discriminator obtains improved generated images
to guide the CD task.

Fig. 5. Shuguang village dataset. (a) Pre-event image. (b) Postevent image.
(c) Ground truth. White areas are changed in (c).

III. EXPERIMENTS AND RESULTS

In this section, optical and SAR datasets are illustrated. The
experiments were performed on four datasets separately. Eight
baselines were selected for comparison to prove the effectiveness
and robustness of MTCDN. They include five heterogeneous
CD methods based on the deep-learning transformation, i.e.,
SCCN, cGAN, ACE-Net, X-Net, and DTCDN. Besides, an un-
supervised invariant similarity-based method INLPG [20] and a
supervised traditional transformation-based approach HPT [26]
were selected. At the same time, the results of four datasets
are analyzed in detail. The experiment without translation was
carried out to verify the effect of image translation. The CD
results are presented in terms of both accuracy assessment and
visualization.

A. Experimental Datasets

Four pairs of bitemporal optical and SAR images for ex-
periments are presented, which came from Shuguang village
[15], [44], Gloucester [15], [44], [45], and California [46]. Each
dataset has a pair of optical and SAR images collected before
and after an event. And the detailed information is shown in
Table I.

The first dataset contains a building construction and river
change in Shuguang village, China. The SAR image was cap-
tured by the Radarsat-2 in June 2008, as shown in Fig. 5(a). An
optical image [see Fig. 5(b)] was captured by Google Earth in
September 2012. The image size is only 419 × 342. It is notable
that due to the small size of the images, the cross-validation
method was used in the experiments for the two main changed
parts after clipping.

As shown in Fig. 6, a flood, as a change event, occurred in
Gloucester, U.K. QuickBird 2 captured the optical image [see
Fig. 6(a)] in July 2006, and TerraSAR-X provided the postevent
SAR image [see Fig. 6(b)] in July 2007. The ground truth was
generated manually.

As shown in Fig. 7, the third dataset also came from Glouces-
ter, and the change event is a flood. The pre-event optical image
[see Fig. 7(a)] was collected by SPOT in September 1999, and
the postevent SAR image was captured by ERS-1 in November
2000. This image dataset was applied to the 2009 and 2010 IEEE
GRSS Data Fusion Contest [45].

The fourth dataset, which came from California (USA) (https:
//sites.google.com/view/luppino/data), also describes a flood
event. Different from the above datasets, the fourth dataset con-
tains a SAR image with three bands [see Fig. 8(b)] acquired by

https://sites.google.com/view/luppino/data
https://sites.google.com/view/luppino/data
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TABLE I
DESCRIPTION OF FOUR OPTICAL AND SAR DATASETS

Fig. 6. Gloucester I dataset. (a) Pre-event image. (b) Postevent image.
(c) Ground truth. White areas are changed in (c).

Fig. 7. Gloucester II dataset. (a) Pre-event image. (b) Postevent image.
(c) Ground truth. White areas are changed in (c).

Sentinel 1-A. The SAR image was made up of the polarizations
of VV and VH and their ratio band. The optical image [see
Fig. 8(a)] was collected by the Landsat 8. The ground truth
was obtained by applying a classic CD method between two
single-polarization SAR images acquired at similar times as the
Landsat 8 and Sentinel 1-A images.

Fig. 8. California dataset. (a) Pre-event image. (b) Postevent image. (c) Ground
truth. White areas are changed in (c).

B. Implementation Details and Metrics

1) Implementation Details: During our experiments, the
model was trained with the PyTorch framework on an NVIDIA
RTX 2080Ti (11G) GPU and Intel Core i7-9700 (32G) CPU.
The number of residual blocks in the generator was set to 9.
The learning rate of the generator and discriminator was 0.0001
with 500 epochs. For LG, λ1 = 5 and λ2 = 10 were chosen.
The weight and focus tunable factors α and γ were 0.25 and 2,
respectively. In the stepwise training strategy, β was set to 0.1
in the first 20 iterations and increased to 0.5 and 2.5 after 20 and
40 iterations, respectively.

2) Evaluation Metrics: For the assessment of results, the
criteria from the two-class confusion matrix, which includes
precision (Precision), recall (Recall), F1 score (F1), and overall
accuracy (OA), were applied

Precision = TP/ (TP + FP) (14)

Recall = TP/ (TP + FN) (15)

F1 = 2∗Precision× Recall/ (Precision + Recall)
(16)

OA = (TP + TN) / (TP + TN + FP + FN) (17)

where the true-positive (TP), true-negative (TN), false-positive
(FP), and false-negative (FN) are the ratings from the two-class
confusion matrix.
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TABLE II
QUANTITATIVE EVALUATIONS ON SHUGUANG DATASET

TABLE III
QUANTITATIVE EVALUATIONS ON GLOUCESTER I DATASET

C. Comparison to SOTA Methods

The quantitative evaluations of the Shuguang dataset are
presented in Table II. In particular, translation- means without
translation and only uses the CD network of MTCDN, i.e.,
original optical and SAR images are directly imported to the CD
network. MTCDNS and MTCDNO indicate the optical-to-SAR
and SAR-to-optical modes, respectively. MTCDNO obtained
the highest precision and F1-score, which was 1% higher than
DTCDN approximately. By contrast, DTCDN, which included
increased unchanged pixels, obtained the highest OA. MTCDNO

was better than the other mode, the reason might be the optical
image could gather useful information. X-Net and ACE-Net
introduced extra prior information to ensure good performance.
SCCN performed the worst. In precision and F1, MTCDNO and
DTCDN outperformed translation- by more than 7%. Therefore,
the image translation works well in heterogeneous CD and
increases the accuracy.

The Gloucester I dataset describes the conditions before and
after the flood. The results of MTCDN with two modes and
eight other baselines are shown in Table III. Different from the
Shuguang dataset, DTCDN achieved the best F1-score and OA.
In terms of OA, MTCDNO was lower than DTCDN by about

TABLE IV
QUANTITATIVE EVALUATIONS ON GLOUCESTER II DATASET

TABLE V
QUANTITATIVE EVALUATIONS ON CALIFORNIA DATASET

0.6%. The reason is obviously that two separate tasks had superi-
ority because the image translation and CD cannot be influenced
by each other on this dataset. Among these methods, INLPG was
the worst. SCCN, X-Net, and ACE-Net showed superiority over
the HPT-based traditional transformation method.

The third dataset, which was obtained from Gloucester about
a flood disaster, is the same as the second dataset. The results of
quantitative metrics are shown in Table IV. MTCDNO showed its
superiority over most methods, and its accuracy was higher than
that of DTCDN. Moreover, MTCDNO, which could discover
changed pixels that were difficult to detect, had a slight improve-
ment in recall. Compared with the Gloucester I dataset, HPT
surpassed some deep-learning-based transformation methods,
including cGAN, X-Net, and ACE-Net.

The fourth California dataset contains a SAR image with
multipolarized three bands of VV, VH, and their ratio. The results
of MTCDN and other SOTA methods are shown in Table V. The
supervised HPT achieved better results compared with other
unsupervised methods. MTCDNS obtained competitive results
on all evaluations, especially on the recall, which was over 80%,
while DTCDN achieved the best precision. The F1 scores of
DTCDN and MTCDNS were higher than 70%. Different from
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Fig. 9. Visualization of binary maps on the Shuguang dataset. (a) Pre-event
image. (b) Postevent image. (c) INLPG [20]. (d) HPT [26]. (e) SCCN [27].
(f) cGAN [28]. (g) ACE-Net [29]. (h) X-Net [29]. (i) Translation-. (j) DTCDN
[30]. (k) MTCDNS. (l) MTCDNO. (m) Ground truth.

the above three datasets, this dataset obtained a better assessment
in the optical-to-SAR mode than the SAR-to-optical mode.
Moreover, the output of the SAR-to-optical mode was worse
than that without translation.

D. Visualization Results

The binary CD maps of the above approaches were also
compared with MTCDN results fairly. The examples of CD
visual results on the Shuguang dataset are displayed in Fig. 9.
This dataset reflected a building and river change. Most meth-
ods could recognize the boundary of a building. Among these
methods, unsupervised methods were limited by the DI draw-
back, which easily produced noise in unchanged areas. The
supervised deep-learning-based methods DTCDN and MTCDN
could suppress noise to improve the effect. Besides, the visual
map MTCDNO was better than another mode in MTCDNS.
MTCDNO was not good at detecting the complete shape of
buildings, and the result of DTCDN still had noise around
the buildings. This finding also reflected that the precision of
MTCDNO was higher than that of DTCDN, while the recall
was lower. For the change of river, MTCDNO also showed its
remarkable performance compared with most methods.

The examples of the Gloucester I dataset are shown in Fig. 10.
The flood area usually covered a connected neighbor. However,
INLPG, HPT, and SCCN had broken stripes and contained
noises in many areas. Most results of MTCDN, DTCDN, and
translation- could detect the whole flood object and had im-
proved visual effects. Similarly, their results of Gloucester II in
Fig. 11 were integrated as a whole, which was consistent with
the actual characteristics of the flood. Compared with DTCDN,
the result of MTCDNO mode was closer to the ground truth.

The California dataset is a middle-resolution remote sensing
imagery. Some dispersed buildings are presented in Fig. 12.
Visually, the SCCN mistakenly detected some buildings in un-
changed areas. MTCDNS could recognize many buildings but

Fig. 10. Visualization of binary maps on the Gloucester I dataset. (a) Pre-event
image. (b) Postevent image. (c) INLPG [20]. (d) HPT [26]. (e) SCCN [27].
(f) cGAN [28]. (g) ACE-Net [29]. (h) X-Net [29]. (i) Translation-. (j) DTCDN
[30]. (k) MTCDNS. (l) MTCDNO. (m) Ground truth.

Fig. 11. Visualization of binary maps on the Gloucester II dataset. (a) Pre-event
image. (b) Postevent image. (c) INLPG [20]. (d) HPT [26]. (e) SCCN [27].
(f) cGAN [28]. (g) ACE-Net [29]. (h) X-Net [29]. (i) Translation-. (j) DTCDN
[30]. (k) MTCDNS. (l) MTCDNO. (m) Ground truth.

took some unchanged pixels as changed buildings. Compared
with MTCDN, DTCDN did not cause too much misclassification
but ignored some small buildings.

IV. COMPARISONS AND ANALYSES

In this section, the extended comparison experiments of
MTCDN and DTCDN were conducted. To explore the CD effect
of heterogeneous images, different image pairs were used in CD
experiments. Moreover, the ablation experiments were carried
out to analyze how the advanced block in MTCDN affected the
heterogeneous CD.
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Fig. 12. Visualization of binary maps on the California dataset. (a) Pre-event
image. (b) Postevent image. (c) INLPG [20]. (d) HPT [26]. (e) SCCN [27].
(f) cGAN [28]. (g) ACE-Net [29]. (h) X-Net [29]. (i) Translation-. (j) DTCDN
[30]. (k) MTCDNS. (l) MTCDNO. (m) Ground truth.

TABLE VI
COMPARISON OF MTCDN AND DTCDN ON EFFICIENCY

A. Comparison With MTCDN and DTCDN

DTCDN [28] can be divided into two steps, i.e., deep transla-
tion and CD. DTCDN splits them into completely independent
steps. Conversely, the proposed MTCDN combines them to
reduce unnecessary processing. The number of the two models’
parameters and the inference time of one image are shown in
Table VI.

As for the number of parameters, MTCDN only has about
48.06 M, which is far less than that of DTCDN (119.14 M),
showing a decrease of over 50%. The inference time was re-
duced for fast prediction. As mentioned previously, MTCDN
and DTCDN achieved high accuracy for four datasets. How-
ever, compared with MTCDN, DTCDN requires a manual data
augmentation after image translation to get a robust result.
Therefore, MTCDN is more suitable for small sample datasets
and keeps a high accuracy.

B. Comparison of Heterogeneous and Homogeneous Images

To further analyze the effect of heterogeneous images on
CD, two other corresponding optical and SAR images from
Gloucester II were collected. As shown in Fig. 13, the Gloucester
II consisted of optical and SAR images from both time steps.
Therefore, they could be divided into three image pairs, i.e.,
homogeneous optical [see Fig. 13(a) and (b)], homogeneous
SAR [see Fig. 13(c) and (d)], and heterogeneous [see Fig. 13(a)
and (d)] pairs. Homogenous pairs were directly imported into the
discriminator for CD because the translation was unnecessary.

Fig. 13. Optical and SAR images for pre- and postevents. (a) T1 optical.
(b) T2 optical. (c) T1 SAR. (d) T2 SAR images.

TABLE VII
RESULTS OF THREE IMAGE PAIRS FOR GLOUCESTER II DATASET

Different from DTCDN, all image pairs were not processed by
data augment.

The experimental CD results of three different pairs are shown
in Table VII. Optical-only image pair had an advantage in
recall and F1-score because clear optical images provided rich
information to improve CD. Although it did not get the highest
score, the optical and SAR image pairs surpassed two other
image pairs in precision and OA. This finding indicated that the
results of MTCDN classified to changed pixels were consistent
with the ground truth. SAR images contained a lot of speckle
noise, which might affect the recall of SAR only and optical and
SAR image pairs.
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Fig. 14. Evaluations of three image pairs on the Gloucester II dataset. (a) T1

optical data. (b) T2 optical data. (c) Optical pairs. (d) SAR pair. (e) MTCDN.
(f) Ground truth.

TABLE VIII
ABLATION STUDY OF FEM

The binary CD maps of three image pairs are shown in Fig. 14.
The ground truth is displayed in Fig. 14(f) in which the white
pixels represent the flood area. Optical image results generated
more salt noise than the other image pairs. The result of MTCDN
contained some holes in the whole flood objects, which should
be improved in further research.

C. Ablation Study

The UNet++ relies on upsampling and downsampling to
vary the size of receptive field and catch the different levels
of information. FEM, as an extra information-enhanced method
between high- and low-level features, was proposed. For further
analysis, an ablation study was carried out. Table VIII presents
the assessment results of FEM effectiveness. All four datasets
had an improvement on most evaluations. CD results proved
that FEM could enhance the connection of low- and high-level
features, thereby promoting the network’s ability on feature
fusion. Although removed FEM had achieved little improvement
in recall on the Shuguang and Gloucester I datasets, this method
considered many unchanged pixels as changed pixels, reflecting
a decrease in precision. The California dataset with FEM had
lower results than without FEM in precision because of the
complexity of its SAR image.

Some binary CD maps of four datasets are shown in Fig. 15.
In the areas of change, model with FEM module is more superior
because it enhances fusion at different levels. The four datasets
with FEM obtained complete detection and improved detail.

Fig. 15. CD examples of FEM ablation study on four datasets. (a) Pre-event
image. (b) Postevent image. (c) Without FEM. (d) MTCDN. (e) Ground truth.

TABLE IX
QUANTITATIVE EVALUATIONS ON DIFFERENT λ1

FEM brought some computations to our network. Thus, how
to balance this problem should be studied in the future.

D. Parameters Analysis

Parameters λ1 and λ2 in (10) and α and γ in (12) were set to
5, 10, 0.25, and 2, respectively, to get an ideal result. Given that
the effectiveness of focal loss [43] was studied in the previous
research and α = 0.25, γ = 2 was proved to be the best, we
followed this conclusion. Besides, all domain transfer methods
with a cyclic structure, including CycleGAN [36], NiceGAN
[37], and DTCDN [30], set the weight of cycle loss to 10, a slight
difference over these methods is the weight of reconstruction
loss. Therefore, a comparative study of λ1 was carried out.

Table IX presents the assessments on different λ1 with
Gloucester I dataset. As can be seen in Table IX, the optimal



DU et al.: CONCATENATED DEEP-LEARNING FRAMEWORK FOR MULTITASK CD OF OPTICAL AND SAR IMAGES 729

and suboptimal metrics are set to bold font and blue color, re-
spectively. Although the performance of MTCDN is fluctuating
with the increase of λ1, it is obvious that an excessively big or
small parameter is inappropriate. Besides, the best performance
of MTCDN lies near the range of [2.5, 5] and λ1= 5 performs
better.

V. CONCLUSION

In this article, a multitask CD framework of optical and SAR
images called MTCDN is proposed. It integrates the image
and CD in an improved GAN to benefit from the effective
information of the translated image, which is achieved by reusing
the discriminator in GAN. Compared with eight SOTA methods,
MTCDN shows outstanding ability in extracting change areas
on four optical and SAR datasets. It can reduce misclassification
and is robust against noise, resulting in improved precision
and F1-score. Unlike DTCDN, MTCDN avoids complicated
operations and a large number of parameters to realize the real
end-to-end heterogeneous CD. Moreover, FEM is imposed in
UNet++ to strengthen the low-level features with high-level
features, thereby improving the accuracy significantly. Although
MTCDN has obtained ideal results in the CD of optical and SAR
datasets quantitatively and visually, it is still a simple framework
with room for improvement. Evidently, it can be generalized to
different types of sensors and is not limited to optical and SAR
images. Therefore, MTCDN will be further explored so as to
apply to CD of multisource remote sensing data.
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