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Adjustment of Sentinel-3 Spectral Bands With
Sentinel-2 to Enhance the Quality of

Spatio-Temporally Fused Images
Meryeme Boumahdi , Angel García-Pedrero , Mario Lillo-Saavedra , and Consuelo Gonzalo-Martin

Abstract—Spatiotemporal fusion (STF) methods are a
paramount solution for generating high spatial and temporal
time series, overcoming the limitations of spatial and temporal
resolution of satellite data. STF methods typically rely on
band-by-band fusion, assuming spectral similarities. However,
selecting the optimal band for fusion becomes challenging when
multiple narrow bands overlap with the target band, often
leading to the use of only one single band. Furthermore,
sensor specifications and observation configurations can
further compound this challenge, reducing spectral and
spatial information. We introduce a new preprocessing step
that maximizes the use of spectral information from narrow
bands. It minimizes radiometric differences caused by sensor
variations in the STF process by considering the spectral response
function (SRF). Our method generates adjusted bands that closely
match the target band’s spectral characteristics, leveraging all
available spectral information. We evaluated this strategy at two
study sites employing Sentinel 2 and Sentinel 3 data by comparing
fused images from adjusted bands and the original bands using
three popular STF methods. The results obtained showed that the
images fused with the adjusted bands were closer to the target
images and achieved better performance, improving the fusion
quality compared to the original bands (SAM by 37% and RMSE
by 30%). The preprocessing step offers a feasible approach to
generate spectral bands that would be captured by the sensors
if they had the same spectral characteristics. Importantly, this
preprocessing technique is applicable to any STF method.

Index Terms—Band adjustment, bands overlapping, Sentinel-
2, Sentinel-3 OLCI, spatiotemporal data fusion, spectral response
function (SRF).
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I. INTRODUCTION

A S SENSOR technologies have advanced, there has been a
noticeable improvement in the spatial, spectral, and tem-

poral resolutions of images captured by optical remote sensing
sensors used for land cover studies. However, technical limi-
tations create a fundamental tradeoff among these resolutions
[1]. For instance, the multispectral instrument (MSI) on board
Sentinel-2 (S2) provides images with high spatial resolutions
(10 m, 20 m, and 60 m) and a frequency of revisiting of 5 days.
On the other hand, the optical instruments (OLCI and SLSTR)
of the Sentinel-3 (S3) mission offer images with a higher tem-
poral frequency (less than 2 days) but lower spatial resolution
(300 m). Due to this tradeoff, the available satellite images may
not always be sufficient to fulfill all the requirements for studying
high-frequency changes in heterogeneous landscapes [2].

Numerous research studies have focused on merging images
from different sensors to obtain time series with better spa-
tial and temporal resolutions [3], [4], [5], [6]. In this context,
spatiotemporal fusion (STF) methods have received significant
attention for their ability to address the tradeoff problem between
the spatial and temporal resolutions of sensors [2]. STF meth-
ods combine high spatial and low temporal resolution (HSLT)
images with low spatial and high temporal resolution (LSHT)
images to predict time series of images with high spatial and
high temporal resolution (HSHT).

In [2], five categories of STF methods are identi-
fied: unmixing-based, weight function-based, Bayesian-based,
learning-based, and hybrid methods. Recently, deep learning-
based approaches have been proposed for STF [7], [8], yet
some papers have identified certain limitations in their use. For
instance, [9] identifies the challenge of using deep learning meth-
ods to fuse images with changes in land cover. Moreover, [10]
emphasizes the limitations of convolutional neural networks in
capturing global features and long-distance correlations in STF.
This study looks into three of the most popular STF techniques:
STARFM [11], FSDAF [12], and Fit-FC [13]. STARFM is a
weight function-based approach, FSDAF is a hybrid method, and
Fit-FC is one of the few methods designed to combine S2 and S3
OLCI images. Although all these methods have thoroughly con-
sidered the spatial and temporal differences of the input images,
spectral discrepancies have received less attention [14]. This
limitation hinders their application in studies of heterogeneous
landscapes [15].
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Fig. 1. SRFs corresponding to S2 (MSI) and S3 (OLCI). S2 SRF is presented by a dashed line and S3 SRF is presented by a continuous line.

Differences in spectral resolution between sensors arise from
variations in the number of spectral bands and their widths,
resulting in situations where the wider spectral band of one
sensor might overlap with multiple narrow bands of another
sensor. Fig. 1 illustrates this scenario for S2 (MSI) and S3
(OLCI) imagery, where the spectral response function (SRF),
also known as relative spectral responsivity, of the S2 spectral
bands overlaps with all or part of the SRF of the S3 spectral
bands. Although several studies have shown that even a limited
overlap between the two sensors can influence the outcomes
of fusion [16], [17], the optimal selection of bands for fusion
remains ambiguous. Currently, there are no established criteria
or guidelines to assist in this selection process.

Most of the STF methods assume that the input images have
the same spectral characteristics and ignore other bands that
might overlap with the wide band considered in the fusion. This
implies that important information provided by some spectral
bands could be neglected. As a consequence, the spectral char-
acteristics of fused images can be distorted with respect to the
source images [18], [19], [20].

To mitigate this type of distortion, it is essential to incorporate
as much spectral information as possible during the STF process.
This can be achieved by taking into account all narrow bands
within the same spectral range as the wide band [21]. However,
accomplishing this requires ensuring spectral consistency across
data collected by different sensors, which are characterized by
different SRFs.

To address the difference in spectral characteristics among
sensors, numerous band adjustment approaches have been re-
ported in the literature. For instance, [22] introduced WiSpeR, a
wavelet-based technique for spatio-spectral fusion, particularly
in pansharpening. This method takes into account the difference
in SRF to determine how much information from the panchro-
matic image should be injected into the multispectral image
bands. In a similar vein, Aiazzi et al. [23] quantified the SRF of
the sensors by calculating linear regression coefficients between

panchromatic and multispectral images, enhancing the spectral
quality of pansharpened images. In the case of the STF methods,
Cao [24] considered differences in sensor spectral information
by using linear regression models (RMs) that accounted for
various land covers and spectral bands. These models were
used to compute the weight function of the STARFM method,
thereby enhancing the spatial consistency of the fused image.
Another linear regression-based strategy was proposed in [25],
in which fitting coefficients were derived between the MODIS
and Landsat bands. These coefficients were then employed to
generate fine-like images, which were subsequently used in the
fusion process. The use of fine-like images, as opposed to the
original bands, aimed to mitigate the uncertainty errors between
finer and coarser sensors. Results from this study demonstrated
that this preprocessing step substantially improved the fusion
accuracy of typical STF methods. In general terms, statistical
regression emerges as the most widely used approach in band
adjustment to address such issues. Regression coefficients serve
to compensate the differences in multispectral sensor spectral
responses, thereby facilitating more precise cross-calibration
across these sensors [26], [27]. However, it is worth noting
that STF methods, in general, primarily focus on band-to-band
fusion, often disregarding the remaining overlapped bands.

Disregarding such data can lead to the loss of valuable spectral
information and a significant increase in spectral differences
between the sensors. Numerous studies on spatio-spectral fusion
have consistently demonstrated the effectiveness of incorporat-
ing multiple bands into the fusion process [16], [28]. In a related
approach, Wang et al. [29] introduced Area-To-Point Regres-
sion Kriging (ATPRK) to enhance the quality of spatio-spectral
fusion by using multispectral images as input to predict a single
band.

However, to the best of our knowledge, no studies have con-
sidered the inclusion of more than one narrow spectral band that
overlaps with a wide band in the context of STF. This constitutes
the main contribution of our work.
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Fig. 2. Flowchart of the proposed band adjustment method for one single S2 band with multiple S3 bands.

In this work, we present a new preprocessing step named
SRF-adjustment, designed to enhance the spectral quality of pre-
dicted images produced by STF methods. Since this step occurs
prior to the STF process, the proposed strategy can be seam-
lessly integrated into any STF approach. Our method revolves
around generating adjusted bands, which involves incorporating
all available spectral information from bands within the same
spectral range as the target band (high spatial resolution image).
This effectively merges information from multiple narrow bands
(low spatial resolution image) with the broader bands. The
adjusted bands exhibit spectral similarity to what would have
been recorded if the source sensors had similar spectral char-
acteristics. This approach helps mitigate the spectral disparities
caused by sensor specifications and retains a substantial portion
of the spectral details. Specifically, our research addresses the
inconsistencies in spectral data arising from differences in the
SRFs of the European sensors S2 and S3.

SRF-adjustment method has been evaluated at two study sites
using real data, comparing the fused images obtained by the
adjusted bands and the original bands using three different STF
methods, STARFM [11], FSDAF [12] and Fit-FC [13]. Using
the SRF-adjusted bands as input to the STF methods, the spectral
quality of the predicted images is improved, as is proved by the
obtained results, without modifying the methods. In particular,
the results obtained show that STF methods are more effective
in predicting heterogeneous landscapes when adjusted bands are
used.

The rest of this article is organized as follows. Section II
provides a comprehensive description of the data, methods,

and materials utilized in this study. The experimental results
are presented in Section III. Section IV presents a discussion
of the results and conclusion are presented in Section V. The
mathematical theory is included in the Annex A.

II. DATA AND MATERIALS

Fig. 2 presents the flowchart of the SRF-adjustment strategy
used to improve the spectral quality of images estimated using
three STF methods. S3i,′t1 and S3i,′t2 indicate the downscaled S3
bands at t1 and t2 with an overlap with S2t1, where i = 1, ..., n
and n is the number of S3 bands that overlap with one S2
band. Images pairs S2 and S3 were collected on different dates
(https://doi.org/10.5281/zenodo.7970846). The base date, de-
noted t1, represents the date when both the S2 and S3 images
were available. The date t2 corresponds to the date of the
target image. In this study, S2-S3 bands were used, focusing
specifically on those with multiple overlaps (see Table I), S2
bands that overlap with only one S3 are not considered in this
work. A description of these datasets is included in Section II-A.

The first step of the SRF-adjustment strategy involves cal-
culating the coefficients of the linear RM between the wide
band of S2 and the narrow bands of S3 at the base date t1. The
spatially downscaled S3 bands are used along with S2 bands
as an input to generate the linear RM coefficients. The linear
fitting coefficients are presented in the flowchart as ai, where
i = 1, 2, ..., n and n is the number of original S3 bands that
overlap with the S2 band. These fitting coefficients obtained
from the inputs at t1 are then used to generate an adjusted S3 band

https://doi.org/10.5281/zenodo.7970846
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TABLE I
DESCRIPTION OF THE SENTINEL-2 AND SENTINEL-3 OLCI BANDS PRESENTED

IN FIG. 1

from the original S3 bands at the base date. The same coefficients
are then used to generate an adjusted S3 band from the original
S3 bands that overlap with the S2 band on the prediction date
t2. Further details of the adjustment process can be found in
Section II-B. Once the S3 bands have been adjusted to S2 at t1
and t2, they are used as input to the STF methods, along with the
S2 band at t1. Adjusted S3 bands replace the original S3 bands
in both t1 and t2 in the fusion process. A brief description of the
STF methods considered in this work is included in Section II-C,
and Section II-D outlines the metrics used to evaluate the quality
of the predicted images.

A. Data and Study Areas Description

Table I summarizes the spectral, spatial, and temporal charac-
teristics of the S2 and S3 imagery. As previously mentioned, only
bands with more than one overlapping band (blue, red, and NIR)
have been considered. S2 is a multispectral sensor with a high
spatial resolution of 10–60 m, depending on the band, making
it well-suited for vegetation monitoring. However, its temporal
resolution is relatively low for monitoring natural disasters as
an example, with images being captured every five days. S3
is known for its high temporal resolution of 1.5 days and can
cover most of the Earth. However, it obtains data with a spatial
resolution of approximately 300 m.

In this study, Sentinel products, specifically S2 level 1C
and S3 Ocean and Land Colour Instrument (OLCI) level 1B
data, were utilized. S2 level-1C processing involves a range of
radiometric and geometric corrections. These corrections en-
compass ortho-rectification, the addition of radiometric offsets,
and spatial registration onto a global reference system with
subpixel accuracy. Similarly, S3 OLCI level 1B data processing
includes calibration to geophysical units of Top Of Atmosphere
(TOA) radiances, georeferencing onto the Earth’s surface, and
spatial resampling onto a uniformly spaced grid. Various prepro-
cessing steps were performed to generate this dataset. First, S2
and S3 products were atmospherically corrected using iCOR
atmospheric correction algorithm [30], [31], which relies on
MODTRAN5 look-up-tables (LUTs) [32], designed for each
specific product. This correction provided bottom of atmosphere
(BOA) reflectances for both products. Next, the S3 images
were re-projected to match the S2 projection, and finally, they

Fig. 3. Geographic location of (a) Maspalomas, Gran Canarias, Spain.
(b) Waterbank site, North Australia.

were coregistered to reduce the impact of geometric errors. The
coregistration of the S2/S3 data was conducted in two steps.
Initially, a single pair of S2/S3 imagery was coregistered using
ENVI 5.6.1 software. Subsequently, each of these coregistered
images was employed to coregister the rest of the dates of each
time series using AROSICS software [33]. In the end, the S3
images were spatially downscaled to match the spatial resolution
of S2. Nearest neighbor algorithm was used for downscaling to
preserve the original spectral information in S3. At the conclu-
sion of the preprocessing, the range of both types of images is
normalized to a scale of 0 to 1.

To evaluate the performance of our method, two sites have
been considered. The location of these sites is shown in Fig. 3.
The first site is located in a natural reserve in the south of
Gran Canaria Island called Maspalomas (27.760◦N, 15.587◦E)
in Spain. The image of this site covers an area of 9 km × 9 km
(900 × 900 Sentinel-2 pixels). In addition to the vulnerability of
its ecosystem, the site is also known for frequent sandstorms
throughout the year. The second site, located in Waterbank
(17.706◦S, 122.7259◦E), is a rural site in North Australia. It
exhibits rapid temporal changes due to forest fires. This location
is well known for the high frequency of early season fires, which
leads to different phenological changes in vegetation throughout
the year. The data cover an area of 18 km × 18 km (1800
× 1800 Sentinel-2 pixels). For both sites, 40 different pairs
were used in each location from January 2019 to December
2020. We chose the closest prior date to the target date t2
as the base date t1. Details of the data set can be found at
https://doi.org/10.5281/zenodo.7970846.

The reason for selecting the two sites mentioned above was to
analyze the performance of the STF considered methods, when

https://doi.org/10.5281/zenodo.7970846
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the adjusted bands are used as input. Sites exhibit scenarios with
a high level of complexity due to their pronounced degrees of
change and heterogeneity, posing a challenge for STF methods.
The first scenario will allow us to test the performance of the
adjusted bands in the highly heterogeneous landscape of the
Maspalomas site. The Waterbank site will be used for the second
scenario due to its rapid changes caused by fire. The importance
of spectral information provided by multiple bands appears
mainly in such cases, where the heterogeneity of the landscape
is characterized by the spectral data, and spatial change vary
along with the spectral changes.

B. SRF-Adjustment of Spectrally Overlapped Bands for S2
and S3 Images

Unlike the band adjustment methods commonly found in the
literature, our SRF-adjustment approach involves using multiple
S3 bands that overlap with a single S2 band. The adjusted band
generated with our approach shows a similarity in the spectral
characteristics to those of the S2 band. Consequently, these
adjusted S3 bands can be seamlessly incorporated as input into
the STF process.

The theoretical basis for the spectral adjustment between the
narrow S2 (MSI) spectral bands and the wide S3 (OLCI) spectral
bands was developed in Appendix A.

A mathematical relationship between the wide and narrow
bands was demonstrated in Appendix A, as well as the con-
tribution of the SRF to the adjustment of the spectral bands
(A.27). This contribution is provided by the coefficients αi in
(A.25). On the basis of this, we propose a linear RM to generate
adjusted bands combining information from the narrow bands
that overlap with the one HSLT resolution sensor band. Taking
into account the S2 image at the base date t1 (S2t1 ) and the
spatially downscaled S3 images at the base date (S3′t1 ) and the
prediction date t2 (S3′t1 ) for the STF, the relationship between
the coarse-resolution and fine-resolution sensor bands can be
expressed as a linear RM defined by the following equation:

Ft1 =

N∑
i=1

ai1C
i,′
t1

(II.1)

where Ft1 is the S2 band on the base date (t1); N is the
number of S3 bands that overlap with Ft1 ; and Ci,′

t1
is the

spatially downscaled S3 band to the spatial resolution of the S2
sensor on the date base (t1), and ai1 is the regression coefficient
calculated using the least squares estimation. Similarly, we have
the following equation:

Ft2 =

N∑
i=1

ai2C
i,′
t2

(II.2)

with t2 corresponding to the prediction date t2. Since the linear
regression approach simulates the contribution of the SRFs in
the adjustment, we assume that the regression coefficients are
constant over time because the SRFs are independent of the
date. Thus, ai1 = ai2 = ai, the coefficients obtained from the
base date t1 are used to calculate the adjusted bands S3 at
the predicted date t2. The difference of F between t1 and t2

could be written as

Ft2 − Ft1 =

N∑
i=1

ai

(
Ci,′

t2
− Ci,′

t1

)
. (II.3)

This equation is similar to (A.27), with

ai =
αi

m
. (II.4)

With m being the number of the narrow overlapped bands. The
linear regression coefficients represent the contribution of each
S3 band to the adjustment to harmonize the images from the two
sensors (S2 and S3).

C. STF Methods Description

Three of the most widely known STF models are used to
test the effectiveness of the use of adjusted bands in improving
the fusion results: STARFM [11], FSDAF [12], and Fit-FC [13].
STARFM is a weight function-based method, FSDAF is a hybrid
method, and Fit-FC is one of the few methods proposed to fuse
Sentinel-2 with Sentinel-3 OLCI images.

1) STARFM: One of the first methods for image fusion was
STARFM. It is a reconstruction-based method that has been
widely used in STF [11]. STARFM requires at least one pair
of fine-coarse images on a prior date t1 and a coarse image on
the predicted date t2. The algorithm assumes that both coarse
and fine sensors capture the same reflectance with bias and
that the temporal changes of all the classes between the coarse
images are uniform. If the coarse pixel is homogeneous, the
algorithm assumes that the spectral change is consistent between
t1 and t2, thus the spectral changes are added directly to the
fine image at t1. The land cover in the fine resolution image
is considered when the coarse pixel contains mixed land cover
types. A moving window is used to calculate a weight function
for the contribution of the spatial difference, temporal difference,
and spectral difference of neighboring pixels similar to the pixel
in the center. The final step consists of calculating the surface
reflectance of the predicted image by incorporating the high-
and the coarse-resolution images through the weight function
calculated in the previous steps.

2) FSDAF: Flexible Spatiotemporal Data Fusion (FSDAF)
[12] is a hybrid method that combines spectral unmixing, spa-
tial interpolation, and similar neighboring pixel smoothing to
improve prediction accuracy. It is based on spatial unmixing
and spatial prediction by thin plate spline (TPS) interpolator.
FSDAF requires a fine-coarse pair image on the base date
(t1) and a coarse image on the target date (t2), as well as a
spectral cluster map. First, FSDAF generates a classification
map of the fine image using an unsupervised algorithm and then
estimates the temporal changes of the two coarse images. A
temporal prediction at t2 is generated from the changes at the
class level from the previous step. Next, the coarse image at
t2 is downscaled to match the pixel size of the fine image to
obtain another prediction called spatial prediction with a TPS
interpolator. The TPS prediction is then used to distribute the
residuals of the temporal prediction within a moving window.
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Fig. 4. NIR-Red-Blue composites of S2, S3 (Oa17, Oa8, Oa4) and adjusted S3 images for Maspalomas (Spain) on Apr 30, 2020 and Waterbank (North Australia)
on Nov 24, 2020.

Finally, the final prediction is estimated using the information
in the neighborhood.

3) Fit-FC: Wang and Atkinson [13] presented a linear RM
(Fit-FC) to initially fuse Sentinel-2 and Sentinel-3 OLCI images,
with the possibility of applying it to fuse MODIS and Landsat.
Fit-FC is based on three main steps to fused coarse and fine
images and requires only one pair of coarse-fine images at the
base date. The first step is the fitting of the RM between the
two coarse images at the base and the predicted time using
a moving window to calculate the coefficients of the RM for
the center coarse pixel; the models generated at this point are
applied to the fine image at t1 within the center coarse pixel.
This step generates a blocky artefact problem; a spatial filtering
(SF) was introduced as a second step to deal with spectrally
similar pixels used to define a weighted function of each pixel
in a local window. The final step Residual compensation (RC)
consists of downscaling the residual coarse to match the size
of the fine image using bicubic interpolation, then spectrally
similar neighboring pixels are used to avoid the smoothing effect
of the bicubic interpolation, and finally the updated residual is
added back to predicted image generated in the SF prediction to
preserve the spectral information.

D. Accuracy Assessment

We evaluated the results using three of the most widely used
metrics in the literature. The root mean square error (RMSE)

compares the difference in digital pixel values between the
original image and the predicted image; the lower the value, the
better the accuracy [34]. The structural similarity index (SSIM)
is a visual assessment index used to measure spatial similarities
between the original image and the predicted image; therefore,
a higher value is an indication of good similarity [35]. The
spectral angle mapper (SAM) measures spectral similarity by
calculating the difference in spectral angle between the real and
predicted images, a lower SAM value indicates a lower spectral
distortion [36].

III. RESULTS

The fusion outputs of the three STF algorithms using both
the original and adjusted bands were visually and qualitatively
compared to the ground-truth images (S2 images at prediction
time t2). As mentioned above, this study focused on the bands
in the spectral ranges corresponding to Blue, Red, and NIR, as
in these ranges, there is more than one S3 band overlapping with
one S2 band (see Table I and Fig. 1). To illustrate all the results,
we used a false-color composite view (NIR, red, and blue).

NIR-Red-Blue color composites using the original and ad-
justed bands for the two sites are shown in Fig. 4. The color com-
position of the original S3 bands shows significant differences in
spectral characteristics compared to the ground-truth S2 image.
However, it can be observed that the color compositions of the
adjusted bands are closer, from a spectral point of view, to the
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Fig. 5. Differences between the metrics obtained when evaluating the quality of fused images using as input the adjusted bands and the original bands for the
Maspalomas site.

S2 images. This demonstrates that the proposed methodology
was able to generate adjusted bands with spectral characteristics
closer to the ground truth. The SRF-adjustment was performed
to all available image pairs.

To demonstrate the impact of using adjusted bands in the
fusion process on the quality of the fusion results, the out-
comes (prediction t2) generated by the three aforementioned
STF methods were compared. Two sets of inputs were used for
the comparison: 1) the S2 bands combined with the adjusted S3
bands, and 2) the original S2 and S3 bands. For all STF methods,
the default settings proposed in the original work were used. The
evaluation was conducted on all the available image pairs for the
blue, red, and NIR spectral bands for each site using the metrics
mentioned above.

A. Scenario 1: Maspalomas Site

We examined how using adjusted bands instead of the original
bands impacts the performance of different STF methods. In this
study, we computed the metrics (see Section II-D) by comparing
the resulting fused images with the ground truth. The ground
truth is an S2 image taken on the target date, denoted as t2
in Fig. 2. We performed this analysis in two cases: first, when

the input for the STF methods is an S3 band obtained using
the proposed method, and second, when the input is any of the
original S3 bands within the same spectral range. To visualize
the impact and for the sake of simplicity, we calculated the
differences (Δ) between the metric values obtained in these two
cases. These differences have been visualized as heatmaps.

Fig. 5 presents the obtained heatmap for the first scenario
(Maspalomas site). Since lower values of RMSE and SAM
indicate better performance, negative difference values indicate
that the fused images with the adjusted bands have better quality
than the ones generated with the original bands. On the contrary,
positive difference values indicate better performance when the
original bands are used for fusion. Blue colors in the three
metrics, Fig. 5, indicate that the fusion with adjusted bands
produced better results than the fusion with the original bands,
while red means that better results were obtained from the fusion
using the original S3 bands. In most cases, the results show that
using adjusted bands as input in STF methods leads to a better
prediction. Thus, the use of adjusted bands leads to a decrease
of around 0.1 in SAM and an increase of approximately 0.1 in
SSIM. A significant improvement was recorded on 30 June 2019
and 17 July 2020, with an increase in SSIM of 0.2 and a decrease
in RMSE and SAM of 0.04 and 0.2, respectively. However, on 20
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Fig. 6. Color composition of ground truth (S2), original S3 and images predicted by different STF algorithm. (a) S3 original bands; (b), (c) and (d) are the
predicted images using original S3 bands by STARFM, FSDAF and Fit-FC, respectively. (e) Sentinel-3 adjusted bands; (f), (g) and (h) are the predicted images
using adjusted S3 bands by STARFM, FSDAF and Fit-FC, respectively.

TABLE II
AVERAGE OF THE QUALITY METRICS FOR THE WHOLE DATASET FOR THE

MASPALOMAS SITE

February 2020, STF methods generally generated better images
using the original bands than the adjusted bands.

The results of the quantitative evaluation of the Maspalomas
site are summarized in Table II. The three considered metrics
have been calculated for each STF method using, as the ground
truth, the S2 bands, and comparing them with the resulting
fused images when the individual original S3 bands (Oa4, Oa5,
Oa8, Oa9, Oa16, Oa17, and Oa18) are used. In addition, we
assessed the performance using the adjusted bands (A-blue,
A-red, A-NIR) that combine the information from the S3 bands
overlapping with the spectral range of blue, red, and NIR in the
S2 product. The fusion results of the adjusted bands yielded the
best mean results for all STF methods in the three adjusted bands.
The evaluation results demonstrate that the proposed adjusted
bands made the STF methods predict the fused images with the
lowest RMSE and SSIM and the highest SAM.

The predicted images obtained from the different fusion
methods on June 30, 2019, using the original S3 bands (first row)

and the adjusted S3 bands (second row) are shown in Fig. 6. The
white squares correspond to the zoom-in area presented in Fig. 7.
The first column in Fig. 6(a) and (e) shows both the S3 image
captured on May 1st, 2019, and their adjusted band images,
respectively. It can be observed that the proposed methodology
was able to slightly improve the spatial quality of the fused
images.

Generally speaking, despite the high scale factor (ranging
from around 300 to 10) between the coarse and fine images,
it can be observed that the STF methods were able to predict
images with better spatial resolution than the original S3 images.
However, in general, the algorithms failed to produce accurate
results in the coastal area.

In Fig. 7 the fusion results for the zoom-in of the four locations
mentioned above are shown. For illustrative purposes, we chose
three prediction dates based on the performance of the adjusted
bands compared to the performance of the original bands on the
fusion (June 30, 2019; February 15 and February 20, 2020). The
first row (Reference) presents the ground-truth S2 images. For
each STF method, the results of the fusion using the original S3
bands are shown in the left columns (2nd, 4th, and 6th), whereas
the results of the fusion using the adjusted S3 bands are displayed
in the right columns (3rd, 5th, and 7th). In general, the results
of the fusion with the original S3 bands are slightly poor; some
details have been lost, and the original color is not preserved.
However, the images generated with the adjusted bands show a
good recovery of the texture and colors that are more similar to
the original S2 images. It was found that fusion has considerably
improved in the three STF methods when using the adjusted
bands in the fusion results on June 30, 2019.

The spectral artefacts appearing in the fusion using the orig-
inal bands, presented as green in zones A and C for STARFM,
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Fig. 7. Visual comparison in Maspalomas site for three prediction dates for the four zoom-in displayed in Fig. 6 (1km x 1km).

incorrect pixel values in FSDAF, and noise in Fit-FC, are cor-
rected and disappeared in the fusion using the adjusted bands for
the three dates. The blurring effect shown in zone D, generated
by all STF methods, is also improved in the fusion of the adjusted
bands. Although all fusion methods produce acceptable predic-
tion results for the dates on February 15, 2020, and February

20, 2020, there are some imperfections in depicting edges and
buildings. Notably, spectral noise is observed in the red region
when the original S3 bands are used as input for fusion. The
details are better defined, and it is easier to distinguish different
land covers in the fusion of the adjusted bands. It can be observed
that for the three STF methods, the spectral and spatial quality of
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Fig. 8. Differences between the metrics obtained when evaluating the quality of fused images using as input the adjusted bands and the original bands for the
Waterbank site.

the images obtained using the adjusted bands is higher than those
obtained using the original bands at this site. In particular, the
prediction of a heterogeneous landscape is better when adjusted
bands are used in the fusion images estimated by the three
methods. Thus, the definition of buildings and roads, in zone
C zoomed-in area, is better when adjusted bands are used, and
in general, the spatial details such as the green areas are also
better preserved.

B. Scenario 2: Waterbank Site

Similarly to Fig. 5, Fig. 8 shows the difference in the metrics
between two sets of images: fused images with original bands
as an input and fused images with adjusted bands as input for
the 40 pairs used at the Waterbank site. From the figure, we can
see that the use of the adjusted bands in the fusion improved
the metrics for the three STF methods in most of the cases.
The SAM values for the fusion using the adjusted band was
consistently lower than when the original S3 bands were used in
the fusion (up to 0.2), indicating that the adjusted bands preserve
better the spectral information, and therefore the fusion images
are spectrally more similar to S2 at the target date t2. SSIM and
RMSE also show similar improvements, except for the blue band

TABLE III
AVERAGE OF THE QUALITY METRICS FOR THE WHOLE DATASET FOR THE

WATERBANK SITE

for the day May 14th 2019. The results of this day showed that
better metrics were obtained using the original bands. The reason
behind this exception could be the difference in the spectral
characteristics of S3 bands between the prior and the target day
due to saturation of some pixels.

The average results of the quantitative evaluation of the Wa-
terbank site are presented in Table III similarly to Table II. It can
be seen that the adjusted bands improve the spatial and spectral



594 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

Fig. 9. Ground truth and images predicted by different STF algorithm. (a) Sentinel-3 original bands, (e) Sentinel-3 adjusted bands. (b), (c) and (d) are the predicted
images using original S3 bands by STARFM, FSDAF and Fit-FC, respectively. (f), (g) and (h)are the predicted images using adjusted S3 bands by STARFM,
FSDAF and Fit-FC, respectively.

accuracy of the predicted images in the three spectral bands. The
three adjusted bands made the STF method predict images with
lower RMSE and SAM and higher SSIM.

The results for the entire study area in the Waterbank (Aus-
tralia) site are presented in Fig. 9. This site is known for the
rapid changes caused by forest fires and changes in vegetation
throughout the year. As in the previous scenario, the figure shows
that the images generated by the adjusted bands are spectrally
closer to the reference S2 than those generated by the original
S3 bands. In the first row of the figure, we can see that the
green color is more intense than the reference, while in the
second row, the green color is similar to the reference image.
A closer examination of the two set of predicted images (using
the adjusted and the original bands) for the regions inside the
white boxes is presented in Fig. 10. The first row (Prior) presents
S2 images at the base date t1. The second row (Target) presents
the ground-truth S2 images (t2). Similarly to Fig. 7, and for each
STF method, the results of the fusion using the original S3 bands
are shown in the left columns (3rd, 5th, and 7th), whereas the
results of the fusion using the adjusted S3 bands are displayed in
the right columns (4th, 6th, and 8th). The three dates presented
in the zoomed-in experienced significant and rapid changes
between the prior and target dates. A comparison between the
fused images and the original bands revealed significant artefacts
in the fusion that were reduced by using the adjusted bands. The
predicted images using the adjusted bands were found to be
closer to the reference images (see zones A and B on December
25, 2019). On 3 May 2020, the area experienced a fire between
the prior and target dates, which caused the burned areas to
appear in black in zone B in the Fig. 10. The prediction of this
rapid change presents a challenge for most of the STF methods in
the literature. The three STF methods did not predict this change
and spectral artefacts were high in this area. While the fused

images obtained with adjusted bands led to a slight improvement
in spatial details in those zones, a more significant enhancement
was observed in the spectral characteristics of the area through
the reduction of green color in the burned region.

From the zoomed-in area, we can see in the bottom corners
of the fusion results of each STF method using the original
bands, that the predicted images by the three STF methods
present poor spectral quality, and the texture information is
barely visible. In the results provided by the FSDAF method, the
spatial information and the contours of the road can be seen in the
fusion, but the predicted Fit-FC images have almost no spectral
information. Our proposed bands improved and outperformed
the original bands in terms of spectral information. For example,
in zone A of the Fit-FC results, our proposed bands showed a
significant improvement.

In summary, the adjusted bands better preserve the spectral
information, which improves the spectral quality of the fusion.
The images generated with the adjusted bands are closer to the
target images in terms of both spectral information and spatial
texture. These results are consistent with the findings of the
quantitative evaluation.

IV. DISCUSSION

To our knowledge, there are no criteria for selecting the best
narrow spectral band to perform a STF when many narrow
spectral bands overlap with a wider band. In general, only one
of the overlapped bands is used during this process, neglecting
the spatial and spectral information contained in the rest of the
bands. This may lead to increase the spectral differences between
the sensors. This spectral difference is significant enough to
be considered to ensure accuracy in sensor measurements [37],
[38].
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Fig. 10. Illustrative comparison in Waterbank site for three prediction dates for the two zoom-in area mentioned in fig 9 (200 x 200 S2 pixels).

Although this aspect has been addressed in pansharpening,
considering the influence of SRF on the fusion process [22],
to our knowledge, our study is the first to extend it to the STF
case, considering more than one overlapped band. Inspired by
this seminal work, a new preprocessing strategy was proposed
to generate adjusted bands from multiple narrow bands that
include as much spectral and spatial information as possible. The
adjusted bands would be used as input for the fusion methods
without the need of modifying the STF methods.

In order to assess the efficacy of the proposed SRF-
adjustement strategy, different experiments were carried out,
including: 1) multiple narrow bands with different bandwidths;
2) different types of STF methods; and 3) the evaluation of
diverse sites that presented various challenging scenarios for the
STF. All results demonstrated that the adjusted bands allow the
STF methods to estimate fused images with higher quality, retain
more spatial details, and reduce spectral distortion, especially in
heterogeneous landscapes.

The first contribution of this work is that the results proved that
the proposed methodology was capable of generating adjusted
bands with spectral characteristics closer to the ground truth
than the original S3 bands. The spectral characteristics in the
NIR-Red-Blue compositions are closer to the ground truth, as
a consequence of including information from several narrow

bands through the use of band adjustment. The reason behind
this difference could be explained by how sensors react and
capture light from a certain wavelength. The wider spectral band
of the sensor (S2) has the ability to detect a higher amount of
energy reflected from Earth than the narrow spectral bands of the
sensor (S3); these differences generate discrepancies between
the reflectance values provided by the sensors to be compared
and/or combined. Adjustments of the S3 bands to the S2 bands
reduce these discrepancies by obtaining regression coefficients
to establish a relationship between the S2 and S3 bands. These
coefficients are then used to transfer the original S3 bands to
match the S2 bands.

It is important to note that some studies in the field (e.g., [13],
[39]) have preferred working with simulated S3 data over real
S3 data for the STF process. Wang and Atkinson [13] used simu-
lated S3 bands derived from S2 bands to assess the effectiveness
of the Fit-FC method in reducing uncertainties introduced by the
substantial disparities in spatial scale and spectral characteristics
between S2 and S3 sensors, which posed a significant challenge.
Only a few studies in the literature, apart from ours, have utilized
actual S2-S3 data in the fusion task (e.g., [40]).

From our study, the second finding that emerges is that the
SRF should be considered in the STF, including all the spectral
information provided by different narrow bands to reduce the
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effect of the sensors differences in the physical properties. In
addition, and on the basis of the fusion results obtained, both
quantitative and qualitative, it has been shown that the inclusion
of more spectral information as input for the STF methods
mostly mitigates not only spectral distortions but also spatial
differences. Moreover, the use of only one spectral band (when
multiple spectral bands exist) in the fusion despite the difference
in the spectral characteristics reduces the quality of the fusion
regardless of the STF methods. The results obtained in this article
support the idea of the importance of spectral information in the
STF process discussed in previous works [21], [41].

Third, the results of the first scenario showed a significant
improvement in the fusion results using adjusted bands; these
findings are consistent with previous studies that demonstrated
the sensitivity of land covers to SRF [37]. The STF methods used
in this study assume that both coarse and fine images capture
the same surface reflectance; in other words, the spectral differ-
ences between the coarse-fine images are not considered in the
fusion. This assumption may not be accurate, considering that
the sensors have different designs (SRF, different bandwidth,
imaging time, etc.), which makes the task of fusion even more
challenging. In addition to this assumption, the STF methods
used in this work have limitations in predicting small spatial
details when the size of this object is smaller than the coarse
pixel and a homogeneous pixel cannot be found within a window.
The strategy of the moving-window used in the three STF
methods sometimes leads to inaccurate estimation in a highly
heterogeneous landscape, since it is assumed that the reflectance
change of the coarse-resolution pixel equals the change of the
fine-resolution pixels within it. However, this assumption is not
always true considering the reasons mentioned earlier. Adjusted
bands significantly reduce the effect of differences in SRF as
shown in Fig. 4, leading to an improvement in prediction in
heterogeneous landscapes. SRF-adjusted spectral bands in the
fusion process provided ground truth-like images with improved
identification of spatial structures, as buildings or roads, which
are much better identified, independently of the heterogeneity
of the land covers.

The rapid change in land cover between reference and target
dates presents a challenge for most STF methods in the literature
[2], [17]. The spectral changes and diversity in the phenology,
especially in objects smaller than the coarse resolution pixel,
make it difficult for the STF methods to predict the changes,
thus sometimes generating incorrect values as shown in Fig. 10.
The results obtained in the second scenario, which involved
fusing images with high and rapid phenological changes, provide
strong evidence supporting the utilization of additional spectral
information to enhance the quality of the image fusion. Despite
the fact that the use of the adjusted bands in the fusion did
not provide a significant improvement of the spatial details,
the spectral similarity between the fused and the target date
has been improved, as shown in the prediction metrics. This
spectral correction of the input bands reduces the spectral
artefacts and differences, which improves the overall spectral
accuracy.

The visual results have been supported by the numerical
comparison of the quality of the fused images using the original
S3 bands and the adjusted bands.

With a few exceptions, the metric values obtained indicate
that, regardless of the spatial and spectral characteristics of the
source images, the spectral ranges, and the three methods used,
the substitution of the original spectral bands by the adjusted
bands provides fused images much closer to the reference (S2 at
the prediction date). Furthermore, when the average values of the
entire data set have been obtained, the differences in the fusion
indices with the original and adjusted reach an improvement of
more than 37%, in particular for some metrics and STF methods.
Thus, for example, for STARFM and FSDAF, the improvement
of the SAM metric is 16% and 23% in the blue range, 15% and
21% in the red range, both for the Maspalomas site and 21% and
19% in the NIR for the Waterbank site. A higher improvement
was recorded for the Fit-FC method with 23% for the blue range,
19% in the red range in the Maspalomas site, and 37% in the
NIR range in the Waterbank site. The improvement in Fit-FC
performance could be explained by its sensitivity to radiometric
errors and spectral inconsistencies between the two sensors.
With different percentages of improvement, these patterns repeat
for the different metrics, which seems to mean that the effect of
the use of the adjusted bands is not the same for different STF
methods. However, what can be ensured from the analysis of
the obtained results is that the use of adjusted bands provided
more homogeneous results (less variability) in a whole dataset,
regardless of the STF method considered for all spectral ranges
and for all metrics evaluated.

Finally, it should be noted that the results obtained are sus-
ceptible to being improved, either through the formulation of
the algorithm, considering either the temporal variance or the
spectral difference, which need to be investigated in the future.
Furthermore, in our study, we tested the effectiveness of includ-
ing SRF in the fusion for S2–S3 images; we call for more studies
for other sensors, since the phenomenon of band overlapping
is common in most sensors. It is strongly recommended that
differences in the SRF between sensors be further examined in
data fusion to reduce their impact on prediction results.

V. CONCLUSION

In this study, we explored the potential of bands adjustment
using the SRF to minimize spectral differences between sensors.
To achieve this, we proposed a new preprocessing strategy
based on linear regression, which combines multiple narrow
bands with an overlapping with one wide band. This process
generated an adjusted band that closely matches the spectral
characteristics of the wide band, which was then used as input for
three of most used STF methods instead of the original S3 bands.
The proposed methodology was tested at two different sites,
using real data from Sentinel-2 and Sentinel-3 satellites. These
sites presented diverse and challenging scenarios for STF meth-
ods. Our findings demonstrated that the proposed methodology
significantly enhances the spectral quality of the prediction of
S2-like images and improves the overall accuracy of the STF
methods. A final conclusion of the proposed preprocessing step
is that the inclusion with all the spectral available information
provided by multiple narrow bands can reduce the spectral and
spatial distortions resulting in a remarkable improvement of the
STF task.
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APPENDIX A
THEORETICAL BASIS

The sensor SRF represents the probability that a given sensor
will detect a photon at a given frequency. In this work, two
SRFs should be considered: the SRF corresponding to the HSLT,
designed as Rh(ν) and the SRF of the ith band of the LSHT,
designed as Rl,i(ν), with i = 1, 2, ...n. n being the number of
bands of the LSHT sensor. The probability that a photon will be
detected by the HSLT sensor can be defined as the probability
of the event h

P (h) =

∫
Rh(ν) dν. (A.1)

Similarly, the probability of the detection of a photon by the
LSHT sensor for a band i can be defined as the probability of
the event li (A.2).

P (li) =

∫
Rl,i(ν) dν. (A.2)

The probability of events (h) and li can be geometrically
understood as the area below their SRF.

Taking into account nh and nl,i are the number of photons
detected by HSLT and LSHTi. Total photons detected simulta-
neously by the HSLT and LSHT sensors nh,l,i could be defined
as

nh,l,i = P (h | li) · nl,i. (A.3)

Thus, given the number nh of photons detected by the HSLT
sensor, we can predict the number n′

l,i of photons that the LSHT
sensor should detect [22]. In term of image fusion, (A.4) provides
the the number of HSLT photons, which contain spatial details

n′
l,i =

P (li |h)
P (h | li) · nh. (A.4)

The relationship between the digital value and the TOA re-
flectance can be defined as follows [42]:

DN =
ρ · Es · cos θ
Gain · d2 · π (A.5)

where ρ is the reflectance of the top of the atmosphere (TOA),
Es is the solar irradiance at TOA, θ is the solar zenith angle,
(Gain) is the band-specific rescaling gain factor and (d) is the
solar-earth astronomical distance.

The spectral irradiance in the sensor aperture is an average of
the solar irradiance over the SRF range. The DN value can be
approximated by integrating the solar radiance weighted by the
product of SRF and TOA reflectance [24], [43]

Lt =
cosθlt

π · d2 · Gainlt

∫ λmax

λmin

Rl(λ)ρlt(λ)Et(λ)dλ (A.6)

where Lt is the DN value of the LSHT sensor on the time t,
Rl(λ) the spectral response of LSHT band at wavelength λ, ρlt
is the TOA surface reflectance at λ on t and Et(λ) is the TOA
solar irradiance on t at λ. Similarly, the DN value of the HSLT
sensor at t

Ht =
cosθht

π · d2 · Gainht

∫ λmax

λmin

Rh(λ)ρht
(λ)Et(λ)dλ. (A.7)

Taking into account the response function of the LSHT sensor
between λmin and λmax in the case where there is no overlap
between bands of the same sensor,Rl is a linear function between
λmin and λmax and could be written as follows:

Rl =

m∑
i=1

Ri
l (A.8)

where Ri
l is the sensor response corresponding to band i, with

i = 1, 2, ...,m, m being the number of LSHT bands in the
interval [λmin, λmax].

Using (A.8), (A.6) could be written as

Lt =
cosθlt

π · d2 · Gainlt

m∑
i=1

∫ λmax

λmin

Ri
l(λ)ρlt(λ)Et(λ)dλ. (A.9)

Equations (A.7) and (A.9) are converted to the equivalent
matrix form to simplify the calculation

Ht =
cosθht

π · d2 · Gainht

Rhρht
Et (A.10)

Lt =
cosθlt

π · d2 · Gainlt

m∑
i=1

Ri
lρltEt. (A.11)

Note that

Li
t =

cosθlt
π · d2 · Gainlt

Ri
lρltEt. (A.12)

Li
t is the DN value of the LSHT sensor at t that corresponds

to the band i that overlap with the same HSLT sensor band.
Similarly, we can obtain the DN value of both sensors for both
coarse and fine bands at t1 corresponding to the base date and
t2 corresponding to the prediction date

Ht1 =
cosθht1

π · d2 · Gainht1

Rhρht1
Et1 (A.13)

Ht2 =
cosθht2

π · d2 · Gainht2

Rhρht2
Et2 (A.14)

Li
t1

=
cosθlt1

π · d2 · Gainlt1

Ri
lρlt1Et1 (A.15)

Li
t2

=
cosθlt2

π · d2 · Gainlt2

Ri
lρlt2Et2 . (A.16)

In most STF methods, a band of each sensor is fused at a base
time t1, therefore, Li

t1
would be used in fusion. Calculating the

temporal changes from t1 to t2 for coarse sensors for the two
bands and the fine sensor band

Ht2 −Ht1 =
cosθht1

π · d2 · Gainht1

(Rhρht2
Et2 −Rhρht1

Et1)

(A.17)

Li
t2
− Li

t1
=

cosθlt2
π · d2 · Gainlt2

(Ri
lρlt2Et2 −Ri

lρlt1Et1)

(A.18)

For a given pixel (x, y), we assume that the difference in re-
flectance between a coarse-resolution pixel and a fine-resolution
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pixel is affected by system errors between the different sensors.
Thus, the relationship between the coarse and the fine resolution
reflectances for a given date is a linear function [44] as

F (x, y, t1) = a1 ∗ C(x, y, t1) + b1 (A.19)

where F and C are the reflectances of the fine and coarse
resolution sensors of the pixel (x, y) on the date t1 and a and b
are the coefficients of the linear model. Assuming that the system
errors and the land cover do not change from the date t1 to the
date t2, the model will have the same parameters: a1 = a2 = a.
Similarly to (A.19) and for the date t2 with the assumption that
b1 is small, we can obtain

F (x, y, t2)− F (x, y, t1) = a ∗ (C(x, y, t2)− C(x, y, t1))
(A.20)

and from (A.19) we get

F (x, y, t2)

C(x, y, t2)
=

F (x, y, t1)

C(x, y, t1)
= a. (A.21)

Equation (A.21) indicates that there is no change in the land
cover over time in the relationship between F and C in the
location (x, y). As a result, it is assumed that the ratio of TOA
reflectance remains constant over time at various wavelengths
since the SRF is constant over time [22]. Similarly, we obtain

ρht2

ρlt2
=

ρht1

ρlt1
=

ρh
ρl

· I. (A.22)

From (A.17) and (A.22) we can obtain

ρl1 ·R−1
h

π · d2 · Gainht1

cosθht1

(Ht2 −Ht1)

= ρh1
(ρl2Et2 − ρl1Et1) (A.23)

ρl1 ·R−1
h

π · d2 · Gainht1

cosθht1

(Ht2 −Ht1)

= ρh1
(Ri

l)
−1

π · d2 · Gainlt1

cosθlt1
(Li

t2
− Li

t1
). (A.24)

Using the equations above, given a coarse-fine pair of images at
date t1 and a coarse image at date t2, Ht2 can be calculated as

Ht2 = Ht1 + αi
(
Li
t2
− Li

t1

)
(A.25)

and

m.Ht2 = m.Ht1 +
(
α1

(
L1
t2
− L1

t1

)
+ · · ·+ αm(Lm

t2
− Lm

t1
)
)

(A.26)
we obtain

Ht2 = Ht1 +
1

m

m∑
i=1

αi(Li
t2
− Li

t1
). (A.27)

With

αi = Rh

(
ρh
ρl

I

)(
Ri

l

)−1 Gainlt1
· cosθht1

Gainht1
· cosθlt1

(A.28)

The coefficientsαi are easy to compute, most SRFs are available
online in the literature, and the TOA reflectance of the HSLT and
LSHT sensors at date t1 could be calculated from the DN value
using (A.5).

Similar equations to (A.25) have been used in the literature
with different meanings. Thus, the coefficients αi correspond to
the temporal variance from date t1 to date t2 in [45]; in [44],
they correspond to the error systems; in [46] they indicate the
spatial variance between the coarse and fine resolution sensors;
in [47] they represent the high-pass modulation between the two
sparsely represented LSHT; while in [48] they define the coef-
ficients corresponding to the spectral difference of the sensors.
In this work, these coefficients describe the contribution of the
SRFs to the adjustment of the spectral bands.

The relationship between radiance Top-Of-Atmosphere and
Bottom-Of-Atmosphere could be simplified as [49], [50]

TOAλ = BOAλτλ + I↑λ . (A.29)

TOAλ is the TOA spectral radiance, I↑λ is the spectral atmo-
spheric upwelling radiance; τλ is the atmospheric transmittance.
For HSLT and LSHT sensors we can obtain

LBOA.τ = LTOA − I↑ (A.30)

HBOA.τ = HTOA − I↑ (A.31)

We have then

HBOA

LBOA
=

HTOA − I↑

LTOA − I↑
. (A.32)

Under optimal atmospheric conditions and across various land
cover types with minimal presence of aerosols or haze, I↑ is
smaller than TOA and I↑ << HTOA& LTOA and we have [51] :

HBOA

LBOA
=

HTOA

LTOA
(A.33)

This is similar to (A.21), which indicates that the linear band
adjustment is also valid at the Bottom of Atmosphere.
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