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DANet-SMIW: An Improved Model for Island
Waterline Segmentation Based on DANet

Jiawei Xu , Jing Li , Xiaoyu Zhao , Kuifeng Luan , Congqin Yi , and Zhenhua Wang

Abstract—Segmentation of island waterline contributes to shore-
line movement analyzing, environmental monitoring, and inte-
grated coastal zone management. To achieve high efficiency and
high accuracy of island waterline segmentation in remote sensing
images, we proposed a model for island waterline segmentation
based on DANet (DANet-SMIW). In DANet-SMIW model, differ-
ent indexes (Normalized Difference Water Index and OTSU) were
taken as new channels added to input dataset, which enhanced
waterline’s spectral information. DANet backbone network was
improved by dense connection of DenseNet. Loss function, con-
sisting of binary cross entropy loss and Dice loss, was used to
resolve the sample imbalance problem, and then, rough results of
island waterline segmentation were refined by boundary refine-
ment module (BRM). In total, 2042 island images were taken as
experiment dataset, which were cropped from Landsat-8 images
and divided into 1634 images for training, 100 images for test-
ing, and 308 images for validation, and DANet-SMIW model was
compared against other models, including FCN-32s, DeepLabv3+,
PSPNet, Dense-ASPP, PSANet, ICNet, DuNet, and PIDNet. Results
demonstrated that DANet-SMIW model achieved the highest val-
ues with pixel accuracy and Mean Intersection over Union and
possessed higher segmentation efficiency than most other models.
Collectively, DANet-SMIW model was an integrated accurate and
efficient model for island waterline segmentation in remote sensing
images.

Index Terms—DANet, deep learning, island waterline, semantic
segmentation.

I. INTRODUCTION

SHORELINE of island is the intersection of land with water
surface, which is affected by waves, currents, tides, and

winds, and thus, it is dynamic and difficult to segment accurately
[1]. In contrast to shoreline, waterline of island is defined as
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boundary between water body and exposed tidal flat, and it
is recognizable in remote sensing images [2]. In recent years,
almost 70% of the world’s beaches are experiencing coastal
erosion due to sea level rise, coastal erosion and sedimentation,
and overexploitation of resources [3]. Dynamic monitoring of
the island waterline can provide a scientific solution. There-
fore, high-efficiency and high-accuracy segmentation of island
waterline contribute to a comprehensive analysis of shoreline
movement, environmental monitoring, and integrated coastal
zone management [4], [5].

Because the images captured by remote sensing technology
have a large monitoring range, fast information acquisition, and
low ground influence, it has been widely used for image seg-
mentation research [6], [7]. Compared with the Suomi National
Polar-orbiting Partnership and the Visible Infrared Imaging Ra-
diometer Suite [8], Landsat-8 images are publicly available and
have an order of magnitude improvement in resolution of 30 m.
In this study, Landsat-8 images were used for island waterline
segmentation.

Many methods had been applied to segment island waterline,
such as edge detection method [9], index analysis method [10],
thresholding method [11], wavelet transform method [12], etc.
Among them, Niedermeier et al. [12] used wavelet and active
contour methods to derive coastlines from SAR images by using.
Liu and Jezek [13] presented a comprehensive approach based
on a locally adaptive thresholding technique to effectively and
accurately extract coastlines from satellite imagery. Cheng et al
[14] proposed a graph cut-based supervised method to segment
the sea and the land from natural-colored images. All these
methods were based on manual annotation and crafted based
on domain knowledge, which were time-consuming.

Deep learning models had been widely utilized for object seg-
mentation due to their automatic learning capability and power-
ful predictive ability. For example, based on fully convolutional
networks (FCN), several research works proposed end-to-end
semantic segmentation models, which could take arbitrary input
sizes and get corresponding output sizes [15], [16]. Based on
encoder–decoder (ED), many research works fused multilevel
semantic features and obtained abundant contextual semantic
information, which could learn more classification information
at the pixel level [17], [18]. Based on multiscale and pyramid
(MSP), many studies captured global features and fused high and
low-resolution features with minimal additional computational
cost, which enabled a more comprehensive analysis of semantic
and spatial information [19], [20], [21]. Based on DeepLab,
many research works presented dilated convolution and atrous
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TABLE I
ADVANTAGES AND DISADVANTAGES OF DIFFERENT DEEP LEARNING MODELS

spatial pyramid pooling operations, which could solve feature
loss problems caused by downsampling, as well as the multi-
scale problem [22], [23], [24], [25]. Based on attention, several
studies applied the attention mechanism, which improved the
ability of feature extraction [26], [27]. Based on Transformer,
many research works utilized transformer methods for image
processing and modeling from global relationships, which could
capture relationships between global features and features and
retain more spatial information [28], [29], [30]. Table I showed
the advantages and disadvantages of different deep learning
models. Thus, deep learning models have been applied to remote
sensing images segmentation [31], [32]. There were still several
challenges in using deep learning models for island waterline
segmentation in remote sensing images, such as how to make full
use of multispectral information of remote sensing images, how
to improve segmentation accuracy of island waterline, especially
for small-size islands segmentation, such as those with an area
of less than 0.03 square kilometers, and how to solve sample
imbalance problem where there were more negative samples
than positive samples.

DANet was proposed by Fu et al. [33] to adaptively integrate
local features and global dependencies by capturing global
feature dependencies in the spatial and channel dimensions.
The position attention module (PAM) and channel attention
module (CAM) were used to filtrate key features. PAM extracted
information from feature maps through a convolutional network,
and then obtained attention weights for each position through

matrix multiplication and softmax processing, which could rich
contextual relationships into local features and capture new fea-
tures of spatial long-range contextual information [see Fig. 1(a)].
CAM directly calculated the attention weights between chan-
nels, extracted the response strength of feature channels through
a convolutional network, and then obtained the attention weights
for each channel through matrix multiplication and softmax
processing, which could dig into interdependencies between
channels and captured long-range contextual information in the
channel dimension [see Fig. 1(b)]. For island waterline segmen-
tation, DANet was better suited to deal with multichannel remote
sensing images. But the backbone of DANet had numerous
parameters for feature extraction that affected the computational
efficiency, and its repeated convolution operations caused fea-
ture loss, which limited the feature extraction capability of the
model. DenseNet was proposed by Huang et al. [34], which im-
proved the efficiency of information and gradient transmission in
the network, reduced the loss of low-level features, and increased
the utilization of features. Dilated convolution [35] was proposed
for expanding the perceptual field and acquiring more contextual
multiscale information without adding additional computational
effort. Therefore, in the semantic segmentation task, dilated
convolution often was used to compensate for the lost receptive
field [36].

In this study, we proposed a segmentation model for is-
land waterline segmentation on DANet (DANet-SMIW). In
DANet-SMIW model, taking DANet as a basic semantic
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Fig. 1. Attention module. (a) PAM. (b) CAM.

TABLE II
CHARACTERISTICS OF LANDSAT-8 REMOTE SENSING IMAGES

segmentation network, different indices [Normalized Difference
Water Index (NDWI) and OTSU] were added as new channels to
the input data, which enhanced spectral information of the island
waterline and contributed DANet-SMIW model to segment out
the island waterline. Improved DenseNet was taken as the back-
bone network of DANet-SMIW model, which could improve the
feature extraction capability of DANet-SMIW model, especially
for small-size islands. Binary cross entropy loss and Dice loss
were used as the loss function of DANet-SMIW model, which
solved sample imbalance problem and improved the accuracy
of the island waterline segmentation. Lastly, the rough segmen-
tation result was refined by the boundary refinement module
(BRM), which corrected the segmentation boundary of the island
waterline and reduced the probability of misclassification. The
experimental results showed that the DANet-SMIW model could
effectively segment out island waterline from remote sensing
imagery.

II. MATERIALS AND METHODOLOGY

A. Study Area

The image dataset was acquired using Operational Land Im-
ager (OLI) sensor in Landsat-8 and collected over Asia-Pacific
from 1 January, 2015, to 1 November, 2020. This scene consists

of nine bands with a spatial resolution, of 30 m. Fig. 2 showed
an example of some islands located in Asia-Pacific.1

B. Landsat-8

The Landsat-8 satellite was launched on 11 February, 2013,
and orbits the Earth in a Sun-synchronous near-polar orbit with
an altitude of 705 km, an inclination angle of 98.2°, and a
repetition period of 16 days, completing an Earth orbit every
99 min. The Landsat-8 satellite carries an OLI land imager with
nine bands and an imaging width of 185×185 km (see Table II).

C. DANet-SMIW Structure

Fig. 3 showed the flowchart of DANet-SMIW. Taking DANet
as basic semantic segmentation network, three modules were
improved. In input module, values of NDWI and OTSU were
considered as new channels added to input data. In segmentation
module, DANet backbone network was replaced by improved
DenseNet. In output module, the rough segmentation result was
refined by BRM [37]. In addition, binary cross entropy loss and
Dice loss were taken as the loss function.

1[Online]. Available: https://glovis.usgs.gov/

https://glovis.usgs.gov/


XU et al.: DANet-SMIW: AN IMPROVED MODEL FOR ISLAND WATERLINE SEGMENTATION BASED ON DANet 887

Fig. 2. Location of study area and example of data (bands 5, 6, and 4) from the study area.

Fig. 3. Flowchart of DANet-SMIW. (a) Input module. (b) Segmentation module. (c) Output module. The concat represented that the different data were
concatenated according to the channels, the DenseNet is the backbone network of the DANet-SMIW, the conv was the convolution operation, and the BRM is the
boundary refinement module.

D. Taking Values of NDWI and OTSU as New Input Data
Channels

DANet is designed for object segmentation in RGB images
and has challenges for island waterline segmentation in re-
mote sensing images, especially for multispectral features. Here,
different indexes were used to enhance island waterline’s spec-
tral information, including NDWI and Otsu’s thresholding
method (OTSU).

NDWI is normalized difference processing with specific
bands of remote sensing images to highlight the information
about water bodies [38]. NDWI is calculated by

NDWI =
p (Green)− p (NIR)
p (Green) + p (NIR)

(1)

where p(Green) represents the reflectivity of green band, and
p(NIR) the reflectivity of near-infrared band. NDWI values vary
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Fig. 4. Shape feature of islands extracted by NDWI.

Fig. 5. Rough segmentation result of island based on Otsu’s thresholding.

in the range of -1 to 1, with open water features tending to have
higher values greater than 0.

NDWI enhances the contrast between the water body and the
background through spectral calculations. The value of NDWI
was added to the input data of DANet-SMIW, which could en-
hance the shape feature of islands and inhibit part of background
noise. Fig. 4 showed the shape feature of island segmented by
NDWI. There were several fault segmentation results caused
by shadow areas and omit segmentation for small-size islands.
Thus, the rough result of island waterline segmented by Otsu
was used as another input channel.

OTSU [39] separates the object from background by searching
for the best threshold value. The optimal threshold value is found
after performing a comprehensive search to maximize the vari-
ance between foreground and background. Variance between
foreground and background g is defined as

g = w0∗w1∗(u0 − u1)
2 (2)

where w0 and w1represent the percentage of foreground class
pixels and background class pixels to image, respectively. And
u0 and u1 are average gray values of foreground class and
background class, respectively.

Fig. 5 showed rough results of islands waterline segmented by
OTSU. OTSU could generate a rough segmentation result and
provided identified foreground information with island water-
line. However, the segmentation of OTSU cannot be directly
used as the output result. Since OTSU needs to convert the
original image into grayscale, which will lose part of the feature
information, and while for multichannel images, the existence of
a large amount of noise will also affect the segmentation results
of OTSU.

In the input module of DANet-SMIW, both shape features
of islands segmented by NDWI and rough results of island
waterline segmented by OTSU were taken as new input channels.
In addition, the shape feature of islands was also used as a feature
vector to refine segmentation results in output module.

E. Improved DenseNet Backbone Network by Dilated
Convolution

To retain more object details without adding an extra number
of parameters, DenseNet was introduced to alleviate the vanish-
ing gradient problem, enhance feature propagation, and substan-
tially reduce the number of parameters. And in order to better
extract features from remote sensing images, this backbone
network was improved by dilated convolution (DenseNet-D).
As seen in Fig. 6, 7 × 7 Conv-BN-ReLU-MaxPool operations
were embedded after the input module. Then, dense blocks
and transition blocks of DenseNet-121 network were chosen
to segment semantic features of the island waterline, and dilated
convolutions were employed in the last two dense blocks.

F. Refined Rough Segmentation Result By BRM

To enhance the accuracy of island waterline segmentation,
a BRM was used to refine the rough segmentation result of
island waterline in output module. Fig. 7 showed the structure of
BRM. Taking the shape feature of island segmented by NDWI as
guidance, the shape feature and output feature were combined.
Feature vector was to supervise island waterline segmentation
task, which is defined by generating average pooling operation,
an attention vector by 1×1 convolution and sigmoid function,
features were selected and refined by multiplication operation,
and then the rough segmentation result of island waterline were
refined by two 3×3 convolution-batch normalization ReLU.

G. Taking BCE Loss and Dice Loss as Loss Function of
DANet-SMIW

Cross-entropy loss function of DANet is suitable for dealing
with multilabel classification tasks. Island waterline segmenta-
tion is a binary segmentation and has a larger number of back-
ground samples. Loss function of DANet-SMIW was combined
by two loss functions: BCE loss [40] and Dice loss [41].

BCE loss computes error for each pixel between prediction
and ground truth, which is formulated by

LossBCE = − 1

|Ω|
∑

i∈Ω
[Gi · logPi + (1−Gi) · log (1− Pi)]

(3)
where Ω represents the number of pixels in segmentation map,
Gi is the label of the ith pixel, and Pi is the prediction mask of
the ith pixel.

Dice loss is used to balance the positive and negative samples,
which is defined by

LossDice = 1− 2 ·G ∩ P + α

|G|+ |P |+ α
(4)

where G and P are the label image and the prediction image,
respectively. α can avoid that divisor that is 0 and overfitting
phenomenon, which is optional. Here, the parameter α is set to
0.00001. DANet-SMIW uses BCE loss and Dice loss together

Loss = LossBCE + LossDice. (5)
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Fig. 6. Structure of improved DenseNet (DenseNet-D).

Fig. 7. Structure of BRM.

Fig. 8. Island images with bands 5, 6, and 4.

III. EXPERIMENTS

A. Dataset

There were 2042 island images, which were randomly
cropped at 480 × 480 pixels. In total, 2042 island images were
split into 1634 images for training, 100 images for testing, and
308 images for validation. To ensure the validity of experimental
results, training and testing images were independent. Fig. 8
showed the image of data cube with spectral bands 5, 6, and 4.

B. Experimental Setups

Here, deep learning models were trained for a minimum of
100 and a maximum of 300 epochs. And learning rate was set to
1e-4, and batch size was set to 2. All models are implemented
using PyTorch 1.7.1+cu101 and executed on the Windows 10
platform with an NVIDIA Quadro RTX 3000 GPU.

C. Evaluation Metrics

Three evaluation metrics, including pixel accuracy (PA), mean
Intersection over Union (mIoU), and frame per second (FPS),
were calculated to estimate the performance of island waterline
segmentation result [42].

PA represents the ratio of pixels properly classified, divided
by the total number of pixels. For K classes, PA is defined as

PA =

∑K+1
i=1 pii∑K+1

i=1

∑K+1
j=1 pij

(6)

whereK + 1 classes includeK foreground classes and the back-
ground class, and pij is the number of classes i predicted as class
j. mIoU represents the average IoU over all classes, and IoU is
the area of intersection between the predicted segmentation map
and the label. mIoU is defined as

mIoU =

∑K+1
i=1

|Ai∩Bi|
|Ai∪Bi|

K + 1
(7)

where A and B denote the label and the predicted segmentation
maps, respectively. FPS represents frames processed per second,
which is used to evaluate the computation efficiency of models,
and FPS is defined as

FPS =
1

t
(8)

where t represents the time of processing a picture.

IV. RESULTS AND ANALYSIS

To evaluate the segmentation performance of DANet-SMIW
model, two comparison experiments were designed. In ablation
experiment, the loss function and each improved component
were analyzed. In comparison experiment, the segmentation
performance of DANet-SMIW model was compared with other
models, including the FCN-32s [43], DeepLabv3+ [44], PSPNet
[45], Dense-ASPP [46], PSANet [47], ICNet [48], DuNet [49],
and PIDNet [50]. To ensure the fairness of the experiment,
all models used the same training, validation, and testing sets,
and applied the same data preprocessing and normalization
techniques. In addition, for each model, the optimal parameter
settings were used, and multiple experiments were conducted,
with the average value as the final experimental result.



890 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

TABLE III
COMPARISON OF SEGMENTATION PERFORMANCE BETWEEN DANET-SMIW WITH DIFFERENT LOSS FUNCTION SETUPS

TABLE IV
COMPARISON OF SEGMENTATION PERFORMANCE BETWEEN DANET-SMIW WITH DIFFERENT SETTING

TABLE V
COMPARISON OF SEGMENTATION PERFORMANCE AMONG DIFFERENT MODELS

A. Ablation Experiment

Table III showed the performance comparison of models with
different loss functions, including DANet-SMIW with Cross
Entropy Loss, DANet-SMIW with Binary Cross Entropy Loss,
and our proposed DANet-SMIW. Compared with DANet-SMIW
with Cross Entropy Loss, the evaluation metrics of DANet-
SMIW, PA, mIoU, and FPS increased by 1.7%, 4.7%, and
0.4% respectively. Compared with DANet-SMIW with binary
cross entropy loss, the evaluation metrics of DANet-SMIW, PA,
and mIoU increased by 1.5% and 4.6%, respectively. And FPS
of DANet-SMIW was slightly worse than DANet-SMIW with
binary cross entropy loss. As a whole, combined with Cross
Entropy Loss and Binary Cross Entropy Loss, DANet-SMIW
could prominently enhance the accuracy and efficiency of island
waterline segmentation.

Table IV showed the performance comparison between abla-
tion studies. Taking the DenseNet as the backbone network, the
evaluation metrics of DANet-SMIW, PA, mIoU, and FPS, reach
97.86%, 92.31%, and 14.51 f/s, respectively, which showed

the applicability of DenseNet for feature extraction of remote
sensing images. Augmented the input channel module by NDWI
and OTSU, the evaluation metrics of DANet-SMIW, PA, mIoU,
and FPS reach 98.63%, 95.12%, and 13.21f/s, respectively,
which demonstrated that enhanced spectral features of the island
waterline contributed to the DANet-SMIW model for segmenta-
tion. Used BRM to refine the segmentation result, the evaluation
metrics of DANet-SMIW, PA, mIoU, and FPS reach 99.08%,
96.36%, and 12.52 f/s, respectively, which indicated the BRM
could optimize the rough segmentation result. As a whole,
the proposed model DANet-SMIW significantly improved the
accuracy and efficiency of island waterline segmentation.

B. Comparison Results

The DANet-SWIM model was compared with FCN,
DeepLabv3+, PSPNet, DenseASPP, PSANet, ICNet, DuNet,
and PIDNet, on the island waterline dataset. Fig. 9 and Table V
showed the comparison of segmentation performance among
different models. The result demonstrated that DANet-SWIM
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Fig. 9. Segmentation results of island waterline by different models.

model outperformed all other models and yielded the highest
PA of 99.08±0.13 and the highest mIoU of 96.36±0.15. Com-
pared with FCN, DeepLabv3+, PSPNet, DenseASPP, PSANet,
ICNet, DuNet, and PIDNet, the PA value of DANet-SWIM was
increased by 6.19%, 14.39%, 5.23%, 3.69%, 7.54%, 5.62%,

4.63%, and 3.41%, respectively, and the mIoU value of DANet-
SWIM was increased by 17.83%, 35.99%, 14.68%, 14.60%,
16.82%, 12.92%, 10.78%, and 16.58%, respectively. The seg-
mentation speed of DANet-SWIM was faster than that of the
DeepLabv3+, PSPNet, PSANet, DuNet, and PIDNet, but was
slightly slower than that of FCN-32s, Dense-ASPP, and ICNet.

In addition, the visualization results could be found in Fig. 9.
Fig. 9 provided a more intuitive illustration that DANet-SMIW
model had better segmentation performance. For example, the
first and third columns indicated that only the segmentation
results of the DANet-SWIM model were more consistent with
the boundary contours of the labels. The second and fourth
columns showed that only DenseASPP and DANet-SWIM mod-
els could segment the small-sized island waterlines. While the
segmentation results of DANet-SWIM were closer to the labels.

In conclusion, DANet-SWIM showed powerful multispectral
data analysis capabilities and effectively reduced false segmen-
tation rate.

V. DISCUSSION

The advent of era of Big Data promotes the development and
application of remote sensing. And remote sensing images have
been used in surveillance, security, traffic and environmental
monitoring, and so on [51]. At the same time, with continuous
innovation of deep learning technology, there are many excellent
semantic segmentation models proposed.

Island waterline segmentation in remote sensing images is
particularly valuable for marine monitoring and sea island man-
agement. Traditionally, manual monitoring is time-intensive and
expensive [52]. In recent years, deep learning has made remark-
able progress in the field of image segmentation. And some deep
learning models were used to island waterlines extraction [53],
[54]. However, severe challenges, such as the inability to fully
utilize the multispectral information of remote sensing images,
and widely distributed small-size islands limit the performance
of deep learning models to a great extent. Therefore, we designed
a deep learning model for island waterline segmentation in
remote sensing images.

In the input module, the addition of NDWI and OTSU chan-
nels enabled DANet-SMIW model to obtain more information
on the spectral features of island waterline. Compare with the
model using only RGB data, the DANet-SMIW model presented
a more accurate segmentation of island waterline, as shown in
Table III. The additional NDWI and OTSU channels contributed
to the full utilization of multispectral images to improve the
accuracy of segmentation result.

In the segmentation module, the improved DenseNet could
better extract object features. Benefitting from the feature extrac-
tion capability of the improved DenseNet, the DANet- SMIW
model was able to segment out island waterline with higher
accuracy and efficiency, as confirmed in Table III. In addition,
it also enhanced the ability for small-size island waterline seg-
mentation.

In the output module, the shape feature of island segmented by
NDWI was taken as guidance, and the BRM was introduced to
refine the rough segmentation result of island waterline. Through
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the refinement, the DANet-SMIW model further provided better
accuracy of island waterline segmentation.

In addition, the sample imbalance problem was addressed by
two loss functions, as shown in Table II. Overall, the DANet-
SMIW model achieved the best performance compared with
other semantic segmentation models, as shown in Fig. 9 and
Table V.

Nonetheless, there is still some work to be done in our study.
The DANet-SMIW model shows great potential in improving
the accuracy of segmentation results, but the efficiency is slightly
slower than ICNet and DenseASPP. In future work, we will
further improve DANet-SMIW model to enhance the accuracy
and efficiency of island waterline. And combined with the tidal
information, we will attempt to segment the coastline of island.

VI. CONCLUSION

In this study, a segmentation model DANet-SMIW was pro-
posed for island waterlines segmentation in remote sensing
images. To take advantage of multispectral of the remote sensing
images, the input module is augmented by NDWI and OTSU.
To overcome the omit segmentation phenomenon for small-
size island, the segmentation module was improved by dense
connection. To refine the island waterline, the output module
is optimized by BRM. And then, taking binary cross entropy
loss and Dice loss as the loss function, DANet-SMIW was im-
proved to solve the problem of samples distribution imbalance.
Compared with other segmentation models, including the FCN-
32s, DeepLabv3+, PSPNet, Dense-ASPP, PSANet, ICNet, and
DuNet, our proposed DANet-SMIW model could significantly
enhance segmentation accuracy. And in the future, we plan to
accomplish dynamic monitoring of the island waterlines.
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