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MDBES-Net: Building Extraction From Remote
Sensing Images Based on Multiscale Decoupled
Body and Edge Supervision Network

Shengjun Xu“, Miao Du"”, Yuebo Meng

Abstract—The extraction of buildings in aerial remote sensing
applications is an important and challenging task. Most existing
methods extract buildings based on local area attention, ignoring
the loss of accuracy due to the global structure of the building.
However, global structural features of buildings with strong cou-
pling relationships in complex scenes are difficult to extract, such
as the edges and bodies of buildings, leading to discontinuous
results. Therefore, multiscale decoupled body and edge supervision
network (MDBES-Net), which can consider both edge optimization
and inner consistency, is proposed to solve these problems. MDBES-
net consists of the body-mask-edge consistency constraint base
network (BMECC), decoupling the body and edge aware module
(DBEA), and the channel decoupled attention module (CDA). First,
body-mask-edge consistency constraint supervision is established
by body and edge labels to jointly improve the segmentation effect
in the BMECC base network. Second, in the mutiscale DBEA
module, building features are warped by a learnable flow field
to make body parts more consistent and edges more detailed.
Finally, the CDA module performs adaptive calibration of the
recoupled feature map channel response to minimize external back-
ground noise interference. Experiments on the open Massachusetts
building dataset, WHU Building Dataset show that the proposed
MDBES-Net can accurately extract buildings in complex scenarios,
enabling complete building segmentation with refined boundaries
and improved internal consistency.

Index Terms—Body and edge decoupled awareness, boundary
optimization, building extraction, flow field, remote sensing image.

1. INTRODUCTION

S THE world’s land resources become increasingly scarce
and the pressure on the environment intensifies, it is im-
portant to balance land development with the carrying capacity
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of resources and the environment. As one of the main con-
stituents of the resource environment, buildings have inevitably
become the focus of researchers’ attention [1]. Remote sensing
imagery is an important means to obtain information on land
features, and the extraction of buildings from high resolution
remote sensing imagery is crucial for applications, such as the
unauthorized building monitoring, automatic extraction of urban
areas, map updating, urban change monitoring, urban planning,
three-dimensional (3-D) modeling and digital city establishment
[2].

In the past, traditional image processing methods enabled
automatic extraction of buildings from remote sensing images.
Building feature extraction predominantly relied on traditional
feature extraction algorithms, including corner detection oper-
ator [3], edge detection operator [4], image transform [5], and
histogram [6]. Some researchers have applied active contour
region segmentation methods [7], [8] to construct building struc-
tural information and segment images into regions with similar
and homogeneous properties. Nonetheless, these conventional
methods are incapable of fully extracting the structural charac-
teristics of buildings in complex environments, resulting in sig-
nificant loss of edge texture information during down-sampling.
Additional information, such as digital elevation model data [9],
[10] and GIS data [11], contains richer spatial geometric infor-
mation from remotely sensed images, which can enhance the
accuracy and robustness of the model. However, these methods
are expensive, inefficient, and exhibit weak generalization per-
formance. Human-computer interaction [12] relies on a manual
interpretation method guided by personal and expert experience.
It offers visualization, analysis, and convenience, with a “what
you see is what you get” feature. However, it is prone to human
biases and subjectivity, making it unsuitable for remote sensing
image research.

In recent years, remote sensing techniques based on deep
learning image processing have developed rapidly. The extensive
use of semantic segmentation methods has been shown to be
effective for a variety of pixel-level classification tasks [13].
Among them, the typical fully convolutional network (FCN) [14]
breaks the traditional piecewise barrier by replacing the final
fully connected layer with a convolutional layer, successfully
realizes pixel-level classification, and performs well in many im-
portant semantic segmentation tasks. Some studies have added
innovations such as attention modeling and expanding sensory
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field based on the FCN framework, and achieved good building
extraction results [15], [16], [17]. However, accurate building
extraction from remote sensing images is still affected by various
factors. On the one hand, the buildings themselves have spatial
diversity, complex morphology, different sizes, and roof material
transformations, leading to incomplete building segmentation
results and lack of internal consistency. On the other hand, the
lack of morphological structural features in building imaging
due to geographic interference from roof shadows and tree
occlusion leads to blurring and discontinuity of extracted edges.
Accurate building segmentation performance requires accu-
rate modeling of building edges [18]. Recently, several studies
have used post-processing techniques [19], or enhanced bound-
ary information description [20], [21], to refine edge segmen-
tation by extracting edge features and assisting in generating
building segmentation results with enhanced boundary informa-
tion. Some other researchers have used a priori fully connected
conditional random fields [22] to address the problem of building
detail texture loss and edge smoothing during down-sampling.
However, these methods cannot address the hazard of coupling
edge features to the complete features of the object during feature
extraction, resulting in the loss of structural features, which to
some extent hinders the complete extraction of edges of interest.
Several studies have attempted to use multitask learning net-
works for semantic segmentation and edge detection [23], where
building extraction and edge detection are categorized into dual
streams of learning and information fusion interactions, which
are typically combined with HED edge detection [24]. This dual
stream of network learning prevents the model from accurately
obtaining contextual information about the edges. There is also
some work on frame field learning [25] and boundary constraints
[26] to learn the process of aligning features at different scales
during down-sampling to capture more information about the
spatial localization of edge features. Some researchers have also
modeled boundary direction fields along building boundaries in
the decoder [27], [28] to guide the inward aggregation of edge
features. However, these methods do not take into account the
fact that the edge features are strongly coupled in the overall
features of the building, and the background complex noise
hinders the presentation of the edge characteristics, resulting
in blurring and discontinuity of the edges of the building.
Channel attention mechanism plays an important role in im-
proving the performance of internal integrity of objects [29].
Inspired by the classical SENet [30], researchers have proposed
a series of networks that combine spatial and channel attention,
such as DenseNet [31], SCAttNet [32], WFCA [33], FCANet
[34], ECA-Net [35], and SKNeT [37]. SCAttNet [32] semantic
segmentation network integrates lightweight spatial and channel
attention modules that adaptively refine features to address the
problem of small inter-class variance in semantic segmenta-
tion. WFCA [33] and FCANet [34] added attention weights
in both frequency and spatial domain dimensions, respectively,
to learn meaningful features in the channel space. ECA-Net
[35] proposes a local cross-channel interaction strategy that
does not require dimensionality reduction while overcoming
performance and complexity tradeoffs. ReXNet [36] devised an
efficient search method for channel configuration by means of

block-indexed piecewise linear functions. SKNeT [37] proposed
a dynamic selection mechanism for convolutional kernels that
can capture target objects at different scales and maximize the
generalization performance of the model. However, these studies
have not explored the importance of inter-channel correlation
structural features that capture the intrinsic distribution of the
feature space and characterize the full diversity of features.

To solve the problems of blurred edges and internal in-
consistencies and discontinuities, MDBES-Net is proposed for
building segmentation in complex remote sensing scenes. First,
we construct a body-mask-edge consistent constraint (BMECC)
based network to explore the implicit spatial relationship of
the interaction between edge and body, and mine the global
structural feature information of the building. We then further
introduce a decoupling the body and edge aware (DBEA) mod-
ule, which use a learnable semantic flow field to warp each pixel
toward the inner part of the object to maintain the consistency
of the body part of the building and generate fine edges. Finally,
the channel decoupled attention (CDA) module is introduced to
capture the global structural information of the remote sensing
image building by mining the structural correlation between
the body and edge reconstruction coupled feature map chan-
nels to suppress background noise. Experiments on the open
Massachusetts building dataset and the WHU aerial building
dataset show that MDBES-Net achieves excellent performance
in generalization and robustness.

The contributions of this article are threefold.

1) BMECC supervises the segmentation of buildings at three
structural levels: edge; body; and object. The loss function
for Body-Mask-Edge consistency constraints is designed,
with different loss functions and weights allocated to each
region to achieve multilevel fine segmentation.

2) DBEA is proposed to decouple the overall structural fea-
tures of a building at three different scales by warping each
pixel towards the interior of the building through a learn-
able semantic flow field, which improves the consistency
of the building body and refines the edges of the building.

3) CDA is developed to extract the spatial distribution rela-
tionship of features by coupling edge and body features.
This improves the compatibility of body and edge features
in the channel dimension, suppressing background noise,
and guiding edge fine segmentation.

The rest of this article is organized as follows. Section II
introduces the details of the proposed MDBES-Net. Section III
presents the implementation details of the experiments and
discussion. Finally, Section IV concludes this article.

II. METHODOLOGY
A. Overview of Proposed Method

The overall structure of the network is shown in Fig. 1. First,
in the encoding stage, the baseline network uses multi-layer
convolutional operation stacking to extract features from the
input remote sensing images, and obtains low-level semantic
features with spatially textured complete and strongly correlated
high-level semantic information, respectively. Second, in the
decoding stage, the proposed DBEA module decouples the
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Fig. 2. Detailed process of the body-mas-edge consistency constraint
framework.

decoded features containing multi-scale feature information into
body features and edge features, and conducts deep supervision
on both features to explore the coupling relationship between
the intra-class features. Then, Atrous spatial pyramidal pooling
(ASPP)is embedded between encoding stage and decoding stage
to achieve inference of global contextual information and better
utilize multi-scale feature information of buildings. Finally, the
CDA is used to eliminate inter-class noise interference factors
in the recoupled feature map and suppress the background noise
of building images.

B. Body-Mask-Edge Consistency Constraint Base Network

The BMECC baseline network in this article uses a typical
coding-decoding structure as shown in Fig. 2. The input tensor
is expressed as I € RO*H*W where the number 3 refers to
the number of channels of the input image, and H, W are the

&

————— - -

Channel Decoupling Attention Module

height and width of the feature map, respectively. There are
five layers in the coding stage. We use the convolution block
to extract image features and increase the number of channel
dimensions. The convolution block is two convolution layers
with a kernel size of 3 x 3 followed by batch normalization and
ReL.U activation, and x 2 indicates that the convolution block is
stacked two times. To obtain more high-level semantic features,
the maximum pooling operation is applied to sample deeper
network depth, and the convolutional block of the previous
layer and the two-fold down-sampling operation are repeated
in turn to obtain feature maps of {x', 22 2% 2* 25} feature
map, respectively.

The decoding process can be divided into four layers of fea-
ture map of different sizes {y!|VI € [1,2, 3, 4]}. The proposed
method uses a bilinear interpolation algorithm with a scale factor
of 2 for up-sampling. In order to fuse the high-level semantic
features with the low-level texture detail features, the feature
maps z! and y! with the same size in the coding and decoding
stage are connected together in the channel dimension, and
then restored to the pre-stitching channel dimension after the
convolution operation. Finally, convolution with a kernel size
of 1 is used to supervise the body feature, edge feature and
final segmentation result in the prediction stages to learn more
about the structural features of the building. In particular, in
order to enhance the multiscale feature expression ability of
the network on the codec structure, in the last layer of the
encoding stage, ASPP is embedded, and the multi-scale context
information is encoded by parallel convolution to enhance the
representation of convolutional features and learn more about
the global contextual information of the building. The detailed
process of network decoding is as follows.

First, input I can obtain multiscale low-level feature maps
x! by convolution and down-sampling operations in turn. The
contextual feature representation is enhanced at the deepest layer



522 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

High-level
feature map

Ay

Low-level
feature map

Fig. 3.

Thoughts on our decoupled features map.

of the network using ASPP. The formula is expressed as follows:

Conv([), =1
' ={ Conv[®(z1)], le{2,3,4 (1)
ASPP{Conv[®(z!"1)]}, =5

where Conv(-) represents the convolution operation with kernel
size 3. ®(+) denotes the 2x Max pooling operation. ASPP(-)
stands for ASPP operation.

Second, the decoding layer feature map »'~! and the corre-
sponding encoding layer feature map '~ are stitched together
in the channel dimension. The spliced features are then subjected
to a dimensionality reduction operation by convolution, and the
overall process can be expressed as follows:

yl =@ty )

where ¢ (-) denotes concatenate splicing operation in the channel
dimension.

Finally, the DBEA module is proposed to decouple feature
map ' into edge feature map y. and body feature map v,
and then the corresponding elements of them are added and
recoupled into the full structure of the building segmentation
feature map y;. The following formulas can express it as follows:

{yL, 44} < Decpl (y'|VI = 1,2,3) 3)

where Decpl(+) denotes the feature decoupling process.

Note that the DBEA module is embedded before feature map
yt, y2, and 33, respectively, and the CDA module is embedded
before the final prediction. For more information, please refer
to following section. The final layer of the network uses three
classification heads to make predictions for the body, edge,
and final building segmentation, respectively, followed by a
Sigmoid activation function to obtain the extraction results for
the building objects and edges.
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Fig. 4. Illustration of the decoupling body and edge aware module.

C. Decoupling the Body and Edge Aware Module

As shown in the first row of Fig. 3, the natural remote
sensing building images are input to CNN network, which
can be decoupled into high-level feature map and low-level
feature map according to the depth of the network. The low-level
feature map in shallower networks contains more spatial detail
information from the images, and the high-level feature map
have richer semantic information in deeper networks [39]. In
remote sensing image labels, the building labels can be divided
into edge part and body part from the structural level. Through
this idea of decoupling semantically and structurally, building
extraction in remote sensing images usually perceives the entire
building through the body and edges of the building’s roof,
however there is a strong coupling relationship between the
internal smooth body and the external abrupt edge. The body
has an outward expanding and inward compacting quality, and
edge has a quality of limitation and restriction. Therefore, if
the network cannot distinguish between the extended body and
the constraint edge features at the true edge position, it will
often cause the building edge to expand and deform outward,
resulting in blurred building segmentation edges. Due to the
strong coupling between body and edge in the high-dimensional
image space of remote sensing buildings, it is challenging to
effectively decouple the structural feature information of body
and edge and learn the interactions between the two. Inspired by
the theory of decoupling, building features can also be decoupled
into two structural feature components at the feature map: the
building body feature and the building edge feature.

1) Flow Field Generation: The flow field can be seen as an
implicit spatial representation of the squeezing process along
the direction normal to the edge of the object [38], [39]. To
generate a flow that points primarily to the center of an object,
highlighting the features inside the center of an object as an
explicit guide is a reasonable way to generate a more consistent
representation of features for pixels within the same building.
As shown in Fig. 4, a learnable flow field is designed, which
is used to warp the original feature map in order to obtain an
explicit representation of the body features of the building.

First, low-level features provide detailed location information
for edge prediction, high-level features highlight the complete
semantic information inside a complete building. Dimension-
ality reduction compression of input F' by two consecutive
convolution operations with no change in channel dimension.
The feature map after dimensionality reduction is Fj,y,. The
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formula is expressed as
Fow = Brllconv(F)] 4)

where [conv(+) denotes convolution operation (kernel size is 3,
stride is 2, padding is 0), Br(-) denotes batch normalization and
ReLU.

Second, up-sample Fi,y to size H x W by differentiable
bilinear sampling mechanism [40], this allows the network
model to learn invariance to translations, scale transformations,
rotations, and more common distortions. and Fj,, concatenate
splice with F'in the channel dimension. Finally, applying 3 x 3
depthwise convolution layer to the stitched feature map to obtain
the flow field 6 € R2**W The following formulas can express
it:

d = Dconv(F || Fiow) (5)

where Dconv(+) represents depthwise convolution operations, ||
represents a combination of up-sampling and channel splicing
operations.

2) Feature Warp: The warp process is flow-based extrusion
feature generation method, the continuous convolutional oper-
ation for dimensionality reduction is utilized to simulate the
dynamic extrusion process of features. § € R2*7*W j5 obtained
from the flow field generation, where the value within J signifies
the pixel offset. 2 channels denote the pixel offset in the z and y
axes correspondingly. A positive x value indicates a feature off-
set to the left, and a negative value indicates an offset to the right.
Similarly, a positive y value indicates an upward feature offset,
while a negative value indicates a downward feature offset.
When there is no corresponding original pixel after coordinate
transformation, the algorithm will use bilinear interpolation. the
specific warp process is shown in Fig. 5. The input pixel point
(z1,y1) is transformed using the obtained flow field offsets
(u1,v1) to determine its new position (z1 + u1,y1 + v1), which
denotes the degree to which the low-resolution feature map is
aligned with the high-resolution feature map features via the
warp process. However, the coordinates of this corresponding
point are not necessarily integer values, so interpolation or
neighborhood values are used. In particular, Each position p;
on standard spatial grid €2; is mapped to a new point p; via
p1 + 01(p1), then we use the differentiable bilinear sampling
mechanism to approximate each point p,. in Fyoqy. The formula
is expressed as follows:

> w,F(p) ©6)

PEN (p1)

Fbody (pL) =

<]
Frge
C X HXW
C X HXW COIZ;D mmm
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Fig. 6. Illustration of the CDA module.

where w),, indicate bilinear kernel weights on warped spatial
gird, calculated from flow map §. IV denotes the total number of
feature pixels input to the target to be segmented.

3) Decoupled Edge: At the level of the building object struc-
ture, the edge feature and the body feature are strongly coupled
in acomplementary geometric space dimension. Our approachis
to learn that the flow field generated by the network itself warps
F' towards the interior of the object to obtain Fi.qy. The edge
feature retains the fine edge geometry and is obtained by explicit
subtraction with constrained properties. Specifically, the original
feature F'is subtracted from the pixel value of the corresponding
position of Fy,gy to the remaining Fgge. The formulais expressed
as follows:

Feage = conv(F — Fioqy) @)

where conv(+) denotes convolution operations with kernel size 3.
Specifically, we embed the DBEA module into y1, 2, y3 layers.
However, we only supervise Ftqge and Fiogy Obtained by decou-
pling layer y;, The output of the DBEA module in layers y» and
ys is the body and edge recoupled feature Frc. The specific
formula is as follows:

Frc = Fedge + Fbody (8)
Fpredge = Sigmoid[Conv(Feqge)] 9)

Forbody = Sigmoid[Conv (Fioay )] (10)
where Conv(-) is the prediction head (the convolution operation
with kernel size 1. output channel is 1), Fireqge, Fprbody denote
building edge prediction results and body prediction results.

C. Channel Decoupling Attention Module

In order to fully couple edge features and body features
in the spatial dimension and to improve the structural feature
representation ability of the coupled feature mapping, a channel
decoupling attention module is proposed. We mainly use to
model the spatial distribution relationship between edge fea-
tures and body features in the channel dimension, simulate the
interdependence between them so that the edge features and
body features align structural feature responses one by one in
the channel dimension, form complementary relationships in
each channel, and adaptively calibrate the channel dimension
feature responses. As shown in Fig. 6, the CDA module can be
divided into three parts: split; fuse; and select.
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1) Split: The inputs to the module are edge and body feature
maps. For the given Frgge, Fhody € R | the decoupled fea-
ture maps are weighted in the spatial and channel dimensions,
aiming at mining the correlation relationship between the edge
structure and the body structure embedded in the channel.

2) Fuse: For the given Figge, Fhody € ]RCXHXW, we first use
element-wise addition spatial scale transformation to struc-
turally recouple the edge features and body features of the
building to obtain Frc, then the global average pooling is used
to deflate the Frc, and the 1-D convolution is used to construct
the coupling correlation relationship between edge features and
body features in the channel dimension. Finally, the channel
weights are obtained using the Sigmoid activation function. The
process is expressed as follows:

{V, S} = Sigmoid {Conv (GAP (Frc))} (11)
where GAP(-) denotes global average pooling. Conv(+) denotes
convolutional operations (kernel size is 1 x 5). Sigmoid(-)
denotes sigmoid activation function. V, .S represent the edge and
body channel weight, respectively.

3) Select: The correlation between structural features and
edges of building bodies in remote sensing imagery is captured in
the channel dimension, and the correlation of structural features
between channels is learned by adaptively enhancing channels
with significant structural features between adjacent channels
and suppressing channels with minor features. The process is
expressed as follows:

F' = (Fogge ® V) +

(Fhody ® S) (12)

where ® denotes element-wise product of channel.

D. Body-Mask-Edge Consistency Constraint Loss Function

In order to improve the smoothness of segmentation results,
and prevent the overfitting of the network model, the loss func-
tion of the building edges and the body consistency constraint
is proposed, which decouples the building edge features from
the body features, and learns the structural features separately
in a data-driven way to refine the edges, which improves the
overall segmentation accuracy. Different loss functions are used
according to the different segmentation regions. As shown in
Fig. 7, Fgeg7 Fedge, Fbody represent building segmentation labels,
edge labels and body labels, where the edge label is obtained by
traditional Canny edge detection [41] and the body is obtained
by subtracting the edge label from the building segmentation
label. Feg, Fedge, Fhody Tepresent building prediction results,
edge prediction results and body prediction results, respectively.
Corresponding labels and prediction maps two by two do loss
to each other to get the total loss L as follows.

Sub represents subtractive operation.

L= )"1Lseg + )\2Ledge + )"3Lb0dy (13)
where Lieg, Ledge, Lbody denote final building segmentation loss,
edge loss, and body loss, respectively. A1, A2, A3 are the hyper-
parameters that controls the weighting between the three losses.

Loss ., tLosS pep CD:'

Edge
l-[ead

edgL

Fig. 7.
function.

Structure of body-mask-edge consistency constrains the loss of

The specific losses for each component are defined as follows:

seg Z Fseg i ( edge, 1) IOg ( seg, 1)

Ledge = A4losspce (Fedgev Canny( Aseg))

(14)

+ A5l05Sdice (Fedge; Canny(ﬁseg))
= AylosspcE (Fedgm Fedge) + A5l0s5gice (Fedge7 edge) (15)

Lbody = losspcE (Fbodya Fseg - edge)

= l0sSBCE (Fbodyyﬁbody> (16)
- 1 -
lossgck (i, 9i) = N Zyz x log (¥:)
+ (1 —yi) x log (1 — @) (17)
~ 25 Ny x i + 1
TosSee (i 1) = 1 — it Y X9 (18)

N N -
Yoo v Uil

where Fi, ; is the predicted probability of pixel i, Fseg,i is the
label value of pixel ¢, IV denotes total number of pixels. Canny(+)
indicates Canny edge detector.

For the overall loss L, we empirically set the parameters
A =1, Ao =25, A3 =1 and A4 = 1 according to their loss
magnitudes to balance the small percentage of pixels on the
edge areas. For L., we use edge prior knowledge combined
with weighted cross entropy loss [42]. First, let the total number
of edge pixels be n, when pixel ¢ is on the building boundary,
p[Fedge,d = N —n/N, and when pixel ¢ is on a nonbuilding
edge or background area, ,D[Fedge,i] =n/N. The goal is to
balance the situation where the edge pixels account for a small
fraction of the building segmentation by rewarding the model
for paying more attention to the segmentation at the edges.
Finally, we set K = 0.1 x n to balance positive and negative
sample imbalances. For Lege, the best performance of the
model is achieved when we set A5 = 0.4 or 0.004. See abla-
tion experiments in Section III-F-4) for a detailed description.
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Body-mask-edge consistency constraint loss function can can
divide different regions according to the structural features of
the building and assign different weights to explore the structural
features in an end-to-end manner and refine the edge features to
achieve optimal network performance.

III. EXPERIMENTS AND DISCUSSION
A. Implementation Details

The experimental platform is equipped with an Intel Xeon
E5 2650 processor (a 376 GB RAM, Intel Corporation, Santa
Clara, California, USA), four NVIDIA 2080Ti 12G graph-
ics cards (Nvidia Corporation, Santa Clara, California, USA).
The deep learning framework uses pytorch-1.8, and NVIDIA’s
CUDA11.2 GPU running platform and cuDNNS.0 deep learning
GPU acceleration library. During network training, the proposed
network is set training parameters batch size of 12, epoch of 131,
initial learning rate of 0.001, and optimized using Adam opti-
mizer. During the training process, the learning rate is adjusted
by decaying every 10 epoch indices with a decay coefficient
of 0.1.

B. Dataset

To evaluate the effectiveness of the proposed MDBES-Net in
this article, we perform validation experiments using the Mas-
sachusetts building dataset [43] and the WHU aerial building
dataset [44]. The WHU aerial building dataset consists of aerial
and satellite imagery. In our experiments, we select the widely
used aerial subset to evaluate the MDBES-Net algorithm has
effectiveness and robustness. It consists of more than 220 000
individual buildings covering an area of more than 450 square
kilometers with a ground resolution of 0.3 m. 4912 of these
images were used as the training set, 1637 images for the
validation set, and 1638 images for the test set, and each image
was cropped to 512 x 512 pixels. The Massachusetts building
dataset consists of 151 aerial images of the Boston area, each of
which is 1500 x 1500 pixels in size, with a spatial resolution
of 1 m and an area of 2.25 square kilometers. Meanwhile, the
dataset covers an area of about 340 square kilometers, of which
91 images are used as a training set, 30 for testing, and 30 for
validation. To facilitate training and evaluation, each image was
cropped to 256 x 256 pixels.

C. Evaluation Metrics

To quantitatively facilitate the analysis of the segmentation
performance of the proposed MDBES-Net, the semantic seg-
mentation evaluation metrics used in this article are: precision;
recall; intersection over union (IoU); and F1-score. The specific
formula is expressed as follows:

IoU = TP/ (FN + FP + TP) (19)
Flscore = 2 x TP/ (2 x TP + FN + FP) (20)
Recall = TP/ (FN + TP) (1)
Precision = TP/ (FP + TP) (22)

where, TP, TN, FP, FN represent the true positives, true nega-
tives, false positives, and false negatives, respectively. N repre-
sents the total number of samples.

To quantitatively assess the structural characteristics of learn-
ing edges. We apply two boundary metrics in our analysis:
the Hausdorff distance (HD) [45] and the structural similarity
(SSIM) [46], for effective quantitative evaluation. This is de-
scribed as follows:

dtHD(T, P) = max{dtTp, dtTp}

= in(t in(t 23
max{max min(f, p), maxmin(t, p)}  (23)

where T and P represent the ground true and prediction map.
dtpp(t,p) is the shortest maximum distance from one point in
a point-set to another point set.

To eliminate the effect of very small outlier subsets, multiplies
HD by 95% to obtain the final evaluation metric (95% HD). HD
distance is negatively correlated with the similarity of the labeled
image shapes. SSIM is used to evaluate the similarity between
two images. The range of SSIM is (—1, 1). Its value is positively
correlated with the similarity. This is as follows:

SSIM(T, P) = F(I(T, P)), e(T, P), 5(T, P)

__ Cupp + C1)(204p + Cs) (24)
(12 + 12+ C1)(0? + 02 + Cs)

where f1, o and oy, denote mean, variance and covariance,
respectively. The constants Cy, Cy are 6.50 and 58.52. I(t, p)
is luminance function, ¢(t, p) is contrast function and s(t, p) is
structure function.

D. Results and Discussion

1) Analysis of Experimental Results: On the WHU dataset,
comparison experiments are conducted with Unet [47],
DeepLabv3+ [48], PSPNet [49], Map-Net [50], BOMSC-net
[28], DR-Net [51], MBR-HRNet [52], and CFENet [53]
networks, respectively. The findings from the qualitative
experiments are presented in Fig. 8. The obstacles impacting
segmentation accuracy in the WHU data are broadly classified
into five main types of problems: (a) transformations of varying
roof materials; (b) sizable buildings; (c) shadow masking; (d)
and complicated building structures.

In the given roof material transformation case in (a), Unet
and PSPnet exhibit considerable instances of false red classifica-
tion, while MDBES-Net avoids semantically segregating metal
shelves into buildings. For row (b) medium to large buildings,
BOMSC-net reveals more instances of missed blue areas for
extended large buildings, while MDBES-Net provides a more
comprehensive extraction for larger buildings. For the shaded
tree occlusion in row (c¢), the BOMSC-net and PSPnet networks
exhibit greater instances of missed predictions for blue occluded
parts. In contrast, the MDBES-Net demonstrates accurate pre-
dictions with more regular edge areas. Regarding the complex
structural buildings in row (d), Unet and DeepLabv3+ demon-
strate more blue omissions and red misclassifications in the
structurally complex edge regions. Conversely, MDBES-Net’s
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(a—d) Comparison of the results obtained from the WHU test dataset using different segmentation methods (comparative experiment).

TABLE I
QUANTITATIVE EVALUATION ON THE WHU BUILDING DATASET

Network Common Metrics Boundary Metrics Params (M)
IoU (%)  Precision (%) Recall (%)  Fl-score (%) 95% HD  SSIM (%)

Unet 85.51 91.88 92.52 92.77 93.11 88.83 17.26
PSPNet 86.12 93.46 92.55 92.73 88.47 91.89 53.58
DeepLabv3+ 85.78 92.51 91.06 92.20 97.58 89.03 15.31
DR-Net 88.30 94.31 94.38 93.84 91.35 90.74 9.00
CFENet 89.30 94.30 94.39 94.35 88.56 91.86 171.00
MAP-Net 89.94 95.59 93.84 94.70 84.24 92.36 24.00
BOMSC-Net 90.15 95.14 94.50 94.80 80.03 92.43 129.32
MBR-HRNet 91.31 95.48 94.88 95.18 79.37 92.89 31.02
MDBES-Net 91.78 95.74 95.63 95.68 77.69 93.84 26.42

predictions have sharper edges and are closer to the ground truth
overall.

The quantitative evaluation results of MDBES-Net are given
in Table I. Our MDBES-Net outperforms Unet, PSPNet,
DeepLabv3+, DR-Net, CFENet, MAP-Net, BOMSC-Net, and
MBR-HRNet in terms of IoU, precision, recall, and Fl-score.
Our network has an IoU of 91.78, a precision of 95.74, a recall of
95.63, an Fl-score of 95.68 on the WHU dataset. Additionally,
it performed best in 95% HD and SSIM with 77.69 and 93.84,
respectively. Due to the combination of our designed DBAE and
CDA modules, we can effectively distinguish the edge features
and body region features, mine the spatial structure features
as well as enhance edge detail features. This process preserves
texture information while fully extracting edges.

For the Massachusetts dataset, there are four main building
types: coastal marinas, densely distributed small buildings (with
a high number of buildings per unit pixel), large buildings,
and shadow occlusion. As illustrated in Fig. 9, MDBES-Net

effectively mitigates misclassification of densely clustered
buildings in types (a), (b), and (c) compared to traditional
segmentation methods such as Unet, PSPNet, and DeepLabv3+.
For sizable constructions containing intricate frameworks and
obstructed edges, both MAP-net and BOMSC-net exhibit in-
creased blue omissions and red misclassifications in their latest
segmentation results, while MDBES-Net exhibits a superior
understanding of the edges and internal consistency at the feature
decoupling level. This results in sharper and better segmentation
results at the edges, compared the other networks evaluated.
Table IT gives the evaluation results. Our MDBES-Net consis-
tently achieves the highest IoU, precision, recall, and F1-score
compared to Unet, PSPNet, DeepLabv3+, DR-Net, CFENet,
MAP-Net, BOMSC-Net, and MBR-HRNet networks. Specifi-
cally, it has an IoU of 75.55, a precision of 86.88, a recall of
84.21, and an F1-score of 85.52 on the Massachusetts dataset.
Additionally, it performed best in 95% HD and SSIM, with
scores of 203.75 and 82.17, respectively. The data indicates that
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Fig. 9. Comparison of the results obtained from the massachusetts building test dataset using different segmentation methods (comparative experiment).
TABLE II
QUANTITATIVE EVALUATION ON THE MASSACHUSETTS BUILDING DATASET
Common Metrics Boundary Metrics
Network IoU (%)  Precision (%)  Recall (%) _ Fl-score (%) 95% HD __ SSIM (%) " 2rams (M)

Unet 69.98 80.36 84.40 82.34 321.00 74.12 17.26
PSPNet 68.04 79.76 82.24 81.00 331.05 75.92 53.58
DeepLabv3+ 67.38 78.44 82.75 73.47 315.31 70.94 15.31
DR-Net 66.00 80.77 83.12 79.50 343.44 74.82 9.00
CFENet 68.02 79.35 82.68 80.97 332.18 75.73 171.00
MAPNet 71.51 86.84 80.20 83.39 289.68 77.13 24.00
BOMSC-Net 74.71 86.64 83.68 85.13 217.10 80.54 129.32
MBR-HRNet 70.97 86.40 80.85 83.53 296.94 77.89 31.02
MDBES-Net 75.55 86.88 84.21 85.52 203.75 82.17 26.42

MDBES-Net demonstrates robustness in identifying low spatial
resolution buildings and refining their edges. This improvement
is particularly noticeable in the Massachusetts dataset when
compared to other networks.

F. Ablation Analyses

1) Influence of Different Modules: To evaluate the impact of
each component of the MDBES-NET model on the experimental
findings, we conducted an ablation study on the WHU dataset
and the Massachusetts dataset. The proposed MDBES-NET
consists of the BMECC base network BMECC, the DBEA, and
the CDA module CDA.

InFig. 10, we have selected four representative building maps:
(a) complex structures; (b) large buildings; (c) buildings with
overshadowing; and (d) material transformations and roof shad-
ing. BMECC already has a basic building extraction capability,
but lacks internal consistency with the presence of holes within
the large buildings in row (a) and row (b). The results in column

(D) show that the combination of BMECC + CDA modules
significantly improves the building extraction capability, im-
proving the hole phenomenon for large buildings in row (b).The
results in column (E) show that the predicted segmentation
maps for the combination of BMECC + DBEA modules are
more advantageous, eliminating the hole phenomenon for large
buildings in row (a) and row (b), and the extraction results are
inherently uniform, with the building edge predictions in row
(d) more closely matching the Ground Truth’s edges. The results
in column (F) show that the MDBES-net building prediction
results are clearer, with more continuous and regular predictions
at the edges, and accurate segmentation can be achieved at the
corners of the edges of the complex buildings in row (a). The
results in column (G) show that BMECC + DBEA + CDA
learns the structural features of the boundaries, successfully
predicts the building edges, and that the edge predictions are
closer to the ground truth.

As given in Table III, on the WHU dataset, BMECC has
an IoU of 84.79, a precision of 91.98, a recall of 92.52, an
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(b)

© }

Fig. 10.

(a—d) Visualization of prediction results of different modules (comparative experiment). (a) Input images. (b) Ground truth. (c¢) “BMECC” segmentation

results. (d) “BMECC + CDA” segmentation results. (¢) “BMECC + DBEA” segmentation results. (f) “MDBES-NeT” segmentation results. (g) “MDBES-NET”

edge segmentation results.

TABLE III
QUANTITATIVE EVALUATION OF ABLATION EXPERIMENTS

Common Metrics

Boundary Metrics

Dataset Method =107 9%)  Precision (%) __ Recall (%) __ Fl-score (%) __ 95%HD __ SSIM (%)
BMECC 84.79 91.98 92.52 9225 93.11 88.83
wiU +DBEA 90.57 95.22 94.83 95.02 79.44 92.75
+CDA 87.40 9331 93.84 93.57 84.24 91.06
MDBES-Net  91.78 95.74 95.63 95.68 77.69 93.84
BMECC 69.70 83.63 82.00 82.81 303.74 77.24
Vassachuees | DBEA 74.54 86.12 83.99 85.04 254.50 80.87
+CDA 71.85 84.44 83.00 83.76 268.43 78.63
MDBES-Net  75.55 86.88 84.21 85.52 203.75 82.17

F1-score of 92.25, a 95%HD of 93.11 and a SSIM of 88.83.
BMECC+DBEA have an IoU of 90.57, a precision of 95.22, a
recall of 94.83, an F1-score of 95.02, a 95%HD of 79.44 and a
SSIM of 92.75. BMECC+CDA have an IoU of 87.40, a preci-
sion of 93.31, arecall of 93.84, an F1-score of 93.57, a 95%HD
of 84.24 and a SSIM of 91.06. MDBES-Net has an IoU of 91.78,
a precision of 95.74, a recall of 95.63, an Fl-score of 95.68, a
95%HD of 77.69 and a SSIM of 93.84. On the Massachusetts,
BMECC has an IoU of 69.70, a Precision of 83.63, a Recall of
82.00, an F1-score of 82.81, a 95%HD of 303.74 and a SSIM
of 77.24. BMECC+DBEA have an IoU of 74.54, a precision
of 86.12, a recall of 83.99, an F1-score of 85.04, a 95%HD of
254.50 and a SSIM of 80.87. BMECC+CDA have an IoU of
71.85, a Precision of 84.44, a recall of 83.09, an Fl-score of
83.76, a 95%HD of 268.43 and a SSIM of 78.63. MDBES-Net
has an IoU of 75.77, a precision of 86.88, a recall of 8§4.21, an
F1-score of 85.52, a 95%HD of 203.75 and a SSIM of 82.17.the

DBEA module can improve the learning ability of edge features
through edge optimization and region segmentation accuracy,
and better contribute to the improvement of the overall model.
CDA can effectively alleviate the incomplete building extraction
and improve the feature characterization. MDBES-Net fully
integrates the advantages of DBEA and CDA models, which can
realize the complete description of buildings and the refinement
of building boundary information.

2) Influence of the DBEA: In order to verify the effectiveness
of the DBEA module, this article will represent the DBEA
advantage in qualitative visualization and quantitative. As shown
in Fig. 11, the semantic flow of the column in (B) resembles
the optical flow, which is color-coded to shrink inward from the
boundary of a building to a location inside, typically near the
center of the building. As can be seen in Fig. 11, the background
of the body feature in columns (C) and (D) is clear, noiseless, and
uniform with no gaps. The edge feature is regular, continuous,
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(b)

Fig. 11.

Visualization results of decoupled feature map and predicted results. (a) Original image. (b) Learnable semantic flow field. (c) Body feature map.

(d) Edge feature map. (e) Redecoupling feature map. (f) Building edge prediction result. (g) Building segmentation result.

and has well defined rectangular boundaries. Column (E) shows
an overall improvement in the building’s features and more
refinement in the boundary features. Meanwhile, column (F)
suggests that the proposed network remains capable of accu-
rately predicting building edges for different building types.

In summary, since DBEA utilizes the potential flow pattern
distribution laws among different frequency features to capture
the body and edge features of the building structure, it has
the ability to mine the target boundaries to divide the region
to gain scene knowledge. Therefore, when extracting different
types of buildings in different complex scenes, the proposed
MDBES-Net can successfully decouple the building structure
features and learn strong coupling pairs of body features and
edge features, thereby optimizing the overall performance of the
network.

To investigate the effectiveness of the body and edge de-
coupled sensing module DBEA at different decoding stages,
we visualize the feature maps of both the module without and
with DBEA at the decoding layer to highlight the advantages of
the decoupling properties of the DBEA module. As shown in
Fig. 12, y1, y2, and y3 denote the first, second and third level of
feature visualization in the decoding phase when using DBEA,
respectively. 31, 4’5, and ' indicate feature visualization map
without DBEA. ¢y, denotes the feature visualization map using
both DBEA and CDA modules at the first level of decoding.
The experimental results show that the y;, y2, and ys build-
ing features without DBEA module are poorly characterized,

especially in the deeper layer y3 of the network, the building
features are blurred, mixed with the background noise, and the
building features cannot be effectively extracted. At shallower
layer y; and y, of the network, the internal features of the
building are affected by the complexity of the roof structure and
material changes, and the phenomenon of “holes” in the building
features and boundary areas receives little attention. However,
the features of buildings y';, ¥'5, and y'5 using the DBEA
module has been significantly enhanced, with an emphasis on
the representation of the building ontology. In the deeper layer
y'4 of the network, architectural features are prominent, effec-
tively distinguishing the building from the background noise,
enabling the extracting of more complete architectural features.
Atshallower layers 3/, and ¢/, of the network, the interference of
background noise is significantly suppressed, and the enhanced
building features contrast sharply with the background, and the
building features are complete and uniform inside, with more
regular edges. In particular, the marginal area of the 3’ does not
extend outward, while the attention to tiny buildings is enhanced
and their boundaries are clearer.

Table IV compare the effectiveness of DBEA modules at
different decoding stages, this article conducted experiments
based on the BMECC base network. +DBEA (with y;) indicates
that the DBEA module is used at layer [ of the decoding. on the
WHU dataset, BMECC+DBEA (with y3) has an IoU of 85.75,
a Precision of 92.23, a Recall of 93.50, an Fl-score of 92.86,
a 95%HD of 89.87 and a SSIM of 89.66. +DBEA (with ys,
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Fig. 12.  Visualized feature maps of DBEA modules at different scales.
TABLE IV
INFLUENCE OF DBEA MODULE
Dataset Method ToU (%) PreciCsio;;n?’Z)l Meltzr;;l (%) _Fl-score (%) 912;:3%@ I\ges:tlrllvcls(%)
BMECC 84.79 91.98 92.52 92.25 93.11 88.83
+DBEA (with y,) 85.75 92.23 93.50 92.86 89.87 89.66
WHU . DBEA (with »,, ;) 87.85 93.54 94.06 93.80 83.33 90.87
+DBEA (with y,, ,, y,) 90.57 95.22 94.83 95.02 79.89 92.46
BMECC 69.70 83.63 82.00 82.81 303.74 77.24
Massa- +DBEA (with y;,) 70.00 84.11 81.88 82.98 292.31 78.53
::::; +DBEA (with y,, y;) 72.52 85.38 82.93 84.13 277.32 79.08
+DBEA (with y,, v,, y,) 74.54 86.12 83.99 85.04 254.50 80.87

y3) have an IoU of 87.85, a Precision of 93.54, a Recall of
94.06, an F1-score of 93.80, a 95%HD of 83.33 and a SSIM
of 90.87. +DBEA (with y1, y2, y3) have an IoU of 90.57, a
Precision of 95.22, a Recall of 94.83, an F1-score of 95.02, a
95%HD of 79.89 and an SSIM of 92.46. On the Massachusetts,
BMECC+DBEA (with y3) has an IoU of 70.00, a precision
of 84.11, a recall of 81.88, an F1-score of 82.98, a 95%HD of
292.31 and a SSIM of 78.53. +DBEA (with y2, y3) have an IoU
of 72.52, a precision of 84.54, a recall of 82.14, an F1-score of
84.13 a95%HD of 277.32 and an SSIM of 79.08. +DBEA (with
Y1, Y2, y3) have an IoU of 74.54, a precision of 86.12, a recall
of 83.99, an F1-score of 85.04, a 95%HD of 254.50 and a SSIM
of 80.87.

In summary, the DBEA module can successfully decouple
the structural features of the building at multiple scales and
explore the strongly coupled structural features of the interaction
between the body and the edge, focus on the features of the
building body, and suppress background noise interference. By
learning the warping of the flow field, more precise boundaries
can be generated, and these precise boundaries contribute to
better segmentation results.

3) Influence of the CDA: To analysis the impact of CDA, we
compared the results of all operators and without CDA. As given
in Table V. On the WHU dataset, all operators have an IoU of
91.78, a precision of 95.74, a recall of 95.63, an Fl-score of
95.68, a 95%HD of 77.69 and a SSIM of 93.84 and w/o CDA
have an IoU of 90.57, a precision of 95.22, a recall of 94.83, an
F1-score 0f 95.02, a 95%HD of 79.44 and a SSIM of 92.75. On
the Massachusetts dataset, all operators have an IoU of 75.55,
a precision of 86.88, a recall of 84.21, an Fl-score of 85.52, a
95%HD of 203.75 and a SSIM of 82.17. and w/o CDA have an
IoU of 74.54, a precision of 86.12, arecall of 83.99, an F1-score
of 85.04, a 95%HD of 254.50 and a SSIM of 80.87. As shown in
Fig. 12,1/, and y”; represent the characteristic mapping without
CDA and with CDA, respectively. The experimental results show
that ¢ has a stronger ability to perceive the global building than
y'1. It has a stronger ability to characterize complex building
structures, especially at the edges, and the wave point noise in
Yy’ is effectively suppressed.

In summary, the qualitative and quantitative analysis shows
that the channel decoupling attention module CDA can ef-
fectively suppress extraneous background noise, improve the
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TABLE V
INFLUENCE OF CDA MODULE

Dataset Settins : .Common Metrics Boundary Metrics
IoU (%) Precision (%)  Recall (%)  Fl-score (%) 95%HD SSIM (%)
WHU All operators 91.78 95.74 95.63 95.68 77.69 93.84
w/o CDA 90.57 95.22 94.83 95.02 79.44 92.75
Massa- All operators 75.55 86.88 84.21 85.52 203.75 82.17
chusetts w/o CDA 74.54 86.12 83.99 85.04 254.50 80.87
95.75 -
-+ the WHU -+ the Massachusetts
95.70 95.68
5 95.65
8
s 95.60
i 9555

95.50

95.45
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Fig. 13.  Ablation study for F1-score at different hyperparameters As.

characterization of building features and regularize boundary
details, and CDA supports DBAE in achieving the best network
segmentation.

4) Influence of the Parameters L5: In this article, the ablation
experiment was performed out in both the WHU and the Mas-
sachusetts datasets and we fine-tune the size of A5 to observe
the change in F1-sorce. A5 represent the weight of 1ossgiccin the
edge head, The horizontal coordinates represent the A5 values,
the vertical coordinates represent the F1-sorce values as shown
in Fig. 13, In the WHU dataset, different A5-values of 0, 0.0004,
0.004, 0.04, 0.4, and 4 were set up, and then the corresponding
F1 values of 95.48, 95.64, 95.66, 95.66, 95.68, and 95.64 were
obtained. when A5 = 0.4, F1-sorce achieves a maximum value of
95.68. In the Massachusetts dataset, the corresponding F1 values
of 95.48, 95.64, 95.66, 95.66, 95.68, and 95.64 were obtained.
when A5 = 0.004, F1-sorce achieves a maximum value of 85.52.
When the loss weighting factor A5 in lossgic. 1s relatively larger,
itis more advantageous in the WHU dataset with high resolution,
complete structural information. When A5 is relatively small, the
segmentation effect is better, although the Massachusetts dataset
has a lower resolution, the buildings are densely distributed, and
the positive and negative sample are relatively balanced.

In summary, the addition of 10ssg;ce in the edge supervision can
efficiently assist the network to mine the structural feature infor-
mation of the positive building samples, significantly improve
the building segmentation accuracy, and optimize the overall
performance of the proposed network.

5) Influence of Different Architectures: In this article, the
effects of different encode-decode frameworks and backbones
on the network. Semantic segmentation frameworks are FCN
[54], PSPNet, DeepLabv3+-, and Unet. As given in Table VI,
On the WHU dataset, FCN-+our modules attained an F1-score
of 94.17 and an IoU of 86.12. PSP+our modules attained

0 0.0004

0.04 0.4 4
As

TABLE VI
APPLICATION ON OTHER ARCHITECTURES

Dataset Network F1-sorce (%) ToU (%)
FCN 90.39 82.46
+our modules 94.17 86.43
PSPNet 92.73 86.12
+our modules 95.04 90.88
WHU DeepLabv3+ 92.20 85.78
+our modules 94.82 88.39
Unet 92.77 85.51
+our modules 95.68 91.78
FCN 78.76 65.24
+our modules 81.91 69.65
PSPNet 81.00 68.04
Massa- +our modules 84.28 71.67
chusetts DeepLabv3+ 73.47 67.38
+our modules 75.77 71.56
Unet 82.34 69.98
+our modules 85.52 75.55

an Fl-score of 95.04 and an IoU of 90.88. Combination of
DeepLabv3+ and our modules attained an F1-score of 94.82
and an IoU of 88.29. Unet+our modules achieved the highest
F1-score of 95.68 and an IoU of 91.78. On the Massachusetts
dataset, FCN+our modules attained an F1-score of 81.91 and an
IoU of 69.65. PSP+our modules attained an F1-score of 84.28
and an IoU of 71.67. Combination of DeepLabv3+ and our
modules attained an Fl-score of 75.77 and an IoU of 71.56.
Unet+our modules achieved the highest F1-score of 85.52 and
an IoU of 75.55.

As given in Table VII, we employed a backbone consist-
ing of MobileNetv2, Xception65, ResNet50, ResNet101, and
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TABLE VII
RESULTS OF USING DIFFERENT BACKBONE NETWORK

Method Dataset Backbone F1-sorce (%)
MobileNetv2 86.45
Xception65 90.80
WHU ResNet50 91.31
ResNet101 95.03
MDBES- ResNeXt101 95.70
Net MobileNetv2 78.91
Xception65 80.50
Ma::i‘t‘;h“' ResNet50 80.83
ResNet101 85.17
ResNeXt101 85.55
TABLE VIII

QUANTITATIVE EVALUATION OF PARAMETERS OF DIFFERENT MAIN MODULES

BMECC+ BMECC+ MDBES

BMECC DBEA CDA -Net

Params 26.17 26.19 26.40 26.42
(M) : (+0.02) (+0.23) (+0.25)

ResNeXt101. On the WHU dataset, MobileNetv2 attained an
Fl-score of 86.45. Xception65 attained an Fl-score of 90.80.
ResNet50 attained an F1-score of 91.31. ResNet101 attained an
F1-score of 95.03. ResNeXt101 attained the highest F1-score of
95.70. On the Massachusetts dataset, MobileNetv2 attained an
Fl-score of 78.91. Xception65 attained an Fl-score of 80.50.
ResNet50 attained an F1-score of 80.83. ResNet101 attained an
F1-score of 85.17. ResNeXt101 attained the highest F1-score of
85.55.

6) Parameter Analysis: In this article, the number of par-
ticipants in the different modules was counted. As given in
Table VIII, compared to the BMECC baseline network, the
number of parameters for “BMECC + DBEA” is only increased
by 0.02 M, and the number of parameters for “BMECC + CDA”
is increased by 0.23 M. Therefore, MDBES-Net is a lightweight
semantic segmentation model.

IV. CONCLUSION

To address the challenge of low segmentation accuracy caused
by incomplete and discontinuous internal building segmentation
as well as blurred edges in remote sensing images, a building
extraction from remote sensing images based on a MDBES-Net
is proposed. First, the BMECC network is built with body-mask-
edge consistency constraints, allowing for hierarchical extrac-
tion of building structure features and ensuring the extracted
features are rich. Second, by DBEA modules, the multiscale
feature map can be split into two parts: edge features and body
features. The body part enhances the building’s internal consis-
tency, while the edge part is more detailed and regular, resulting
in significantly improved feature characterization ability upon
coupling. Finally, the CDA module effectively reduces interfer-
ence from external background noise and enhances the smooth-
ness of building edges. Furthermore, quantitative, qualitative,
and ablation experiments on publicly available and aerial image

datasets, as well as the Massachusetts dataset, provide evidence
of the algorithm’s effectiveness and robustness. In future work,
we will try to improve the decoupling process and use fine
edge features guidance to improve the model results, fusing
multimodal digital elevation model data for eventual application
to other types of target extraction.
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