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Coherent Change Detection for High-Resolution
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Abstract—This article develops and examines techniques to
enable coherent change detection (CCD) for short-range, high-
resolution drone-borne synthetic aperture radar (SAR) systems
operating at high frequencies. The potential of using high frequen-
cies at short ranges for fine-resolution imagery and sensitivity to
temporal change detection is highlighted, as are the challenges in
terms of sensitivity to SAR motion errors. SAR system character-
istics for CCD are derived, and the impact of motion errors, which
leads to spatial decorrelation and co-registration errors on CCD
maps, is discussed. Subsequently, a CCD algorithm able to generate
change maps with a >0.75 average coherence value is presented.
The validity of the approach is tested through various experimental
scenarios. As a result, car tyre marks and human footprints are pos-
sible to discern with a drone-borne SAR demonstrator operating
at 24 GHz.

Index Terms—Coherent change detection (CCD), drone
synthetic aperture radar (SAR), high-resolution imagery.

I. INTRODUCTION

SYNTHETIC aperture radar (SAR) is a coherent imaging
technique that can form high-resolution images in any kind

of weather or lighting. Spaceborne and airborne platforms have
been used in most SAR applications so far. In recent years,
drones have started to emerge as an alternative, with different
relative merits and drawbacks. In terms of their merits, they
are incomparably lower-cost, portable, and simple to deploy
without the need for specialized launch infrastructure. Drones
are also able to access difficult areas where human access is
unsafe/dangerous.

Up to now, several detailed studies have been completed on
drone-borne SAR imaging [1], [2], [3], [4], [5], [6], [7], [8],
[9], [10], [11], [12]. Drone platforms are especially prone to
turbulence during flight, and this is one of the reasons consid-
erable emphasis is given to SAR motion error compensation.
In the case of employing low-frequency radars, a high-accuracy
dedicated positional system can be enough to compensate for
motion errors [1], [2]. On the other hand, when a high-frequency,
high-resolution SAR system is used, motion deviations from the
nominal trajectory result in high space-variant/invariant phase
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errors and range walk errors. To compensate for these errors,
multistage data-driven autofocus methods are applied with or
without drone positional data [5], [6], [7], [8], with potential res-
olutions in the order of a few centimeters [7], [8]. Using drones
as SAR-carrying platforms allows SAR surveys to be conducted
at arbitrary temporal baselines, opening new possibilities for
monitoring terrain changes with SAR surveys. Already, there are
published works on using drone-borne SAR to monitor height
changes through differential SAR interferometry, with compact
radar systems operating from low frequencies to X-band. For
example, the first drone-borne repeat-pass interferogram was
obtained using a 10-GHz radar in [5]. However, it was reported
that the quality of the interferometric map is not sufficient due
to motion errors. In later research, the feasibility of repeat-pass
L-band SAR interferometry and SAR tomography was presented
in [9]. In [10], crop growth deficit maps were generated by using
an L-band drone-borne SAR system. The same SAR system with
[10] was used in [11] to predict the sugarcane harvesting date and
productivity. In [12], the differential SAR interferometry capa-
bility of the L-band drone-borne SAR system was investigated to
detect corner reflector displacements. As seen, some repeat-pass
interferometry works have been done on low-frequency systems
and up to the X-band.

Another major SAR technique that relies on the compari-
son of repeat-pass, temporally separated SAR images is co-
herent change detection (CCD) [13]. Spaceborne and airborne
SAR change detection have been comprehensively developed
and widely used by the SAR community [13], [14], [15],
[16], [17], [18], [19]. Nevertheless, this is not yet documented
for drone-borne SAR and especially when using the combi-
nation of high frequencies and fine resolutions where mo-
tion errors are significant for image formation. The previ-
ous drone-borne SAR CCD research showed that calibrated
target displacements can be detected when motion errors
are low [20].

Using higher frequencies increases the sensitivity to subtle
changes in the scene. Using high resolution increases synthetic
aperture length, leading to a greater likelihood of motion errors.
Nevertheless, high-frequency, high-resolution, and short-range
SAR application makes CCD more challenging because drone
motion instabilities lead to space-variant errors besides space-
invariant and range-walk errors. These errors are unique for each
pass, which makes two-pass imaging geometries mismatched.
Even if two focused SAR images are formed, co-registration
errors and spatially invariant/variant phase errors exist in the
change map.
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In the article, we investigate the CCD feasibility and potential
of high-frequency, high-resolution drone-borne SAR systems
and develop an algorithm able to produce change maps by
maximizing the coherency of temporally separated image pairs.
Several novel features have had to be implemented to achieve
robust and well-focused imaging as outlined in the following.

1) The limitations of the drone-borne SAR system that was
built are calculated for CCD by evaluating sources of
decorrelation. The optimal SAR geometry for change
detection operation is also determined.

2) The impact of drone motion errors on CCD using the
specified SAR geometry is demonstrated by means of a
simulation using trajectories recorded during real-world
repeat-pass drone trials.

3) A novel algorithm that allows the detection of subtle
changes with a mm-level sensitivity in drone-borne SAR
images is proposed. The CCD algorithm includes a data-
driven, autofocus-aided drone-borne SAR image forma-
tion algorithm, an intensity-based image co-registration
algorithm, and a genetic algorithm (GA)-based interfero-
metric phase error compensation method.

4) The performance of the system and the proposed algorithm
are validated through several real-world experiments that
include different scenarios.

To the best of our knowledge, this is the first consideration of
this type of complex system, and while the obtained results show
clear potential, we also want to illustrate problem areas/topics
that can benefit from dedicated research in the future.

The rest of this article is organized as follows. Section II
explains SAR change detection characteristics and the impact of
baseline errors on CCD, whereas Section III explains the CCD
algorithm. The experimental results are presented in Section IV
and the discussion in Section V. Finally, Section VI concludes
this article.

II. SAR SYSTEM CHARACTERISTICS FOR CCD

Change detection is fundamentally a repeat-pass, repeat-
geometry SAR method. The change itself can be detected by
incoherent and coherent methods. In this article, we concen-
trate on coherent methods measuring the complex correlation
between temporally separated images. However, decorrelation
sources other than temporal decorrelation may degrade change
estimates. This section examines the SAR system based on
image decorrelation sources to evaluate the system’s limitations
and abilities in particular platform motion errors.

A. Coherent Change Detection

There are a few statistical approaches to estimate scatterer
changes such as the sample complex cross-correlation method
[13], Berger’s coherence estimator [16], and log-likelihood clair-
voyant detector [17]. In this study, we use the classical coherence
estimator given in the following as an initial, first step for
drone-borne SAR CCD:

CDC =

∣∣∣∑M
k=1 fkg

∗
k

∣∣∣√∑M
k=1 |fk|2

∑M
k=1 |gk|2

(1)

whereM is the number of resolution cell samples, f and g are the
first and the second complex images obtained from two passes,
and the symbol [·]∗ denotes the complex conjugate.

The coherence estimator output is hereby referred to as a CCD
map [16]. The estimation is affected by several decorrelation
sources most of which are not associated with an actual scene
change. Those are summarized in a seminal paper [21], which
the analysis in this section is based on

ρtot = |ρtemp| · |ρthermal| · |ρspatial| · |ρproc| (2)

where ρtot is the total correlation, ρtemp is the temporal decor-
relation, ρthermal is the thermal decorrelation, ρspatial is spatial
decorrelation, and ρproc is processing decorrelation quantifying
the decorrelation arising from the algorithms used in image
formation and image co-registration.

When there is no thermal noise, temporal change, spatial
error, and processing error, the total correlation value between
two images would be 1 as stated in (2). We can assume that
the images are identical in this instance. If temporal changes
are to be measured via (2) all decorrelation sources other than
the temporal one should be low enough to generate measurable
contrast between the changed and unchanged areas. Then, scene
changes can be detected by applying a threshold to the CCD map.

Temporal decorrelation results from scatterer changes be-
tween the first and the second acquisitions, and it is given by

ρtemp = exp

(
− 8π2

λ2

(
σ2
ysin2θ + σ2

zcos2θ
))

(3)

where σy is the scatterer’s horizontal displacement, σz is the
scatterer’s vertical displacement, and θ is look angle.

Thermal decorrelation can be expressed as a function of
signal-to-noise ratio (SNR), and is given as follows:

ρthermal =

√(
1

1 + SNR−1
1

)
·
(

1

1 + SNR−1
2

)
(4)

where SNR1 and SNR2 represent the SNR of the receiver during
the first and second acquisition, respectively.

If the two imaging geometries are not identical, the spatial
decorrelation occurs. By assuming two baselines which are
identical with only a constant bias offset between them, the
resulting spatial decorrelation can be expressed as follows:

ρspatial = 1− 2cos (θm) |δθ| dr
λ

(5)

where θm is the average look angle of the two-passes, δθ is the
look angle difference, dr is the range resolution, and λ is the
wavelength.

As a special case, the total baseline decorrelation is reached
in correspondence with the critical baseline, i.e., Bnc. When it
is orthogonal to the line-of-sight (LOS) of the radar, it can be
written as follows:

|Bnc| =
∣∣∣∣λR0tan (θm)

2dr

∣∣∣∣ (6)

where R0 is the radar to target distance.
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Fig. 1. Drone-borne SAR system.

TABLE I
RADAR PARAMETERS OF THE SYSTEM

Fig. 2. CCD sensitivity versus (a) horizontal and (b) vertical displacements.

B. Drone-Borne SAR System Evaluation for CCD

Section II-A allows an investigation of de-correlation sources
for high-frequency drone-borne SAR and a quantification of
their severity. Further investigation is done in this section based
on an experimental prototype, using a commercial off-the-shelf
radar and a commercial drone as an example. This system was
built at the University of Birmingham and is shown in Fig. 1. A
DJI M300 drone was used, with an onboard INRAS Radarbook
operating at 24 GHz [7]. The radar parameters are representative
of conventional automotive-type radars, as given in Table I.

The capabilities and limitations of CCD using high-frequency
drone-borne SAR are evaluated next, based on (3)–(6) and
Table I. Fig. 2 shows the temporal decorrelation (3) observed
by the system in Table I, for different horizontal and vertical
displacements. This, in turn, specifies CCD sensitivity limits.
As indicated, the SAR system has mm-level sensitivity. For
example, at a 60° look angle, a horizontal scatterer displacement
of 1.5 mm results in a correlation of 40%. Higher look angles are
more sensitive to horizontal changes whereas low look angles
have a better sensitivity to vertical changes, as (3) also suggests.

Fig. 3. (a) Two-pass SAR geometry with a constant bias offset. (b) Spatial
decorrelation due to the look angle offset. (c) Critical baseline which is orthog-
onal to LOS of the radar.

Thermal decorrelation is related to SNR as given in (4). Previ-
ous work [7] shows that the image sensitivity for the considered
radar system parameters is almost 30 dB when the range to the
target area is around 70 m. Hence, the thermal decorrelation can
be negligible at short ranges.

In Fig. 3(a), two-pass SAR geometry with a constant bias
offset between them is shown. The spatial decorrelation due
to the constant look angle offset is plotted for different average
look angles by using (5) in Fig. 3(b). As expected, the correlation
coefficient decreases as the look angle offset increases and lower
average look angles are more sensitive to the angular offset.
In Fig. 3(c), the critical baseline, which is orthogonal to the
LOS of the radar, is plotted against the average look angle for
different target range values R0 based on (6). For example,
when the range to the target is 60 m, we have a 1-m critical
baseline value at a 40◦ average look angle (the corresponding
angular offset is around 1.5◦), and a 2.7-m baseline value at a
65◦ look angle (the corresponding angular offset is around 2.5◦).
Higher average look angles increase the critical baseline value.
Similarly, higher range values make the critical baseline greater.
However, it is worth noting that the maximum transmit power
of this type of radar is low (8 dBm or similar), so a bigger range
value may cause a reduction in SAR image sensitivity. Also,
it increases the required aperture length to achieve the desired
azimuth resolution, hence motion error can be more severe in
the aperture. Therefore, choosing an acceptableR0 is significant.
From experimentation, the baseline which is orthogonal to the
LOS of the radar is less than 1.5 m in most cases. Examination of
Fig. 3 shows that ranges higher than 40 m, look angles of around
60◦ can provide image correlation for a 1.5 m baseline. Also,
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the vicinity of 60◦ look angle provides average sensitivities to
both horizontal and vertical changes as illustrated in Fig. 2.

C. Motion Error Impact on Decorrelation

In the previous section, the effect of a constant baseline
offset on spatial decorrelation is examined. On the other hand,
in a realistic scenario, the relative difference in the paths fol-
lowed has constant, linear, and nonlinear components. Here, we
will examine the impact of the drone’s motion deviations on
decorrelation. When there is a relative difference in the paths
followed, decorrelation arises between the image pair. Drones
as a SAR platform, operating at close range and prone to motion
deviations, can exaggerate this effect. Providing an analytical
derivation with a closed-form solution to describe this problem
is difficult due to the dependence on drone trajectories and used
algorithms. However, we can present a method to numerically
compute it and a numerical example based on our parameters
to illustrate the severity of the problem. In this section, a CDD
simulation is done by using an example pair of a drone’s real,
recorded positional data to illustrate the actual impact of the
motion errors on the CCD result. These data were acquired from
a drone attempting to repeat the same trajectory twice, with a
temporal separation of less than 20 min, under good weather
conditions.

In the simulation, all decorrelation sources other than spatial
are ignored. A hypothetical SAR system with the parameters
shown in Table I is considered. The range to the target area
center was assumed as approximately 42 m, whereas the look
angle to the center point of the image was adjusted to 63◦

to fulfill the specifications given in Section II-B. The scene
dimensions were assumed as 10 m by 15 m, with the scene
comprising uniformly distributed uncorrelated scatterers. It was
further assumed that a set of 60 scattering centers are located
randomly within a resolution cell whose size is 0.3 m in range
and 0.1 m in the cross-range direction. Also, 4-point like targets
were placed in the scene to prove the resolution and allow
error-free co-registration of the image pair. The scene size was
kept relatively small to minimize space-variant phase errors
within each individual image. In Fig. 4(a), the experimental
scenario is shown, and the recorded positional data within one
radar beam are shown for two flights in Fig. 4(b). The constant
bias offset between the passes is only in the order of a few cm in
this example. Hence, this constant shift along the horizontal and
vertical axes does not cause significant decorrelation on the CCD
map for this scenario. Nonetheless, linear, and nonlinear errors
may still degrade the CCD map although they are relatively low
in this scenario.

In the simulation, the nonlinear phase errors shown in Fig. 5(a)
and (b) were calculated based on the scene center and ar-
tificially compensated to mimic a perfect autofocus routine.
Then, images from each acquisition were formed by using the
conventional range-Doppler algorithm [22] and co-registered
using the positional data via an affine transformation [23].
The final images are shown in Fig. 5(c) and (d). Calculating
cross-correlation coefficients using (1) and a sliding window of
2×6 pixels (M = 12), the result shown in Fig. 6 is obtained. If

Fig. 4. (a) Simulation scenario. (b) Two-pass positional record. Blue: first
track. Red: second track.

there were no phase errors, the phase of the change map would
have a unit phase value, and the change map would show a
correlation of 100%. On the other hand, the residual phase error
is nonlinear and the resulting coherence map exhibits a loss of
coherency that is spatially variant across the target area, even
for the limited scene size and relatively low motion errors of
this example, and with almost total loss of coherency in some
parts [see Fig. 6(b)]. As nonlinear space-invariant phase errors
were compensated, the existing errors must result from constant,
linear, and space-variant nonlinear phase errors. However, in a
real-world scenario, a perfect autofocus and a high-accuracy co-
registration routine cannot be assumed, so residual phase errors
resulting from these processes would contribute to decorrelation.
Hence, phase errors induced by the motion errors and processing
errors should be removed from the map to be able to observe
subtle changes repeatedly and robustly. In the next section, an
algorithm is proposed to address this problem.

III. CHANGE DETECTION ALGORITHM

The algorithm includes two main modules (see Fig. 7). In
the first, two-pass radar raw data are processed to form high-
resolution focused images. In drone-borne SAR, high deviations
from the nominal trajectory that result in range walk errors and
spatially variant/invariant phase errors are common, making the
use of motion compensation techniques necessary. The image
formation process followed is the same as in [8] and is briefly
mentioned here for the sake of completeness. The algorithm flow
chart is shown in Fig. 8.



88 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

Fig. 5. (a) First flight nonlinear phase error. (b) Second flight nonlinear phase
error. (c) Formed image from the first acquisition and (d) formed image from
the second acquisition, where the x-axis represents the ground range, and the
y-axis represents the cross-range.

Fig. 6. (a) CCD phase and (b) CCD magnitude, where the x-axis represents
the ground range, and the y-axis represents the cross-range.

Fig. 7. Change detection algorithm.

In the image formation module, range-walk errors are cor-
rected before the range compression, whereas phase errors are
compensated in the range-frequency, azimuth-time domain as

s̃ (fr, u) =

(
Tm
2∫

−Tm
2

xs (t, u) e−j2πfrtdt

)
ej∅er(u) (7)

where xs(t, u) = (∫ ba s(fr, u)ej2πfrtdfr ) e(j
∅er(u)γ

fc
t), a and b

are minimum and maximum range frequencies, s(fr, u) is the

Fig. 8. Image formation algorithm.

range compressed SAR data, fr is range frequency, Tm is sweep
time, t is fast-time, u is slow time, fc is operating frequency,
γ is chirp rate, s̃(fr, u) represents the error-corrected range-
compressed data, and ∅er(u) is the phase error function formed
by the motion compensation (MoCo)/autofocus algorithms.

As illustrated in Fig. 8, after positional data-based MoCo,
the Doppler centroid is adjusted to zero, and strong targets are
selected to perform autofocus. Then, the space invariant errors
are estimated by local quadratic map-drift (LQMD) and phase
gradient algorithm (PGA), respectively. After space invariant
error correction, range cell migration correction (RCMC) is
applied, and N local scenes are created by dividing the image
into azimuth and range blocks. Overlapped or nonoverlapped
local scenes can be created. Then, PGA is implemented in
each block to minimize space-variant errors. The SAR data that
contains each block can be expressed as

sc (fr, u) = [sLS1
, sLS2

, . . . , sLSN
] (8)

where sc(fr, u) is the data before the azimuth compression,
sLSn

is the nth (n = 1, 2, . . . , N) phase error corrected local
scene.

In this work, azimuth compression is done for each local
scene separately. The Fourier transform of the local scene,
i.e., SLSn

(fr, fa), is multiplied by the Fourier transform of
the reference function, i.e., H(fr, fa). By taking the inverse
Fourier transform of this multiplication, the focused local image
is generated as

SLSn
(fr, u) = ∫

fPRF
2

−fPRF
2

sLSn
(fr, fa) ·H (fr, fa) e

j2πfau dfa

(9)

where H(fr, fa) = ∫
ua
2

−ua
2
ejπ

2v2u2

λr · e−j2πfau du, v is the plat-
form speed, r is slant range, fa is azimuth frequency, and ua is
the acquisition time for the corresponding local scene.

The local image SLSn
(x, y) is formed on the xy-plane after

converting the slant range into the ground range.
The image formation process is identical for both primary

(“primary”) and repeat-pass (“secondary”) radar data. As a
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Fig. 9. CCD module.

Fig. 10. Intensity-based image co-registration.

next step, the formed primary and secondary local images
SMLSn

(x, y) and SSLSn
(x, y) are sent to the CCD module.

As it can be seen in Fig. 7, the CCD module includes three
main blocks: image co-registration; CCD phase error compensa-
tion; and CCD map generation. The process is explained in detail
in the following to provide a better understanding of the CCD
process. The detailed flowchart of the CCD module is given in
Fig. 9.

A. Image Co-Registration

In this stage, the secondary image is aligned with the primary
image by geometrically modifying it. There are intensity-based
and feature-based registration methods [24]. As an initial at-
tempt, we use the intensity-based image registration approach.
This approach seeks the maximum similarity of intensity pat-
terns between the images by modifying the geometrical trans-
formation matrix iteratively. The main steps of the algorithm are
shown in Fig. 10.

The image transformation matrix A is given as

A = [c1 c2 0; c3 c4 0; c5 c6 1 ] (10)

where ci (i = 1, 2, . . . , 6) are the coefficients to be determined.
The new position of the pixel at the coordinates (x, y) after

the transformation applied is given by

(x′, y′) = (c1 · x+ c2 · y + c5, c3 · x+ c4 · y + c6 ) . (11)

To move the corresponding pixel to its new position, the
image is interpolated. This transformation corrects registration
errors resulting from translation, rotation, scale, and shear. In

the initial step, c1 and c4 are set to 1, whereas others are 0 for
the secondary image to remain unchanged. After the secondary
image modification, the similarity of the secondary image and
the primary image is calculated using mutual information (MI)
which is a measure of how much information the secondary
image provides about the primary image [25], [26], [27]. MI, i.e.,
I(SMLSn

, SSLSn
), is calculated using the marginal probabilities

p(m) and p(s), and the joint probability p(m, s) where m
and s are intensity bins of the primary and secondary images,
respectively. It is given by

I (SMLSn
, SSLSn

) =
∑
m,s

p (m, s) ln

(
p (m, s)

p (m) p (s) ′
)
. (12)

As the MI is maximized, the secondary image aligns correctly
with the primary image [25]. After obtaining the similarity
metric, the coefficients of the image transformation matrix (10)
are optimized by using an evolutionary optimizer as detailed in
[28] to maximize MI. This process is repeated iteratively until
the algorithm reaches the maximum number of iterations or the
desired similarity value. In this way, the geometrically aligned
secondary image S̃SLSn

(x, y) is obtained.

B. Phase Error Estimation and CCD Map Generation

In most cases, the primary image SMLSn
(x, y) and the co-

registered secondary image S̃SLSn
(x, y) contain residual con-

stant, linear, and nonlinear phase errors due to imperfect MoCo
and digital processing. As shown in Section II-C, these errors
cause time-varying baseline errors and loss of coherency that is
spatially variant across the target area while some of them (e.g.,
constant, and linear errors) cannot fundamentally be corrected
by autofocus methods.

If the CCD phase error at point (x, y) is ∅err(x, y), the phase
error-free, the coherence map is given as follows based on (1):

ΛCCD (x, y) =

∣∣∣∣∣∣∣∣
∑G

g=1 SMLSn
(g) S̃SLSn

(g)∗exp (−j∅err (g))√∑G
g=1 |SMLSn

(g)|2∑G
g=1

∣∣∣S̃SLSn
(g)
∣∣∣2
∣∣∣∣∣∣∣∣

(13)
where ΛCCD is the coherence map, G is the total number of
resolution cells, and g represents the pixel located at point (x, y),
with values from 1 to G.
∅err is the unknown quantity and should be estimated. To aid

its estimation, ∅err can be expressed as a polynomial of some
order. Conducting a dedicated study for drone-based systems is
a complex problem, so as a first step, we rely on the existing
literature. Specifically, here we use the model in [29]. This was
originally developed to remove phase distortions due to flat Earth
and topographic effects in space-borne SAR interferometry. As
will be shown in Section IV, the model given with the following
equation can be used to form acceptable coherence maps when
the scene size is kept small although some residual phase errors
remain in the map:

∅err (x, y) = w0 + w1x+ w2y + w3xy + w4x
2 + w5y

2

(14)
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Fig. 11. Genetic algorithm.

where wi (i = 0, 1, . . . , 5) are the coefficients to be
determined.

The coefficients may be obtained by implementing least-
squares as in [30]. However, the method needs pixel selection
from the unchanged area in time between the flights. In this
work, we employ a GA-based optimization technique [31] to
estimate the coefficients of the CCD phase error function (14).
This technique does not require any particular pixel selection
and is able to compensate for CCD phase errors globally within
the change map. The main steps of GA to find the coefficients
are demonstrated in Fig. 11. In the first step, initial parameters
are determined such as the number of individuals in the initial
population, number of maximum generation (P ), number of
cross-overs, mutation rate of each gene, desired average co-
herency (μ), and possible solution range of each phase error
coefficient.

Based on initial parameters, the first population is generated,
and the fitness value of each individual, which is the average
value of (13), i.e., β, is evaluated. Then, a group of individuals
is selected for crossover and mutation, and offspring—new
individuals are generated. As a next step, the β value of each
new individual is evaluated. With regard to the selection part, as
many individuals as in the initial population are selected from
the existing population, and few of them must have the best
coherency and other individuals can be chosen randomly—this
method is called elitism [32]. In the final step, if the best
individual (βbest) is equal or bigger than μ or the generation
number (p) reaches P , the algorithm is terminated, otherwise,
the algorithm repeats itself from the parent selection part by
increasing the generation number.

After obtaining the error function, ∅err(x, y) from GA, the
local change map is formed using (13). By repeating these steps
for all local scenes, the full map is formed as shown in Fig. 9.

IV. EXPERIMENTAL VERIFICATION AND PERFORMANCE

ASSESSMENT

An experimental campaign was carried out to verify the
algorithms in Section III and to experimentally assess their
performance. Experiments were carried out at the University
of Birmingham Metchley Lane sport pitches. The ground was

Fig. 12. First scenario. (a) Scene. (b) Walking person after the first flight.

covered by 2.5-cm-long grass. Several corner reflectors were
spread throughout the target area for georeferencing purposes
and to assess algorithm outcomes with or without scene changes.
40-m-long SAR apertures were generated by flying the drone at
an altitude of roughly 20 m with approximately 3 m/s velocity.
In total, 32 flights were collected for different scenarios on the
same day. The experiment site can be seen in Fig. 12(a). Here,
two different scenarios extracted from 4 different flights are con-
sidered to show the capability of the SAR system and validate the
proposed radar system concept. The first one is human footprint
detection whereas the second includes a standing person and a
car track with turns.

A. Scenario I

In this scenario, the first drone-borne SAR data were collected
before making any changes to the scene. The second SAR data
were collected after a person walked on the grass at normal
speed. The human track can be seen in Fig. 12(a), whereas the
walking person’s photo is in Fig. 12(b). The total azimuth length
of the radar data collected was 40 m, whereas the scene size
along the ground-range direction was 32 m. The processing
begins with the positional data-based MoCo as mentioned in
Section III. The recorded positional data of the two tracks are
shown in Fig. 13. The constant horizontal baseline offset was
around 0.7 m whereas the constant vertical baseline offset was
0.06 m according to the recorded positional data. However, it
is worth keeping in mind that the positional data accuracy is
between ±0.5 m.

As described in Section III, the Doppler centroid is adjusted
to zero before the space invariant MoCo is implemented, which
is based on LQMD and PGA. Strong target selection was based
on corner reflectors placed in the scene. After space invariant
MoCo, RCMC is applied, and the images are divided into
four azimuth and two range blocks. Then, another PGA is
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Fig. 13. Positional data of the two tracks—the first track is in blue, and the
second track is in red.

Fig. 14. (a) Total estimated phase error for the primary image. (b) Total
estimated phase error for the secondary image. (c) Formed primary image.
(d) Co-registered secondary image.

implemented in each subimage. In this way, space-variant errors
are minimized in the subimages. Here, we focus on only one
subimage shown in the purple rectangle in Fig. 12(a). Similar
to the simulation in Section II-C, there are 4 corner reflectors in
the scene, and the size of the scene is 10 m × 16 m. Fig. 14(a)
and (b) shows the summed phase errors of the space-invariant
and space-variant estimations for the interested subimage. The
primary and the secondary images are formed with a 6 cm
azimuth and 40 cm ground-range resolution. The range and
cross-range profile of the target shown in the yellow rectangle
in Fig. 14(c) are shown in Fig. 15(a) and (b), respectively. The
next step is to co-register the primary and the secondary images.
The primary image and the co-registered secondary image can
be seen in Fig. 14(c) and (d), respectively. At this point, if the
cross-correlation coefficients are calculated by using a 2 × 8
sliding window, Fig. 16(a) and (b) is obtained. The phase of the
change map can be seen in Fig. 16(a). The change map has a 0.6
average coherence with a significant decorrelation on the left
side [see Fig. 16(b)]. This degradation is caused by the residual
phase errors denoted by ∅err in Section III-B. As described in
that section, ∅err can be assumed as a polynomial function,

Fig. 15. Cross-section of the corner-reflector shown in the yellow rectangle in
Fig. 14(c). (a) Cross-range profile. (b) Ground-range profile.

Fig. 16. (a) CCD phase before GA-based optimization. (b) CCD map before
GA-based optimization. (c) CCD phase after GA-based optimization. (d) CCD
map after GA-based optimization.

and its coefficients can be estimated iteratively by a GA-based
optimization method (see Section III-B). In GA, the number of
cross-overs are selected empirically as 25, whereas the mutation
rate of each gene is 0.005. Also, the desired average coherency is
decided as 0.95. The possible solution range of each phase error
coefficient was empirically chosen as±20 forw1 andw2,±1 for
w3, and ±0.5 for w4 and w5. w0 has no impact on the coherence
map, so it was ignored. The phase error is estimated by creating
30 generations that each include 50 individuals. Fig. 17 shows
how GA maximizes the coherency of the change map. In the
figure, the horizontal axis represents the number of generations
created, whereas the vertical axis represents the fitness value β,
which is the average value of (13). The mean fitness value of
each generation is shown in blue, whereas the individual who
has the best fitness value in each generation is shown in red.

As indicated, the best fitness value is obtained in the 21st
generation with a 0.81 average coherence. The formed coherence
map and phase are shown in Fig. 16(c) and (d). The human
footprint can be seen clearly in Fig. 16(d) and has a correlation
coefficient of 0.65 (average). In this figure, the decorrelation on
the right and left side of the corner reflectors is due to the high
sidelobes of the reflectors seen in Fig. 14(c) and (d).
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Fig. 17. GA processing: The mean fitness value of each generation is shown
in blue and the individual who has the best fitness value in each generation is
shown in red color.

Fig. 18. Second scenario. (a) Scene. (b) Standing person during the first flight.
(c) Moving car before the second flight.

B. Scenario II

In this part, a larger scene (15 m × 27 m) was considered
[see Fig. 18(a)]. After presenting how to form a local change
map in detail, an example of generating a bigger change map is
illustrated. In the scenario, a person stands on grass as seen
in Fig. 18(b) during the first flight. Before the second pass,
the person is removed from the scene, and the track shown in
Fig. 18(a) is followed by the car. A picture of the car can be seen
in Fig. 18(c).

First, a local scene with a size of 10 m × 16 m is chosen, and
the MoCo strategy presented in Section III is implemented. The
selected local scene is the same as in the first scenario. After
forming the primary and secondary images with a 6 cm azimuth
and 40 cm ground-range resolution similar to the previous
scenario, co-registration is done as described in Section III-A. At
this point, if the coherence map and its phase are plotted based
on (1) by using a 2 × 10 sliding window, Fig. 19(a) and (b)
is obtained. As expected, point-like targets do not decorrelate,

Fig. 19. (a) CCD phase before GA-based optimization. (b) CCD map before
GA-based optimization. (c) CCD phase after GA-based optimization. (d) CCD
map after GA-based optimization, where the x-axis represents the ground range,
and the y-axis represents the cross-range.

Fig. 20. GA processing: The mean fitness value of each generation is shown
in blue and the individual who has the best fitness value in each generation is
shown in red color.

but the coherence map is distorted completely, and no change
is visible due to phase errors. To maximize the coherency, the
proposed method is used. As in the first scenario, the coefficients
of the error function are estimated by the GA-based optimization
method by using the same initial parameters except for the
maximum iteration number P . Here, P is selected as 60 to see
how much difference occurs compared to 30 iterations. As long
as P increases, the probability of achieving higher coherencies
increases. The improvement achieved by GA can be seen in
Fig. 20. If the best individuals are examined in each generation
(indicated by red circles), it is seen that the initial coherence is
around 0.5. After creating 30 generations, the average coherence
value of the best individual is obtained as 0.74, whereas, at the
end of 60 generations, a 0.76 average coherence is achieved. The
mean coherence value of each generation (in blue) experiences
an increase as well and reaches up to 0.6 at the end of 60
generations.
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Fig. 21. (a) Final change map after the combination of the four subimages.
(b) Result after applying a global image threshold using Otsu’s method.

The result belonging to the best solution is shown in Fig. 19(c)
and (d). Most of the phase errors are removed and as a result,
the car tyre marks and the person who left the scene before the
second flight are visible.

Moreover, subtle changes in a larger scene can be observed
as described in Section III. The formed local change map shown
in Fig. 19(d) is stored. Then, another subscene is selected, and
the local change map for it is formed by applying the same CCD
processing steps. After registering the formed local maps, larger
change maps can be generated as in Fig. 21. In this example,
four subimages that were half-overlapped along the azimuth
direction and 30% overlapped along the ground-range direction
are used. The subscenes are shown with dashed rectangles in
different colors in Fig. 21(a). Also, the obtained result can be
seen in this figure. Apparently, besides aligning all the subscenes
correctly, the algorithm is able to discern the car track including
its turns. Our approach to choosing the overlapped part is to use
the local change map that has a higher average coherence for the
corresponding overlapped part.

The detection result after applying a threshold to the CCD
map in Fig. 21(a) is shown in Fig. 21(b) in binary form. Here, the
threshold is determined by using Otsu’s method, which is based
on minimizing the intraclass variance of the black-and-white
pixels [33]. The figure proves that even using a simple threshold,
the car track and the standing person can be detected.

V. DISCUSSION

The results given in Section IV show the ability of the
drone-borne SAR system to change detection and validate the
approach proposed in Section III. Subtle changes on a grass
floor (grass length less than 2.5 cm) that are indistinguishable

by the eye are observed on the generated change maps by us-
ing a high-frequency, high-resolution drone-borne SAR system.
Human footprints appear with a 0.65 average coherence value
in Fig. 16(d) that has 0.81 average coherence value whereas, car
tyre marks are observed with less than 0.5 average coherence
in Fig. 19(d) that has 0.76 average coherence value. Although
we can detect changes, the local change maps generated may
have different intensities. This is evident in Fig. 21(a), where
the intensity of each local change map varies. The fundamental
reason for having different intensities is having different image
quality factors. Even if the local scene size is determined ac-
cordingly to minimize spatially variant phase errors in the local
scene, some residual phase errors may exist in it. Furthermore,
applying LQMD and PGA may result in random azimuth offsets
for each individual SAR image, which may exaggerate pro-
cessing decorrelation. Another reason could be co-registration
quality. The co-registration method used in this work considers
errors arising from translation, rotation, scale, and shear. If the
local image pair has a different kind of error, this degrades the
change detection result. Moreover, the GA-based optimization
technique employed to minimize the phase errors between the
image pair uses a parametric model that estimates errors up to
the second order. Hence, higher-order phase errors can decrease
the performance of the algorithm. As a result, having different
change detection performances for each local scene is a natural
consequence of the image formation and change map generation
processes. Nevertheless, as a proof-of-concept, this work shows
that drone-borne SAR change maps can be reasonably formed.

VI. CONCLUSION

In this article, it is shown, for the first time, that a high-
frequency, high-resolution drone-borne SAR system operating
at short ranges is capable and possible of detecting subtle
changes, such as human footprints or car tyre marks, on a grass
floor. After evaluating the decorrelation sources and limitations
of the drone-borne SAR system built in-house, a CCD algorithm
that includes data-driven autofocus-aided SAR image formation,
intensity-based image co-registration, and GA-based interfero-
metric phase error compensation methods is proposed.

The performance of the CCD algorithm and the drone-borne
SAR system is validated through experiments aimed at detecting
human footprints and car tyre marks. As a result, higher than
0.75 average coherence between the drone-borne SAR images
is achieved, which makes it possible to form drone-borne SAR
CCD maps with an mm-level sensitivity.

This work and the results presented in this article demonstrate
that drone-borne SAR systems have great potential to be used
for monitoring and security applications. On the other hand, the
performance is sensitive to the selection of the local scene size
and co-registration quality. The results with the baseline system
show clear potential, but further areas for research to further
improve capability are identified. These include making the
local scene size determination automatic based on image qual-
ity factors, improving the image co-registration performance
by employing nonglobal and nonlinear transformation models,
and including an adaptive polynomial order model to remove
residual CCD phase errors.
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