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Deep Hyperspectral Shots: Deep Snap Smooth
Wavelet Convolutional Neural Network Shots

Ensemble for Hyperspectral Image Classification
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Abstract—The deployment of convolutional neural networks
(CNNs) to classify hyperspectral images is extensively discussed
in the research study. A number of different algorithms and ap-
proaches are applied, including 2-D CNN, 3-D CNN, support vec-
tor machine (SVM), regression models, and other state-of-the-art
deep learning models, although these methods do not show good
performance for hyperspectral image classification. Furthermore,
3-D CNNs require a lot of computational power and are not mainly
employed, whereas 2-D CNNs do not constitute multiresolution im-
age processing and exclusively focus on spatial features. However,
3D–2D CNNs aim to incorporate spectral and spatial features, and
their efficiency while being evaluated on various datasets tends to
be limited. Moreover, a number of deep learning models have been
proposed recently, but their performance is still limited. In order
to solve these problems, in this article, we propose a novel deep
hyperspectral shot, a deep smooth wavelet CNN shots ensemble
for hyperspectral image classification. A deep smooth wavelet CNN
utilizes layers of wavelet transform to extract spectral features. The
computation of a wavelet transform is less intensive as compared
to the computation of a 3-D CNN. After that, the extracted spectral
features are integrated into 2-D CNN, which generates spatial
features, as a result, generates a spatial–spectral feature vector for
classification. Furthermore, we introduce the snapshots generation
method and employ a cyclic annealing schedule to converge to sev-
eral local minima along its optimization path and save the models.
We build several snapshots of the deep hyperspectral shots model to
enhance the performance of our proposed method. We propose the
snapshots optimization and ensemble selection approach in order
to solve the optimization problem within ensemble creation and
further enhance the performance. In addition, we also introduce a
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novel activation function called Relish to increase spatial–spectral
feature propagation and advance for smoother gradients. Overall,
we ensemble the snapshots of our proposed method and achieved
that can classify multiresolution HSI data with high accuracy.
Experiments performed on benchmark datasets, our proposed
method, deep hyperspectral shots, achieved overall accuracies of
99.96%, 97.91%, and 99.49% on the Salinas, Indian Pines, and
Pavia University datasets against the state-of-the-art methods.

Index Terms—Deep learning (DL), ensemble, hyperspectral
image classification (HSIC), snapshot, wavelet convolutional neural
network (CNN).

I. INTRODUCTION

HYPERSPECTRAL images (HSIs) have received a lot of
focus in recent years because of the valuable features

and high spectral resolution [1], [2]. Using these comprehensive
HSI data, HSIs are used effectively in a variety of application
domains, some examples of applications include urban develop-
ment, land monitoring, scene interpretation, and resource explo-
ration [3], [4], [5], [6]. For these applications, HSI classification
(HSIC) is a popular approach that provides the opportunity for
the analysis of earth feature properties, thus also making it easier
for HSI applications.

Over the last several decades, a large number of classification
techniques based on spectral and spatial characteristics have
been developed to classify the pixels in the HSI dataset; those
techniques incorporate support vector machines (SVMs) [7], [8]
K-nearest neighbors [9], random forest [10], logistic regression
[11], extreme learning machine [12], and deep learning (DL)
models, etc. Nevertheless, as such techniques consider pixel
values with very related spectral data but not the same label, the
classification performance is often limited, because the leverage
of spatial information is rarely taken into consideration. Follow-
ing that, a number of techniques have used spatial characteristics
as a secondary approach, based on spectral characteristics, to
improve the illustration of hyperspectral data. For example,
the fine-tuned classification maps generated by SVMs, Markov
random field, and edge-preserving filtering are employed to
accept spatial contextual data into account [13], [14]. Morpho-
logical profiles [15], [16], [17] have been advanced to transform
the spatial feature extraction of high-dimensional hyperspectral
data, which has been proven to be an effective method to analyze
spatial data. In [18] and [19], the spatial data of each pixel’s
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neighborhood are presented to a sparse representation model in
order to find the best representation approach using a sequence of
standard training instances. Moreover, diverse image processing
techniques, for instance, Gabor filtering [20], compressive sens-
ing [21], and discriminant analysis [22], [23], are also employed
for HIC with the add-on of spectral and spatial information.

Despite the fact that the aforementioned techniques have
yielded appropriate results, the validity of their classification
largely rely on the reliability of the hand-crafted features, which
are regarded as superficial features. The experiments of the
aforesaid shallow models are vulnerable to overfitting problems
due to the Hughes phenomenon [24] and the smaller sample
size. Furthermore, due to erratic environmental forces, there
is commonly severe spectral diversity in HSI, resulting in a
massive intraclass distance and intense interclass correlation.
Therefore, hand-crafted patterns are not suitable for dealing
with these issues. The extraction of dynamic spectral and spatial
characteristics for HSIC is a commonly known commercial need
in the associated industry.

DL has experienced significant growth with the growing
scalability of hardware, DL has experienced significant growth
in computer vision (CV) tasks (e.g., image classification [25],
[26], [27], scene segmentation [28], target detection [29], and
natural language processing (NLP) [30], [31]), etc. A number of
DL-based algorithms have been proposed to compute the HSIC
datasets, which can be further classified into two types, i.e.,
spectral-based technique, and spectral–spatial-based technique,
based on the method of data processing. The spectral-based
techniques exclusively employ spectral data, e.g., to explore
the subtle spectral disparities among various classes, a high-
dimensionality spectrum was fed into a deep neural network
(DNN) [32]. Rather than computing each band separately, a
recurrent neural network (RNN) was employed to maximize the
utilization of the spectral similarity that occurs in the specific
bands [33]. To reduce the computational complexity of over-
lapping data between adjacent bands and improve classification
performance, a cascaded RNN approach with two RNN layers
was presented, whereas one intends to minimize concurrency
and another to learn complementarity [34]. Gradients could
come to a halt throughout the RNN training process due to
the trait of long-term reliance. Hence, long short-term memory
(LSTM) networks, a novel model of RNN, are introduced to
obtain the context-specific spectral features efficiently to address
this gap [35], [36]. However, such spectral-based techniques
have enhanced classification performance, and their efficiency
in complex scenes still needs to be improved.

Unlike the previously mentioned, spectral–spatial-based tech-
niques intend to retrieve both spectral and spatial features for
classification performance concurrently. Numerous pieces of
research have been performed on this concept so far. In another
study the author employed [37], principal component analysis
(PCA) to reduce the high-dimensionality of the HSI datasets,
then every pixel and the flattened vector of the correlating neigh-
bors were fed into the multilayer stacked autoencoders to retrieve
spectral–spatial features. In the course of feature learning, Ma
et al. [38] introduced a spatially updated deep autoencoder that
considered contextual metadata to achieve maximum interclass

distances. Deep belief networks were also used in order to
acquire representative spectral features and score neighboring
pixels’ estimates [39], [40]. Even so, these approaches primarily
infuse spatial input data into flat vectors that can suppress spatial
structure.

Convolutional neural networks (CNNs) have illustrated the
potential of extracting features and influenced the research
area of HISC tasks due to the distinctive potential benefits
of general perception and parameter tuning. The basic two
categories of CNN architectures, such as 1-D CNN and 2-D
CNN, were constructed to acquire the robust spectral–spatial
features and subsequently successfully obtain the classification
result through the decision fusion approaches [41], [42], [43].
Moreover, to acquire robust spectral–spatial features, HSI cubes
include the central pixels and its neighbor pixels were chosen as
the training instance of a DNN. Due to the sheer intense spectral
correlation among the center pixels and the neighboring pixels
in a limited area, such a method suggests that the label of the
whole HSI cube can be illustrated via the label of the central
pixel. According to this supposition, 3-D has been the best
suitable DL architecture for extracting spectral–spatial features
[43]. Furthermore, the Jeffries–Matusita distance was combined
with 3-D CNN to adopt efficient bands for the classification of
distinct closely related objects [44]. To tackle the problems of
significant hyperparameters and extreme time complexity of the
training model, such 3-D convolutional layers at depth levels
are replaced via employing 2-D convolutional layers to effica-
ciously optimize DNNs and integrate features at various levels
[45], [46].

The general perspective is that deeper DNN architectures can
more efficiently extract higher-level abstract features. While
greater depth allows for more non-linear transformations be-
tween layers, it also increases the risk of the vanishing gradient
problem. To address this, a residual network (ResNet) was intro-
duced as a framework that utilizes shortcut connections between
residual blocks. This allows gradients to bypass several layers
and propagate back directly to shallower layers, facilitating
optimization through stochastic gradient descent [47]. In [48],
to alleviate the decreasing-accuracy problem, a deep spectral–
spatial ResNet was proposed with serial residual blocks.
In [49], Paoletti et al. presented a pyramid bottleneck residual
block to incorporate extra feature map locations in the deeper
network. In [50], Zhang et al. integrated the spectral–spatial frac-
tal residual CNN. Moreover, to solve the issue of limited labeled
data, they integrate a data balance augmentation approach to
enhance the accuracy of the limited sample size. Furthermore, a
dual-channel residual network with a noise-robust loss function
was presented to thoroughly exploit the valuable data from incor-
rectly labeled samples to improve the DNN model effectiveness
in unique scenes [51]. Due to the previously significant research
progress, ResNet has become the dominant architectural style
of spectral–spatial-based techniques for HSIC.

Nevertheless, there is one typical major downside that has
yet to be addressed. HSI generally carries a wide range of
spectral and spatial details, although not all of it is useful for
classification [52]. Moreover, the spectral bands and salient
spatial locations that are useful for feature representation and
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classification should be illustrated. In order to achieve this,
the attention method has been successfully applied to natural
language translation [53] and CV tasks [54], [55] have also been
proposed to detect the majority of salient bands and locations in
HSIs. Among application areas, the attention method is typically
integrated as an individual block in networks to improve feature
maps by unevenly weighting bands, pixels, or channels. For ex-
ample, in the initial phases, lightweight spectral attention blocks
constructed of global average pooling layers and convolutional
layers were introduced at the top of the networks to enhance
the impactful spectral bands to perform the main function in
resulting feature extraction [56], [57].

In addition to the spectral attention block, the spatial attention
block was intended to increase the importance of the related
spatial regions. In [58], Shamsolmoali et al. used spatial atten-
tion to improve the network’s generalization capacity during
feature fusion. In a sequential manner, integrating the spectral
and spatial attention blocks into the residual connections, ef-
fective spectral–spatial features are calculated to enhance the
classification of overall majority outputs [52], [59], [60], [61].
Nevertheless, in the aforementioned techniques, the spectral and
spatial attention blocks are generated individually, preventing
the fusion of spectral and spatial properties. To enhance the
association between spectral and spatial attention, similarity
matrices produced by the spectral and spatial attention sections
were dynamically assigned to all locations and bands [62].
Li and Wang [63] introduced a spectral and spatial fused
attention block to cross-apply attention masks, intending to
thoroughly explore the significant association between spectral
bands, spatial locations, neighborhoods, and classification out-
comes. Furthermore, self-attention (SA) was used to analyze the
associations among pixels. An SA methodology was developed
in order to retrieve distinguishing spectral and spatial features
[64]. Zhao et al. [65] presented an approach to calculate the cor-
relation coefficients between the center pixel and its neighbors to
improve the impact of the center pixel. The spectral and spatial
transformers [66], [67] were used to predict the correlation
between spectral bands and spatial positions by incorporating
various SA components. In addition, the transformer was used
to acquire the enhanced inputs for computation [68]. Even so, the
computational complexity is immense because the transformer
typically contains multiple SA modules.

In [69] and [70], the spectral and spatial nonlocal blocks
retrieve the global salient spectral bands and spatial areas. Both
are integrated with the spectral and spatial blocks, respectively,
to optimize the features. Recently, graph CNN (GCNN) [71]
has been proposed to extract similar features from the spatial
and spectral features of HSI and improve the performance
issue of HSIC. Many spatial–spectral proposed hybrid meth-
ods [72], [73], [74] have been developed by combining spatial
correlations and spectral similarity [75], and by connecting the
integrated correlations and spectral similarity of nearby pix-
els, a spatial–spectral hypergraph was created within the class.
Zhang et al. [76] proposed a new multireceptive field-based
neural (MARP) method for HSIC. In this method, a novel
approach called the adaptive receptive path aggregation mech-
anism is introduced to mitigate the influence of noise nodes

on classification. This mechanism also enables the automatic
exploration of an adaptable receptive field. To achieve this, a
graph attention (GAT) neural network is utilized to learn the
significance of neighborhoods with varying sizes. Additionally,
the method involves the integration of an LSTM technique to
update nodes and retain the inherent local convolutional features
of these nodes. Similarly in [77], Ding et al. proposed a novel
multiscale receptive fields GAT neural network (MRGAT) for
HSI. In [78], an adaptive graph convolution approach termed
(AF2GNN) is introduced for HSIC. It incorporates superpixel
segmentation to refine local spatial features and a two-layer
1-D CNN for spectral feature transformation. A linear function
combines various graph filters through learned weight matrices.
Furthermore, degree-scalers unify multiple filters, outlining the
graph structure. The AF2GNN network integrates adaptive fil-
ters and aggregator fusion, enabling comprehensive HSIC. In
[79], Chen et al. introduced a new approach named spectral-
induced aligned superpixel segmentation, which simultaneously
employs segmentation outcomes from raw and deeply abstracted
spectral features in HSI. Deep spectral features are extracted
through a deep autoencoder. Minimum and maximum fusion
approaches are intuitively examined to combine these segmenta-
tion results. Additionally, they introduce a local aggregation and
global attention block, integrating graph sampling, aggregation,
and graph transformer to hierarchically examine local and global
spatial characteristics. The aforementioned methods typically
retrieve spatial features based on coordinate distance, which
prevents them from capturing key features. Additionally, the ma-
jority of them only take these spatial features into account when
preprocessing the HSI data and do not take them into account
when building the graph [80], [81]. Furthermore, the aforemen-
tioned techniques are built on a solo graph structure to guide
the weak diversity learning of intrinsic properties found in HSI
data. In order to alleviate the phenomenon, ensemble learning
[82], [83] draws much attention. However, the existing ensem-
ble learning algorithms are prone to computational complexity
problems.

Although notable significant progress has been made in the
research area of spectral–spatial HSIC technique, it remains
crucial to improve discriminative features and performance in
contexts of accuracy prospects. In this article, we proposed deep
hyperspectral shots, which are presented to characterize the
spatial and spectral features of HSIC. The proposed method’s
goal is to be capable to develop discriminative representations
for spectral and spatial characteristics, as well as to improve the
robustness of features through embedded learning via dense con-
catenation, snapshots, and ensemble learning. To accomplish the
aforementioned task, we build four distinct parts in the proposed
deep hyperspectral shots architecture. First, to efficiently com-
pute the feature extraction and reduce the time complexity issue,
factor analysis (FA) and wavelet decomposition methods have
been employed, which reduces the training and time complexity
issue efficiently to exploit the CNN. Second, the excessively
dense features emphasize the overfitting and redundancy issues,
which reduce classification performance as the number of dense
features increases. Recently, the ensemble approach has been
extensively applied to a variety of tasks, such as CV and NLP,
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Fig. 1. Deep hyperspectral shots architecture. The orange rectangle box consists of the base model, the blue boxes exhibit the generated snapshots of the base
model, the vertical red rectangle box consists of the snapshots optimization and selection process, and the final part is the output of the proposed method. (Please
use the zoom-in option to explore the figure.)

[84], [85], which is motivated by the human team task efficiency.
Motivated by the fact that the snapshot ensembling can improve
representation discrimination and help improve the time com-
plexity generally associated with ensemble approach creation.
Moreover, we proposed a snapshot selection technique to opti-
mize the ensemble approach and efficiently compute the spatial
and spectral features of HSI. In this article, the 2-D and 3-D
spatial and spectral modules are built individually to yield pro-
ductive feature representation. Third, in order to enhance the per-
formance and low computation complexity problem, we design
an improved activation function. Finally, to further extract dense
features from the HSI and enhance classification performance
on datasets with diverse spatial and spectral characteristics,
an approach was developed with the aim of optimizing the
representation of data patterns to boost classification accuracy.

This article’s key contributions are described as follows.
1) We propose the deep hyperspectral shots method, which

extracts the spatial and spectral features efficiently. More-
over, we proposed the snapshot ensemble approach to
enhance the performance.

2) We incorporate the novel snapshot optimization and en-
semble selection approach to obtain additional accurate
classification performance.

3) We also introduce a novel Relish activation function
that has been integrated into the proposed method to
boost spatial–spectral feature propagation and advance
for smoother gradients. This tends to make the landscape
simpler to optimize, allowing for smoother and faster
generalization of the proposed method.

4) An end-to-end deep hyperspectral method, which incor-
porates the snapshot, the ensemble, and deep hyperspec-
tral shots, is proposed to stress the relevant spatial areas

and extract the discriminating spectral–spatial features for
HSIC.

5) A number of experiments were carried out on real-world
datasets to evaluate the efficacy of our proposed method
and compare it to existing methods. Experimental perfor-
mance exhibits that our proposed method not only obtains
enhanced performance but also can efficiently extract
spectral–spatial features.

The rest of this article is organized as follows. Section II
introduces the proposed deep hyperspectral shots method in
a comprehensive manner. Section III presents the experiment
and results analysis of three standard HSIC datasets. Finally,
Section IV concludes this article.

II. PROPOSED METHODOLOGY

In this section, the overview of the proposed deep hyperspec-
tral shots architecture is first introduced. Then, the key parts
of the framework are described comprehensively. Finally, the
activation function of the network and the algorithm’s steps are
described subsequently.

A. Architecture

As exhibited in Fig. 1, the deep hyperspectral shots architec-
ture is a multisnapshot ensemble feedforward neural network
that consists of five explicit functional parts, such as the pre-
processing part, the base or core model, snapshots generation,
snapshot optimization and ensemble selection, and, finally, the
output part. From the forward propagation process, the output
of every individual snapshot is utilized as the output of the core
model generation. For example, we employ core-model to pro-
duce several snapshots required by the deep hyperspectral shots
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and final output part. The snapshot optimization and ensemble
selection approach is applied for the fusion part to train the
acquired spectral and spatial features.

The basic notations of each part in Fig. 1 are described
as follows: The orange rectangle box indicates the base%core
model, which includes the preprocessing part that converts the
original map into low-dimensional features, and the middle part
contains all neurons of the deep hyperspectral snapshots and
wavelet transform framework. The black line of the core model
indicates the activate function infuse through a core model. The
purple lines are the snapshots generation process. The blue boxes
show the snapshots from 1..., 1 + n, generated by a core model.
The red vertical rectangle box is the snapshot optimization and
ensemble selection procedure to optimize the snapshots and
generate a prediction for the final output of the proposed method.
The following operational parts will be thoroughly discussed
ahead.

B. Feature Extractions

In order to enhance computational efficacy, the input HSI cube
with dimensionP ×Q×R is initially forwarded to an FA tech-
nique to minimize the dimension to P ×Q×B. Minimizing
the dimension of the original HSI cube helps in decreasing the
overall training time complexity by 60% [86]. The output vector
Ỹ , with a dimension of 1× PQ, selects one of the accessible
land cover classes defined by C. The spectral dimensions are
saved in FA, i.e., P ×Q, only the bands are scaled down from
R to B. Using FA as a preprocessing phase in HSI is immensely
effective because it can characterize the variations among the
distinct correlated and intersecting spectrum bands, allowing
the model to effectively classify related instances. However,
the frequently utilized PCA-based dimension reduction does
not thoroughly focus on this goal in HSI. PCA generates an
approximate value for the desired factors, but it does not enable
categorizing resembling instances very efficiently. Following the
completion of the FA phase, intersecting 3-D patches of size
F × F ×B are retrieved from the preprocessed HSI and issued
to the core model of the deep hyperspectral shots. F × F is the
window size for patch extraction, for the Indian Pines dataset,
University of Pavia, and Salinas Scene dataset, and the window
size has been set at 24 × 24. The truth scores for the above
patches are measured by the class category of the central pixel.
The scores were assigned through the experimental work in order
to optimize overall accuracy (OA).

C. Deep Smooth Wavelet Convolution Neural Network

The traditional 2-D CNN can be stated as a variant of a
multiresolution CNN, which can take spatial and spectral in-
formation into account [87]. Past studies have been effective in
proposing the convolution and pooling functions in a 2-D CNN
as filtering and downsampling [88]. The conventional CNN can
be mathematically expressed as the weighted sum of nearest
neighbors with the addition of constant bias.

Given an input vector Xn with corresponding labels Yn from
the Rn space. In (1), Yi is a label from Yn labels and Xi is the

corresponding sample from Xn. Wj is the weight defined by a
filtering kernel. Ni are neighboring i data

yi =
∑
j∈Ni

WjXj . (1)

Equation (1) can be merely termed as the convolution of Xi

and kernel Wj and can be expressed as Y = X × W . This
is called the convolution layer of a CNN, where W is in Ro.
Convolution layers’ output is usually huge and must be pooled
down prior to being fed to the following layer. Pooling layers are
incorporated in between convolution layers to initiate a filtering
process and reduce the total amount of outputs. This forms the
foundation for the multiresolution CNN where the convolution is
executed by a pair of kernels klow and khigh, which generate Xlow

and Xhigh. The multiresolution CNN performs the hierarchical
decomposition of the X(low,t) into X(low,t+1) and X(high,t+1)

with different kernels at each step t.
For deep hyperspectral shots, we utilized the wavelet trans-

form. The wavelet kernel Khigh,t is Haar wavelets and Klow,t

is a scaling function [89]. The two-dimensional Haar wavelets
employ the four kernels (fv, vfv, ufu, vfu, u) for the wavelet
transform [90] as given in

fv,v =

[
1 1
1 1

]
fv,u =

[−1 −1
1 1

]

fu,v =

[−1 1
−1 1

]
fu,u =

[
1 −1
−1 1

]
. (2)

After passing patch x with F × F dimensions via a Haar
transform, the (iv, jv)th spectrum position value can be ex-
pressed as Haar

(iv, jv) = x(2iv − 1, 2jv − 1) + x(2iv − 1, 2jv)

+ x(2iv, 2jv − 1) + x(2iv, 2jv). (3)

The wavelet transform transforms the HSI patch that has been
obtained as an input into subbands, which are then forwarded
through a convolution layer to learn the spectral and location
features. Please note that the subbands designated as high-pass
and low-pass filters do not essentially filter the spectral band
with these filters. The wavelet transform subdivides the subband
portion once more in the following layer before sending it to the
convolution layer. This procedure is repeated in each layer, with
the CNN continuing to learn spectral and spatial features from
the HSI patch.

The base model of the proposed method architecture is shown
in Fig. 1. The model is initialized with 3 × 3 convolution
kernels and 1 × 1 padding. To replace pooling layers in between
convolution, a stride of 2 has been employed. In order to avoid
the model overfitting issue, a global mean pooling has been used
for all convolution layers before passing data into the dense layer.
Furthermore, to make better use of the wavelet transformed
feature, dense connections and projection shortcuts approach
have been adopted [47], [91]. To ensure that all the features
stream through to the end of the model, dense connections are
used with a channelwise concatenation of the decomposed data.
The base model is embedded with two dropout layers as well
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along with batch normalization to eliminate the overfitting issue.
Due to the small number of samples in HSI datasets, there is
a high likelihood of overfitting. It is imperative to take every
precaution to keep the base model from the overfitting problem.
Relish has been employed as the smooth activation function,
the proposed activation function has been explained in detail in
Section II-G.

D. Snapshot Generation

From a singular training phase, deep hyperspectral shots
generate an ensemble of accurate and vibrant snapshot models.
An optimization technique is the core of the deep hyperspectral
shot, which explores multiple local minima until settling on
optimum minima. In order to achieve the maximum advantage,
at the training phase, we choose model snapshots at multiple
different minima.

Generally, deep hyperspectral shots perform efficiently if the
snapshot models, first, have low test error and, second, do not
overlap in the set of examples they misclassify. The weight
assignments of a neural network do not always correlate to
low test inaccuracy across the optimization curve. In addition,
it is frequently observed that the validation loss of the deep
hyperspectral shots ensemble gradually declines only after the
learning rate is lower, where it occurs after several hundred
epochs. During our analysis, the training of our proposed method
snapshots ensemble for very lesser epochs, and dropping the
learning rate earlier has a slight effect on the end test error [92].
This appears to imply that local minima across the optimization
curve indeed be convincing (in aspects of prediction error) only
after a couple of fewer epochs.

E. Schedule Selection

We employ a cyclic annealing schedule (CAS) to converge to
numerous local minima as in [92]. We minimize the learning rate
rapidly, letting the model converge to its initial local minima in as
little as 50 epochs. The optimization process is then repeated at
a slightly large learning rate, perturbing the model and causing
it to escape from the minimum. This procedure is reiterated
numerous times in order to achieve various convergences. The
learning rate is expressed in mathematical terms as

α(r̂) = f(mod(r̂− 1, �N/Ni�)) (4)

where r̂ denotes the number of iterations, N represents the cu-
mulative number of training iterations, and f denotes a constant
declining function. Specifically, we partition the training phase
intoM cycles, each of which begins with a high learning rate and
gradually reduces to a lower rate. The high learning rateα = f(0)
allows the model to detach from a critical point, whereas the
low learning rate α = f(�N/Ni�) leads to an effective local
minimum. In our experimental studies, we initialize f to be the
shifted cosine function:

α(r̂) =
α0

2

(
cos

(
π mod (r̂− 1, �N/Ni�)

�N/Ni�
)
+ 1

)
(5)

Algorithm 1: Snapshots Generation and Schedule Selection.
Require: Z: HSIs data; N: total number of classes; M: total
number of training samples; L: Snapshot; SCB: Snapshot
Callback; epc: epoch per cycle; n_epoch: total number of
epochs of each cycle.

1: Procedure
2: Apply FA to execute the dimensionality reduction

process for N of HSI datasets Z
3: Obtain the training samples M by arbitrary selection N

pixels from the spectral–spatial dataset Z, generate the
testing samples MT by the remaining pixels

4: Retrieve the spatial features from the HSIs datasets Z
and acquire the spectral–spatial fusion information by
using the wavelet transform method

5: for CallBack = SCB do:
6: initialize L
7: Execute above Equations (4), and (5)
8: after each iteration n_epoch save learning rate
9: if epoch ! = 0 & (epoch+1) % epc == 0: do:

10: Generate and Save train L model.
11: end if
12: end for

where α0 is the initial learning rate. Implicitly, this function an-
neals the learning rate from its initial valueα0 tof(�N/Ni�) ≈ 0
over the duration of a cycle. However after that, instead of
updating the learning rate at each epoch, we update it at each
iteration. This helps to enhance the convergence of short cycles
even since a high early learning rate is chosen.

The proposed deep hyperspectral shots model appears to
approach a local minimum in terms of training loss at the end
of each training cycle. As a result, leading up to increasing the
learning rate, we start taking a “snapshot” of the proposed model
weights. After training M cycles, we have M model snapshots,
∅1, ......, ∅M , sequentially every snapshot will be incorporated
into the final ensemble. It is worth noting that the entire training
time of the M snapshots is constant as training a model on a
typical schedule. In certain situations, the basic learning rate
schedule generates lower training loss as compared to the cyclic
schedule. The algorithmic details of the proposed method are
given in Algorithm 1.

F. Snapshots Optimization and Ensemble Selection

The snapshot selection plays a key role in the construction of
a robust and enhanced performance ensemble in our proposed
method. Generally, the basic approach of ensemble creation is to
integrate the total number of base models by using the bagging
[93], boosting [94], and stacking [95] approaches. Although
our proposed method can acquire fairly good performance, we
take further steps to optimize and minimize the loss in order to
acquire the robust and enhanced generalized performance of the
ensemble. Since we are considering a nonlinear programming
(NLP) problem, we employ the sequential least square program-
ming approach to solve this issue. Optimizing O, the snapshots,
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and selecting the best ensemble to allow us to further slightly
enhance the performance by using the equations as

min f(q), over q ∈ Rn

subject to k(q) = 0

l(q) ≤ 0 (6)

where f : Rn → R is an objective function, functions k : Rn →
Rm and l : Rn → Rz describe the equality and inequality con-
straints,ndenotes the total number of variables that are subject to
optimization,m is the number of equality, and z is the number of
inequality constraints function. For an assigned iterative process
q[p], the NLP is scaled down to the QP subproblems, and the
following iteration q[p+ 1] is then derived from the QP solution.
The sequence q[p] is designed in such a format that it eventually
converges to a local minima f(q∗) of the NLP as q → ∞, where
∗ relates to the parameter associated with the local minimum
point. The evaluation and execution of NLP become further
challenging in the existence of constraints. The values that fulfill
equality and inequality constraints are referred to as the NLPs
viable set and are described by

F = {q ∈ Rn | k(q) = 0, g(q) ≤ 0} . (7)

The Lagrangian for this problem is

L(q, λ, μ) = f(q) + λT k(q) + μT l(q). (8)

where vectors λ ∈ Rm andμ ∈ Rz are referred to as Lagrangian
multipliers. Active constraints are an index set for q ∈ Rn when

Ia c = {i ∈ {1, . . . , z} | li(q) = 0} . (9)

Let f(q∗) be a local minimum of the NLP, then the condition

li (q
∗)μ∗

i = 0, 1 ≤ i ≤ z
μ∗
i > 0, i ∈ Ia c

(10)

is called strict complementary slackness at q∗. Matrix L is
described with the derivative of active constraints as follows:

L(q) =
(∇k1(q), . . . ,∇km(q),∇li1(q), . . . ,∇lij (q)

)
(11)

where ∇ represents the gradient operator and j represents the
number of active constraints. For f(q∗), which is a local mini-
mum of the NLP assumed existing of λ∗ and μ∗ such that

∇L (q∗, λ∗, μ∗) = ∇f (q∗) +∇k (q∗) λ∗

+∇l (q∗)μ∗ = 0. (12)

If (16) carries true, hence the condition is known as the first-
order necessary optimality condition. Suppose the following
criteria are encountered.

1) The columns of L(q∗) are linearly independent.
2) Strict complementarity slackness holds at q∗.
3) The Hessian of the Lagrangian with respect to q is positive

definite on the null space of L(q∗)T .
Thereafter, (6) and these prerequisites are referred to as the

second-order enough optimality conditions of the NLP, and the
Lagrangian multipliers λ and μ∗ are distinctively defined.

After describing the constraints that must be fulfilled in order
to take some value as a minimum, the QP for each iteration step
is requisite to be constructed. The QP subproblems represent the
NLPs local properties with regard to the existing iteration p[k].
As a result, the objective function f is substituted with its local
quadratic probability distribution

f(p) ≈ f(q[p]) +∇f(q[p])(q − q[p])

+
1

2
(q − q[p])Kf(q[p])(q − q[p]) (13)

and constraint functions l and k are replaced with their local
affine approximations

l(q) ≈ l(q[p]) +∇l(q[p])(q − q[p]) (14)

(q) ≈ k(q[p]) +∇k(q[p])(q − q[p]) (15)

where ∇f(q) represents the gradient of function and Kf(q)
Hessian of function. For optimization purposes, we assign the
bounds parameter between 0 and 1. As shown in Fig. 2, in the
initial iteration, it takes the total number of Snapshots T, and
we reiterate T to the total number of 25 times (O1, ...., ON )
to acquire the local optimum and generate the best ensemble
selection.

G. Activation Function

Activation functions have been a main field of research in
order to fully understand the training complexity of neural
networks. While activation functions have played a significant
part, in practical application paradigms, they have been regarded
as a sole element, whereas in theoretical areas such as mean-field
theory, they have been regarded as a primary component; the
discussion over activation functions is becoming more volatile.
Whereas ReLU and Leaky ReLU have transformed the area due
to their ease of formulation and low computational complexity,
several studies have presented smoother versions to enhance
optimization and information propagation, such as ELU, Soft-
plus, and Swish [96]. However, they have largely been one-hit
adventures, failing to adopt versatile datasets. In this article, in
order to tackle the versatile spatial–spectral feature datasets, we
propose a novel activation function called Relish. The graphical
implementation of the Relish activation function has been shown
in Fig. 3. The details of the equation of the proposed activation
function are given ahead. To recap, Relish is defined as

Y = X × max(0, βx) (16)

f(x) =

{
0, if x < 0

x, if x ≥ 0
(17)

where f(x) = max(0, x) is the ReLU activation function and
β is either a constant or a trainable parameter. Fig. 3 shows the
graph of Relish for the value of β = 0.1. As seen in Fig. 3, it
has a few key subtly different characteristics that distinguish
it from other activation functions. First, Relish is a smooth
continuous function like Swish. Since Relish threshold values all
negative weights to zero, whereas Swish enables a few negative
weights to pass through. This Relish characteristic is critical to
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Fig. 2. Snapshots optimization and ensemble selection process. The blue box shows the optimization of T snapshots and the red box shows the best ensemble
selection and prediction.

Fig. 3. Plot of the proposed Relish activation function.

the effectiveness of nonmonotonic smooth activation functions
when employed in our deep hyperspectral shots method to clas-
sify spatial–spectral features. Finally, the trainable parameter
ensures finer tuning of the activation function in order to boost
spatial–spectral feature propagation and advance for smoother
gradients, this tends to make the landscape simpler to optimize,
allowing for smoother and faster generalization of the proposed
method. The complete algorithmic description of our proposed
deep hyperspectral shots is expressed in Algorithm 2.

III. EXPERIMENT AND RESULT ANALYSIS

In this section, the comprehensive description of three dif-
ferent HSI datasets acquired by using various imaging tech-
nologies that include Indian Pines (IP), University of Pavia

(PU), and Salinas (SA),1 the experimental configuration is first
thoroughly stated. Then, the hyperparameters setting of the
method, the results, the discussion, and the comparison be-
tween the proposed and the state-of-the-art methods are inves-
tigated and discussed. Furthermore, the experimental depiction
of the different hyperparameter and analyses are illustrated and
evaluated.

A. Data Description

In this section, we employed three various types of widely
employed datasets to investigate the effectiveness of our pro-
posed method. The source images and ground truths of three
various hyperspectral datasets are illustrated in Figs. 4–6.

1) The first dataset SA was captured by the AVIRIS sen-
sor through the geographical area of Salinas Valley, CA,
USA, with a spatial resolution of 3.7 m/pixel. The Salinas
scene is made up of 224 spectral bands composed of
the wavelength range of 360 to 2500 nm and 512 × 217
pixels, as shown in Table I. The dataset includes 16 classes
concerning vegetables, vineyard fields, and bare soil.
Table II depicts the number of classes and includes training
and test data of this dataset.

2) The second dataset PU was collected by an unmanned
aerial optical device, i.e., the Reflective Optics Spectro-
graphic Imaging System over Pavia, Italy, in 2002 (RO-
SIS). The aircraft was managed by the German Aerospace
Center as part of the HySens venture, which was funded by

1http://lesun.weebly.com/hyperspectral-data-set.html

http://lesun.weebly.com/hyperspectral-data-set.html
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Algorithm 2: Deep Hyperspectral Shots.
Require: Z: HSIs data; N: total number of classes; M:
total number of training samples; L: snapshot; SCB:
snapshot callback; epc: epoch per cycle; n_epoch: total
number of epochs of each cycle; T: total number of
snapshots; V: number of snapshots required; yv:
prediction of snapshots; E = φ : an ensemble.

1: Procedure
2: Apply FA to execute the dimensionality reduction

process for N of HSI datasets Z
3: Obtain the training samples M by arbitrary selection N

pixels from the spectral–spatial dataset Z, generate the
testing samples MT by the remaining pixels

4: Retrieve the spatial features from the HSIs datasets Z
and acquire the spectral–spatial fusion information by
using the wavelet transform method.

5: Training Phase:
6: for CallBack = SCB do:
7: initialize L
8: Execute (4) and (5)
9: After each iteration n_epoch save learning rate

10: if epoch ! = 0 & (epoch+1) % epc == 0: do:
11: Generate and Save trained L model.
12: end if
13: if T = V :
14: Execute T to optimize
15: end if
16: Testing Phase:
17: Generate prediction yv by feeding the testing MT

into the trained T model and E
18: end for
19: Ensemble T: E = T1, T2, ..., Tn

20: Final prediction:
y∗ = argmax

∑T
t=1 1(yv = g), g = 1, 2, ..., g

Fig. 4. SA dataset. (a) Source image. (b) Ground truth.

the European Union. After discarding 12 noisy channels,
the dataset mainly comprises 640 × 340 pixels with a
1.3 m/pixel spatial resolution and 103 bands containing
the wavelength range of 430–860 nm, as shown in Table I.
Moreover, the whole dataset is comprised of nine classes.

Fig. 5. PU dataset. (a) Source image. (b) Ground truth.

Fig. 6. IP dataset. (a) Source image. (b) Ground truth.

TABLE I
DETAILED DESCRIPTION OF EACH DATASET USED DURING EXPERIMENT

TABLE II
AMOUNTS OF TRAINING AND TEST DATA OF THE SALINAS DATASET
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TABLE III
AMOUNTS OF TRAINING AND TEST DATA OF THE PAVIA UNIVERSITY DATASET

TABLE IV
AMOUNTS OF TRAINING AND TEST DATA OF THE INDIAN PINES

SCENE DATASET

The comprehensive details of different classes are given
in Table III.

3) The third dataset is the Purdue Indiana Indian Pines scene
IP, which was acquired from the Indian Pines testing site in
North-Western Indiana. The data resolution is 145 × 145,
and it incorporates 200 spectral bands. It covers 145 × 145
pixels with a 20-m/pixel spatial resolution and 224 spectral
bands comprised from 400 to 2500 nm. The ground truth
appends 16 classes of interest, which are largely diverse
crops in various growth stages as given in Tables I and IV.

B. Experimental Configuration

To investigate the efficiencies of the proposed HSIC model,
a number of the-state-of-the-art methods were compared with

DHS, including SVM-RBF,2 CCF-200,3 2-D CNN [45], GCNN
[71], FADCNN [97], NL-GCNN [98], DWR-DEL [99], and E-
CNN-PPF-SSF [100]. Moreover, we also compare the proposed
activation function with other techniques on the three datasets.
We set the total number of epochs to 500, number of depths of
CNN and Wavelet and Wavelet decomposition are considered 4,
the learning rate of activation function is set to 0.1, the number
of components of FA is set to 75, and the standard test ratio is
considered 0.9, with the window size 24. The total number of
ensemble size is set to 10 and n cycles per epoch is fixed at 50.

The following evaluation metrics are used to quantitatively
compare various methods for hyperspectral data classification
computations from various perspectives. Detailed information
on each evaluation metric is given ahead.

1) OA: To evaluate the performance of HSIC methods the first
standard evaluation metric is OA. The metric is calculated
as the fraction of test samples that are differentiated cor-
rectly.

2) Average Accuracy (AA): In order to assess the performance
of the method with respect to each class in the dataset,
we compute per-class access performance with respect to
each category in a dataset, and we also compute per-class
accuracy. This metric is calculated as the average of all
per-class accuracies.

3) Kappa Coefficient (K): The most common evaluation met-
ric used in the HSIC is K; this statistical evaluation metric
is an aspect of the declaration of validity standard measure.

C. Performance Comparison of Methods

1) SVM-RBF: An SVM method with the extensively utilized
radial basis function (RBF) kernel. We employ fivefold
cross-validation to find the optimum hyperparameters and
C (maintaining the sensitivity of penalization throughout
model optimization) in the range of y = 2−3, 2−2, ..., 24

and C = 10−2, 10−1, ..., 104.
2) CCF-200: This technique is a traditional spectral–spatial

HSIC method that, for the first time, employs EPF to
design feature representations of HSIs.

3) 2-D CNN: This method used iterative feedback to initiate
HSIC, capturing and integrating spatial contextual infor-
mation to enhance classification accuracy. The spectral
signature of the particular class analyzed with the label,
employed in the Gaussian filter, is set to 0.5 with a window
size of 5, and the stopping threshold is 0.99 in this method.

4) GCNN: It generated a sparse feature map for HSI data
incorporating numerous features extracted using various
spatial-based filters. In order to implement the replica, we
use four types of features with a sparsity level of three in
our method.

5) FADCNN: The bidirectional RNN is constructed by train-
ing in both positive and negative time directions at the
same time. Instead of using spectrum data as a training
instance, we used spatial patches with a size of 13 × 13 in

2https://www.csie.ntu.edu.tw/ cjlin/libsvm/
3https://github.com/twgr/ccfs

https://www.csie.ntu.edu.tw/ ignorespaces cjlin/libsvm/
https://github.com/twgr/ccfs
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Fig. 7. Classification maps of various methods for the Salinas dataset. (From Left to Right) (a) Groundtruth. (b) SVM-RBF. (c) CCF-200. (d) 2-D CNN.
(e) GCNN. (f) FADCNN. (g) NL-GCNN. (h) DWR-DEL. (i) E-CNN-PPF-SSF. (j) DHS.

the experiment. In our deployment, there are three hidden
layers, each with 60 nodes. The other set contains a batch
size of 20, 5000 iterations, and a 1e-4 learning rate.

6) NL-GCNN: This method consists of a baseline 34-layer
ResNets for HSIC. The applied settings of each residual
block are used with the following hyperparameters, set the
total number of epochs to 5000, and the learning rate of
1e-4.

7) DWR-DEL: This method consists of two dynamic en-
semble learning techniques using local weighted residual
(LWR-DEL) and double-weighted residual (DWR-DEL)
for HSIC. The range of regularization parameters λ in the
classification models is fixed as (1e-2, 1e-4, 1e-6). The
framework consists of 15 core classification models.

8) E-CNN-PPF-SSF: This method used a deep ensemble
CNN based on sample expansion for HSIC. In order to
implement the method, we set the total number of epochs
to 900 and the learning rate decays every 300 epochs
with a decay rate of 0.01, and the ensemble total size is
set to 5.

9) DHS: This is our proposed method; the proposed method
is a multisnapshot ensemble feedforward neural network
that consists of five explicit functional parts, such as the
preprocessing part, the base or core model, snapshots gen-
eration, snapshot optimization, and ensemble selection,
and finally the output part. The details of hyperparameters
are given in Section III-B.

We employ OA, AA, and K as objective measures to analyze
the effectiveness of all the comparison methodologies in the
subsequent experiments. Each network implementation has been

reiterated five times, and the OA calculation has been described.
All of the approaches were built on the TensorFlow framework,
with the running environment consisting of an NVidia P100
Tesla with 16 GB, and 128 GB RAM. The batch size is set
to 1024, and the proposed networks are trained for 500 Epochs
with a 0.1 learning rate. The cyclic annealing algorithm is chosen
as an optimizer, with the HSI data dropout rate set to 0.4, and
the training sample size is 64 × 64. Furthermore, Tables II– IV
mentioned the total number of training and testing sets samples
for the three HSI datasets.

The first experiment is being carried out on the Salinas dataset.
After the FA block, the data size is converted to 64 × 64 × 3
and the training ratio is assigned to 10% similarly to the pre-
vious two datasets. The ground truth and predicted classifica-
tion maps are shown in Fig. 7, and classification results based
on the OAs metric are depicted in Table V. We can observe
that OAs produced by our proposed method are higher with a
score of 99.96% comparably with the state-of-the-art methods
E-CNN-PPF-SSF with a score of 99.18%, DWR-DEL with a
score of 93.27%, NL-GCNN with a score of 92.28%, FAD-
CNN with a score of 90.58%, GCNN with a score of 90.37%,
and also against the conventional methods 2D-CNN, CCF-200
and SVM-RBF with a score of 90.25%, 82.87%, and 74.24%,
respectively.

Similarly, the proposed DHS shows higher AA scores with
99.97% against the state-of-the-art and traditional methods with
scores of 99.58%, 96.82%, 92.28%, 97.80%, 97.80%, 85.43%,
85.43%, 90.25%, 82.87%, and 74.24%, respectively, as illus-
trated in Table V. Moreover, we also compared the results of
our proposed method DHS-based K, as we can see, DHS has a



ULLAH et al.: DEEP HYPERSPECTRAL SHOTS: DEEP SNAP SMOOTH WAVELET CNN SHOTS ENSEMBLE FOR HSI CLASSIFICATION 25

TABLE V
CLASSIFICATION ACCURACIES OF PROPOSED DEEP HYPERSPECTRAL SHOTS IN TERMS OF OA, KAPPA, AND AA AGAINST THE STATE-OF-THE-ART METHODS

SALINAS DATASET

Fig. 8. Classification maps of various methods for the Indian Pines dataset. (From Left to Right and from top to bottom) (a) Groundtruth. (b) SVM-RBF.
(c) CCF-200. (d) 2-D CNN. (e) GCNN. (f) FADCNN. (g) NL-GCNN. (h) DWR-DEL. (i) E-CNN-PPF-SSF. (j) DHS.

comparatively robust and well-balanced classification impact for
each class and produces the highest scores and outperforms the
state-of-the-art and traditional methods with scores of 99.95%.

In the second experiment Purdue Indiana Indian Pines
scene, 10% of the training samples were randomly chosen,
and the input data dimensions after FA are 64 × 64 × 3. The
classification result is based on the IP dataset of AA, OA, and K;
a comparison with the state-of-the-art methods is shown in Table
IV. The ground truth and predicted maps are illustrated in Fig. 8.
As demonstrated in Table IV, the DHS obtained the highest OA
of 97.91%. It can be observed that the proposed model has a sig-
nificant impact on the HSI dataset performance. Furthermore, we
can observe that DHS outperforms E-CNN-PPF-SSF at 97.91%,
DWR-DEL at 89.13%, NL-GCNN at 87.92%, FADCNN at
97.80%, and GCNN at 85.43% indicating that the DHS approach
is useful and necessary for the HSIC.

Based on the AA evaluation metric, the proposed DHS
97.14% method also performed well against the state-of-the-art

methods with lower scores of E-CNN-PPF-SSF 97.14%, DWR-
DEL 93.81%, NL-GCNN 93.79%, FADCNN 93.96%, and
GCNN 91.87%, it shows that DHS can effectively classify the
HIC dataset. The experimental results of all methods are shown
in Table VI.

The final experiment is being carried out on the PU dataset to
validate the performance of our proposed method. The training
sample percentage of the PU is set to 10%, we kept the sample
size of the PU dataset after FA similar to IP 64 × 64 × 3. Fig. 9
shows the ground truth and predicted classification maps of the
proposed method and other methods.

As illustrated in Table VII, it can be observed that the DHS
method acquired the leading OA of 99.49%, which is higher than
E-CNN-PPF-SSF at 99.10%, DWR-DEL at 98.41%, NL-GCNN
at 90.04%, GCNN at 87.08%, and slightly higher than FAD-
CNN at 99.19%. In contrast, the other methods only produce
lower scores of OA. The main factor is that the PU dataset
has a comparatively sparse feature density, so the conventional
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TABLE VI
CLASSIFICATION ACCURACIES OF PROPOSED DEEP HYPERSPECTRAL SHOTS IN TERMS OF OA, KAPPA, AND AA AGAINST THE STATE-OF-THE-ART METHODS THE

INDIAN PINES SCENE DATASET

Fig. 9. Classification maps of various methods for the Pavia University dataset. (From Left to Right) (a) Ground truth. (b) SVM-RBF. (c) CCF-200. (d) 2-D
CNN. (e) GCNN. (f) FADCNN. (g) NL-GCNN. (h) DWR-DEL. (i) E-CNN-PPF-SSF. (j) DHS.

methods have more complexity in representing the spectral–
spatial feature. While with the DHS with snapshot and Relish
execution, the proposed method acquired higher accuracy com-
pared to the other state-of-the-art methods, which validates that
the proposed DHS has the capabilities with the enhanced feature
description. Furthermore, the PCA-based proposed methods
performed low, with OA indicating that the representation of the
primary components has a troubling impact on the dense feature
extraction for the HSI data with the feature of high sparsity. In
comparison, our method with the FA, snapshot ensemble, and
Relish activation function module has better sparsity durability.
We also performed experiments based on AA and K accuracy

metrics, as Table VII shows that our proposed method out-
performed the state-of-the-art methods with scores of 99.36%
and 99.31%, respectively. The DHS method demonstrates the
high performance and high reliability of HSIC in all of the
experiments performed on the three datasets.

IV. DISCUSSION

To thoroughly validate the effectiveness of our proposed
method, we perform a number of experiments, incorporating
the effect of each part and scalability.
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TABLE VII
CLASSIFICATION ACCURACIES OF PROPOSED DEEP HYPERSPECTRAL SHOTS IN TERMS OF OA, KAPPA, AND AA AGAINST THE STATE-OF-THE-ART METHODS THE

PAVIA UNIVERSITY DATASET

Fig. 10. OA effect of snapshots ensemble of the proposed method on datasets of (a) SA, (b) IP, and (c) PU.

A. Analysis of the Effect of Snapshots Ensemble

Fig. 10 demonstrates the effectiveness of DHS with vari-
ous numbers of Snapshot models ensemble on three datasets.
The snapshot models are chosen from the DHS intermediary
models trained after every 50 iterations. As the results show,
the efficiency variability is not very substantial when the range
of snapshot models is increased from 6 to 8, indicating that
DHS can reach fair accuracy without optimized snapshot model
preference.

Furthermore, in this experiment, choosing 1–10 snapshot
models can obtain relatively improved results than others. This
suggests that utilizing numerous snapshot models, e.g., 15, could
reduce prediction performance if several low-performance mod-
els are chosen. This inference is aligned with findings from other
ensemble learning research findings, in which researchers dis-
covered that if the efficiency of the core models is too terrible, the
ensemble efficiency may suffer [101], [102]. However, thanks to
the strong ensemble selection Even so, because of DHS’s robust
ensemble sampling adaptability, the ensemble efficiency does
not deteriorate significantly even when we choose 10 snapshot
models. As we can see in Fig. 10(a)–(c), the performance of
the DHS is consistently increasing on SA, and PU datasets after
1–4 with the increasing number of snapshots while the perfor-
mance on the IP dataset increased after 5–6. Hence, this demon-
strates that our proposed DHS method is effective for HSIC
datasets.

B. Analysis of the Depth of Snapshots

The depth of the base models is very important for any
ensemble-based method. In order to optimize the efficiency of
our proposed DHS, we performed a number of experiments
to validate the efficiency. In Fig. 11, we can see that the per-
formance of the model was lower at the beginning, but the
performance increased with an increasing number of the depth
of snapshots.

In this article, we select the total number of snapshots depth
of only 10 and left the remaining sizes for future work. The
performance of the snapshot at the depth of 3 is 99.88% OA on
the dataset SA, 99.03% OA with the dataset PU, and 9.53% OA
with the dataset IP, when the number of snapshot depth increased
to 7 and the performance of the model increased to 99.89% OA
on the SA dataset and 99.12% OA on the PU dataset, and also on
90.74% OA on the IP dataset. Moreover, when we kept the final
snapshot depth as 10, the performance of the method increases
to 99.89% OA on the SA dataset, 99.13% OA on the PU dataset,
and, finally, 97.20% OA on the IP dataset. Hence, it shows that
the depth of snapshots has a significant role in enhancing the
performance of the method in terms of OA.

C. Analysis of Depth of Model

Numerous latest findings have illustrated that DNNs can
substantially enhance the efficacy of a wide range of artificial in-
telligence applications, including CV and NLP. ResNeXt [103]
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Fig. 11. OA depth of snapshot results based on datasets of (a) SA, (b) IP, and (c) PU.

is the most recent promising DNN for CV issues, and it has
demonstrated outstanding results.

A ResNeXt model has been built upon a total of 50 and 101
layers in order to acquire top performance. In our proposed
method, we use a DNN tower structure to allow the model
to learn additional spatial–spectral features of three different
dataset information. We utilize DHS with 28 CNN layers within
the framework of the tower formation, and each layer has 256,
128, and 64, respectively, with the concatenation of wavelet
transform levels. If the network topology map is designed by
64 neurons with the first layer, it can be expressed as (64). Same
as if the depth of the DHS second part of layers with 128, it can be
expressed as < 128, 64 >. Similarly, the third part of the CNN
layer with 256 (256, 128, 64) and the fourth part of the CNN
layers also with same layers of parameters of 256 (256, 256,
128, 64) respectively. As a result, if the depth of the CNN layers
is I, thereafter the DHS Topological architecture is as described
in the following: [242i1, 232i2, . . . , 24].

Fig. 12 shows the confusion matrix of various depths of a
model that when the total number of CNN layers is increased
from 4, 5, and 6, efficiency slowly increases, indicating that the
depth of a DNN can increase the model’s efficiency. Moreover,
in the IP dataset, the proposed model performed poorly with
the increasing number of CNN and wavelet transforms; the core
reason for that is the total number of the training sample size
of the IP dataset is very less. Furthermore, we also increased
the wavelet transform decomposition layers number, which in-
creases the sparsity of the IP dataset leading to the performance
of IP dataset in decline. Although the performance on remaining
datasets boosts the performance of DHS additionally, DNN
capabilities must not be underestimated.

D. Analysis of Hyperparameter Effect

In this section, the effects of three various parameters on the
DHS model’s efficiency are investigated: 0.1, 0.01, and 0.001.
Because of the vital spatial feature engaged, the learning rate of
the DL training sample is critical for improving HSIC accuracy.
In general, the small-scale learning rate relatively increased
efficiency. Consequently, a lower learning rate of the training
sample eventually results in the train-test data overlapping. On
the one hand, we suppose that the size specification is appro-
priate for exploiting the plentiful local feature. On the other

hand, we believe that this specification is not substantial to cause
overlapping problems.

According to the comprehensive experimental findings,
Fig. 13(a)–(c) shows qualitative analyses of classification results
with an identical training sample size for all three different
datasets. Particularly, the OA initially enhances with a learning
rate of 0.001 and decreases for the Indian Pines dataset. As we
can see, when the learning rate of the proposed method changed
to 0.01, the performance was enhanced with an improved ac-
curacy score of 95.96% on the IP dataset, 99.21% on the Pu
dataset, and an accuracy of 99.95% score on the Salinas dataset.
Specifically, the OA gets the highest value, when we integrate a
0.01 learning rate in our method; the performance significantly
improved on three datasets. The OA accuracy rates are mainly
steadily improving, with a more influential learning rate of 0.1,
and the classification accuracy achieves its pinnacle. As we can
observe in Fig. 13, the OA obtains the highest score for the
Salinas dataset at 99.96%. When the learning rate is set to 0.1,
our method generates the best accuracy of 99.49% achieved with
the Purdue University dataset. Moreover, the accuracy score for
the Indian Pines dataset is also improved with an accuracy score
of 97.91%. Comparatively, it demonstrates that the larger the
learning rate in our proposed method with spatial information
implied is beneficial for improving accuracy.

E. Scalability

We evaluated the scalability of our proposed method by
employing two criteria: 1) Response time and 2) throughput.
We run experimental studies on the SA, PU, and IP datasets at
three various densities of 10%, 20%, and 30% training samples.
Fig. 14(a)–(d) shows that the proposed method performed well
on a density of 10% at the SA dataset, with scores of 99.96%
OA, and time of 12 min and 25 s. The score of the density of
10% on the PU dataset is 99.49% OA with a total time of 3 min
and 50 s. Similarly, the score on the IP dataset is 97.91% OA
with a total time of 55 s. We also conducted experiments on the
20% density of three datasets. The performance score of 20%
on the SA dataset is 100% OA with a total time of 22 min and
21 s. The performance score of the PU dataset also acquired the
99.91% OA with a total time of 6 min and 55 s. The performance
score of IP is 98.51% OA with a total time of 2 min and 18 s.
Furthermore, we also evaluated experiments on 30% density
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Fig. 12. Confusion matrix of the impact of the depth of the proposed method on datasets of (a)–(c) SA, (d)–(f) IP, and (g)–(i) PU.

on three datasets. The OA accuracy value of the SA dataset is
100% with a total time of 33 min and 58 s. The OA score on
PU is also 99.93% with a total time of 10 min and 2 s. Finally,
the IP dataset acquires 99.75% OA with a total time of 2 min
and 25 s. In particular, the scalability of machine learning (ML)
techniques relates to a collection of ML and DL models that

can handle various amounts of data and parameters. This highly
variable number of datasets can either be building the model,
which is known as the training step, or after the model has
been built, which is known as the testing or execution step.
When the model is developed, scalability corresponds to the
model’s ability to perform well across a range of test datasets and
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Fig. 13. Impact of different hyperparameter effects on the proposed method on data sets of (a) SA, (b) IP, and (c) PU.

Fig. 14. Scalability results of the proposed method on three hyperspectral datasets. (a) Response time of the proposed method of SA, PU, and IP datasets.
(b) Throughput on the SA dataset. (c) Throughput on the PU dataset. (d) Throughput on IP dataset.

hyperparameters. The effectiveness of the DL approach is also
highly subjective and depends on a variety of hyperparameters.
For instance, performance can be improved through optimiza-
tion of memory consumption or improved recognition perfor-
mance regardless of the testing data sizes and characteristics.
Furthermore, the best scalable DL techniques should generalize
effectively and enable for computational efficiency of large
datasets.

In terms of the deep hyperspectral snapshots and the above in-
terpretations of scalability, our method is very effective. Because
the method is constructed with training- and testing-based vali-
dation, hence, the efficiency noted is the outcome of a significant
percentage of iterations that mainly portray a realistic real-world
scenario. In terms of ensemble integration, deep hyperspectral
snapshots enable a very scalable method of DL where the
number of new models is integrated by just training a single

core model. This not only minimizes computation iterations
but also improves OA results. DL generates numerous real-time
applications for scalability in the massive dataset. DL has been
shown to be effective in a wide range of practical and real-world
issues when it comes to testing new and diverse datasets. As a
result, we believe our method takes benefit of the latest advances
in DL techniques, resulting in a plausible, effective, and scalable
approach. Based on the experimental results in Fig. 14, we
observed that the proposed method presents a scalable approach.

V. CONCLUSION

In this article, we propose a novel deep hyperspectral shot,
a deep smooth wavelet CNN shots ensemble for HSIC. A
deep smooth wavelet CNN incorporates the layers of wavelet
transform to extract spectral features. Furthermore, computing
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a wavelet transform is computationally lighter than 3-D CNN.
After spectral features extraction, it is concatenated to the 2-D
CNN, which extracts the spatial features, thus establishing a
spatial–spectral feature vector for classification. Furthermore,
we present the snapshots generation method and employ CAS
to converge to various local minimums along its optimization
path and save the base model. We build several snapshots of
the deep hyperspectral shots model to enhance performance. We
introduce the snapshots optimization and ensemble selection ap-
proach in order to solve the optimization problem within ensem-
ble creation and further enhance the performance. Furthermore,
we also present a novel Relish activation function that has been
integrated into the proposed method to boost spatial–spectral
feature propagation and advance for smoother gradients. Experi-
mental results and analyses show that our proposed method DHS
achieved OAs of 99.96%, 97.91%, and 99.49% on the Salinas,
Indian Pines, and Pavia University datasets, respectively, against
the state-of-the-art methods.

In future work, we will improve the proposed method by
integrating the latest approaches, thereby expanding its suitabil-
ity for HSI classification tasks. Additionally, we will build a
lightweight ensemble that maintains classification performance
while lessening computational complexity. Moreover, we will
explore how incorporating state-of-the-art vision transformer
models into our proposed method can enhance the interpretabil-
ity of HSI data features. Alongside this, there is potential for
extending the application of the DHS method to various tasks
such as semantic segmentation and object detection, opening
new avenues for research.
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