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Development of Positioning Technology Using LED
So-Hyeon Jo, Joo Woo , Sun Young Kim , Member, IEEE, and Jae-Hoon Jeong

Abstract—With the development of electric vehicles, indoor driv-
ing robots, wearable devices, etc., research on technology for recog-
nizing one’s current location continues to progress. Self-localization
is an essential need for autonomous driving and mainly requires
global positioning system (GPS), thereby using technologies such
as LiDAR, Wi-Fi, and visible light communication (VLC). However,
GPS is greatly affected by its surrounding environment, and it can
make errors, especially in spaces where signals are blocked, such
as tunnels and buildings. In this paper, we propose a system for
estimating one’s location using LED lights and frequency compo-
nents with different color temperatures in an indoor space such
as a tunnel. We installed three types of LED lights with different
color temperatures in a tunnel-like experimental environment and
collected data using RGB sensors. We also estimated the user’s
current location according to the color temperature and frequency
component analysis from the data. In most cases, it was measured
within a margin of error of 0–2 cm. It is expected that this will be
used for generating data on the location of indoor service robots
and autonomous vehicles in spaces where it is difficult to use GPS.

Index Terms—Chromaticity, correlated color temperature
(CCT), indoor positioning systems, LED.

I. INTRODUCTION

W ITH the development of satellite systems and the in-
creased need for location information, the global navi-

gation satellite system (GNSS) has become an essential technol-
ogy. In the case of automobiles, global positioning system (GPS)
has been used for a long time for navigation purposes. With the
development of electric vehicles, the market size in various fields
such as unmanned driving cars and indoor service robots, has
increased. In the case of autonomous driving technology, it is
one of the most important technologies to obtain information on
the user’s current location as the user does not interfere in the
operation. Accordingly, various studies are actively researching
methods to obtain location information [1].

Outdoors, users can easily obtain location information by
receiving GPS signals through terminals such as smartphones,
navigation devices, smartwatches, and tablets. In the case of
indoor facilities or large cities with low signal strength, however,
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it is difficult to acquire location information, or it is obtained with
errors because users can’t efficiently receive signals. To improve
the accuracy problem of GPS, many studies are currently trying
to find various methods for indoor localization. With the increase
in the use of smart devices and personal computers, various
communication networks such as Bluetooth Low Energy(BLE)
or Wi-Fi, 5G, and LTE have been built, and a method of estimat-
ing location through fingerprinting, and trilateration has been
studied [2], [3], [4]. A map matching technology through the
path passed by tracking back the track has also been studied [5].
Further efforts are currently developing technologies using cam-
eras, radars, and LIDAR for location recognition through image
processing. Also a technology recognizes location through re-
ception sensitivity using sound and illumination [6], [7], [8],
[9]. However, these methods are susceptible to interference
from camera lenses and communication disturbances and require
additional terminals.

Recently, many lights have been replaced with LEDs, which
are highly efficient compared to conventional incandescent or
fluorescent lamps, and their usage has increased rapidly [10].
Not only outdoor streetlights but also indoor lighting are being
replaced by LEDs. Since the switching speed of LED is faster
than the recognition speed of human beings, research is being
conducted on a method for communication by loading data
into light using this characteristic. Visible light communication
(VLC) is becoming an alternative to the overload of the existing
communication bandwidth, and it is relatively stable against
electromagnetic interference. Accordingly, a location estimation
technology based on light has been developed [11], [12], [13].
There are various measurement methods using VLC. Usually,
each LED is assigned a unique ID. By giving various frequencies
or pulse width modulations to the indoor ceiling led light, and
using this as a marker, it showed sufficient accuracy at less than
50 cm [14], [15], [16], [17]. For situations where the dependence
on LED lighting is not high, there is a method to design a
DarkLight system to encode data into light pulses that are too
short for humans to recognize [18], [19]. VLC system has high
accuracy when using methods such as fingerprinting and signal
strength, but the system configuration is a little complicated. For
the proximity method, the system configuration is simple, but it
is not rather accurate.

In this paper, we propose a technology for estimating position
by analyzing the components of light measured according to
location through LED lights with different color temperatures on
a 2D plane. The gap between the LED chromaticity values used
in the studies [20], [21], [22], [23], [24], [25] is reduced, and
positioning is estimated through analysis using interpolation
and FFT. Light changes color depending on its wavelength,
and it can be obtained from the tristimulus values X, Y, and
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TABLE I
LIST OF ABBREVIATIONS

Z designated by the Commission Internationale de l´Eclairage
(CIE) by measuring R, G, and B values. With these values, the
chromaticity coordinates known as x and y on the chromaticity
diagram can be calculated. The correlated color temperature
(CCT) value can be obtained through x and y. As a result,
information about the color temperature of the LED light can
be obtained [20], [21], [22], [23], [24], [25]. The coordinates
of the current location are estimated using the signals measured
by the RGB sensor. Existing methods such as trilateration have
complexity in infrastructure construction, such as having to
assign individual ids to LEDs and considering the arrangement
of LEDs. At least three id signals are required to estimate the
position for a point. The method proposed in this paper only
needs to consider the light of the LED itself input to the RGB
sensor without such complexity. The main focus of this paper is
as follows:
� Simplifies hardware and software configuration by en-

abling LED use without infrastructure configuration, such
as imposing individual id for each LED

� Reduced sense of heterogeneity by narrowing the gap of
the color temperature difference compared with previous
studies

� Perform positioning by measuring with low point density
over a wide range

� Positioning using CCT and FFT
The rest parts of the paper are organized as follows. In

Section II, the color coordinates, black body, and correlated
color temperature of light are described. The experimental envi-
ronment configuration, system configuration, and experimental
process are explained in Section III. The experiment and the
result analysis according to the experiment are performed in
Section IV. Section V presents a discussion and conclusion on
the results of the system and experiment proposed in this paper.
The list of abbreviations used in this paper is defined in Table I.

II. CHROMATICITY OF LIGHT

Light is located between the electromagnetic wave band of
various wavelengths, and its color changes according to the
ratio of the wavelengths. Among the wavelength bands of light,
visible light has a range of about 380 to 750 nm. The closer
the wavelength is to 380 nm (the short wavelength), the more
purple it is. The closer the wavelength is to 750 nm (the long
wavelength), the redder it is. The quantitative representation of

Fig. 1. Chromaticity coordinates with planckian locus and CCT.

color is called “color specification,” and the light that causes the
sensation of color in the eyes is the “color stimulus.” In the case
of the color stimulus, the colorimetric system expressed using
the original stimuli R, G, and B is known as a “trichromatic sys-
tem.” A representative example of the trichromatic system is the
CIE color model recommended by the International Commission
on Illumination, which is defined as the RGB color system and
the XYZ color system. In the case of XYZ, which is a tristimulus
value, it can be obtained using RGB as follows [20], [22], [24],
[26]:

⎡
⎣
X
Y
Z

⎤
⎦ =

⎡
⎣
2.7689 1.7517 1.1302
1.0000 4.5907 0.0601
0.0000 0.0565 5.5943

⎤
⎦

⎡
⎣
R
G
B

⎤
⎦ (1)

Blackbody radiation refers to the spectrum of light emitted by
any heated object, and the absolute temperature of the blackbody
corresponds to each color. This is defined as CCT. X, Y, and Z
can be converted to the chromaticity coordinates (x, y) on a 2D
plane as follows [27], [28]:

x =
X

X + Y + Z
, y =

Y

X + Y + Z
(2)

The CCT value can be obtained through McCamy’s formula
and can be expressed as follows [29]:

CCT = 437n3 + 3601n2 + 6861n + 5517
where n = (x− 0.3320) / (0.1858− y)

(3)

Fig. 1 shows the relationship between the Planckian locus
(Blackbody locus) and CCT on the chromaticity coordinates.

In this paper, we set up the experimental environment as
shown in Fig. 2 and conducted localization experiments using
LEDs with CCT characteristics in the white band [20], [21],
[22], [23], [24], [25].
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Fig. 2. Tunnel environment simulation for the experiment.

III. SYSTEM PRINCIPLE

A. Construction of Tunnel Simulator

In this study, long bar-type LED lights 5000 K, 5700 K, and
6500K were attached to be used as tunnel lighting. To reduce the
visual heterogeneity of light, the LEDs belonging to the white
band are arranged by reducing the color temperature gap. Each
light is positioned at a height of about 74 cm from the floor to
illuminate the measurement area, and the measurement area has
a size of 60 cm × 90 cm in width and length. The RGB sensor
for measuring the LED is fixed to the binder and moves the
X-Position and Y-Position in the direction horizontal to the LED
at about 5.7 cm from the floor. The coordinates of the X-Position
(60 cm) were estimated by the change of color temperature using
CCT values. Each LED bar is split in half (45 cm each) and driven
at two frequencies. The coordinates of the Y-Position (90 cm)
were estimated by the change in frequency sensitivity through
FFT analysis.

As shown in Fig. 3, the LED signals are measured for R, G,
and B values of each position using Arduino, RGB sensor, and
MCP3204. Due to disturbance factors except for LED lights
used for positioning, the signals measured by the RGB sensor
may include distortion and bias of the waveform [20], [21], [22],
[23], [24], [25]. As shown in Fig. 3, we designed a low-pass filter
to remove the disturbance factors and transmit data.

To obtain CCT data, we measured seven sections at 10 cm
intervals in the X-Position and four sections at 30 cm intervals
in the Y-Position. R, G, and B values measured in each section
were used to obtain X, Y, and Z values through (1), and X, Y,
and Z values were used to obtain x and y values through (2).
CCT and the element “n” required to obtain the CCT value,
were obtained through x and y in (3).

Fig. 3. Hardware configuration to obtain RGB data.

Fig. 4. LED driver to give the LED a frequency component.

To distinguish the position of the Y-Position, we divided
LEDs into upper and lower parts and applied frequencies of
1.275 kHz and 2.550 kHz (each having a duty ratio of 50%).
As shown in Fig. 4, we used an LED switching driver and an
Arduino to separate and supply power. Additionally, we used
an oscilloscope to check the frequency component as shown in
Fig. 5 [20], [21], [22], [23], [24], [25].

The signal received through the RGB sensor was measured
after being separated into an RGB signal for FFTA and an RGB
signal for FFTB through FFT. FFTA and FFTB represent the
FFT values for 1.275 kHz and 2.550 kHz. The sensitivity of the
two signals is changed along the Y-Position. We obtained data
on the Y-Position position by calculating the output according to
the signals of FFTA and FFTB using (4) for the two signals. To
obtain FFT data, we measured five sections at 15 cm intervals
in the X-Position and seven sections at 15 cm in the Y-Position.

FFTAB =
FFTA − FFTB

FFTA + FFTB
(4)
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Fig. 5. Checking the frequency component applied to the LED using the
oscilloscope.

Fig. 6. System diagram for estimate X and Y-positions. B. Multipart Figures

The CCT and FFT values were compared according to lo-
cation for coordinate estimation and the coordinates were esti-
mated through the overlapping part of the two sections.

The overall flow of the system is shown in Fig. 6. The
frequency component through LED driver is applied to the LED,
and the RGB sensor measures the RGB value of the LED and
proceeds with the data preprocessing process. The CCT and
FFTAB values obtained in this way specify the range according
to the interpolated CCT and FFTAB, and the positions of X and
Y-Position are estimated.

B. RGB Sensor Signal Processing Method

In Fig. 7(a) and (c), the coordinates of 4 × 7 CCT data and
7× 5 FFTAB data in 3D. The X-Position is the horizontal axis of
60 cm, and the Y-Position is the vertical axis of 90 cm. It can be
seen that the CCT value increases as the X-Position approaches
60 cm, and the FFTAB decreases as the Y-Position approaches
90 cm.

Fig. 7. Coordinates and interpolated coordinates for CCT raw and FFTAB.
(a) 4 × 7 CCT raw data. (b) CCT interpolation data. (c) 7 × 5 FFTAB raw data.
(d) FFTAB interpolation data.

TABLE II
PERCENTAGE OF THE GAP OF ERROR FOR ALL DATA

The data obtained through the experiment were interpolated
using MATLAB to estimate the data for the section where there
was no information about the location. Fig. 7(b) and (d) show
the data with 28-1 interpolated points between sample values
for (a) and (c).

If the CCT and FFTAB distributed in a specific section are
overlapped using interpolated data, the location information with
the addresses of these two data can be extracted [29]. First, define
the row and column sizes of the interpolated CCT and FFTAB

(sizeRows and sizeCols of (5), (6)), and store the interpolation
interval information about how much space is interpolated at
60 cm and 90 cm (divRows and divCols of (5), (6)). After that,
the difference between the maximum value and the minimum
value within the interpolated data is calculated (7), and the
interval to be extracted as much as the desired section is divided
into this value (8). When information on input CCT and input
FFTAB are received through the RGB sensor using the above
equations, a specific section is extracted from the CCT and
FFTAB information, and the information is stored (9).

divRows = 90/sizeRows (5)

divCols = 60/sizeCols (6)

Mag = Max− Min (7)

Div = Mag/div (8)

input − Div < output < input + Div (9)
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TABLE III
THE AVERAGE FOR CCT AND FFTAB, AND THE DEVIATION FOR EACH COORDINATE

Fig. 8. Position estimation through the intersection of CCT and FFTAB.

In Fig. 8, arbitrary CCT and FFTAB values were input to show
that the coordinates are estimated through (5)–(9). If CCT and
FFT values are measured at a certain position, the blue diamond
mark is the point marked for the interval where the measured

CCT value exists. The red X mark is the point marked for the
interval where the measured FFTAB value exists. In other words,
the range of the X-Position and Y-Position is founded on the
input CCT value and the FFTAB value. The coordinates of the
current location are figured out through the data on the point
where the two ranges overlap.

This was implemented using the look-up table and integrator
in Simulink as shown in Fig. 9. The original data of CCT and
FFTAB is registered in the look-up table, respectively, and the
coordinate position is figured out according to the input data
using the integrator process. Using the look-up table saves
runtime because there is no need to use equations. When the
measured data is input to in_CCT and in_ FFTAB, output values
are displayed in the X-Position and the Y-Position. The input
data were measured at intervals of 5 cm in width and length.

IV. EXPERIMENT AND ANALYSIS

To check the performance of the proposed position measure-
ment system, a section of 60 cm × 90 cm was measured with an
RGB sensor at 5 cm intervals, and CCT and FFTAB values for a
total of 247 coordinates were calculated. To visually check the
coordinate estimation, specific coordinates are indicated on the
graph as shown in Fig. 10.

Fig. 10 shows the output for the estimated position obtained
through CCT and FFTAB and the real position. The red circle
represents the real coordinate, and the blue X represents the
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Fig. 9. Simulink design using the look-up table.

Fig. 10. Comparison of estimated position and real position.

measured coordinate. Most of the outputs are within the 0–5 cm
error range, and in particular, the error is insignificant for the
Y-Position. Table II shows the percent error range for all data.
Most of the data are distributed between 0 and 2 cm.

However, as the Y-Position approaches 90 cm, the X-Position
margin of error increases. Table III shows the mean for CCT
and FFTAB obtained by measurement and the deviation for each
coordinate.

Table III also shows that the deviation increases as the Y-
Position approaches 90 cm. Comparing (a) and (b) in Fig. 11
can confirm the difference between the two graphs. Fig. 11(a) is
the raw data of Figs. 7(a), and 11(b) is the CCT data measured per
5 cm. Unlike Fig. 11(a) showing a constant interval, Fig. 11(b)

Fig. 11. CCT raw and CCT Full. (a) CCT raw values used for interpolation
CCT_raw, (b) CCT values measured directly at 5 cm intervals used as in_CCT.

shows an unstable interval. This error value causes a large error
in the coordinate estimation.

The reason for this error is that it is affected by the fluctuation
of the LED itself as much as it depends on the LED light. During
the experiment, the voltage and current of the power supply
fluctuated somewhat, resulting in uneven LED output. In the case
of the X-Position, since the RGB sensor uses the direct source
output of the LED light, it is affected by the light condition. In the
case of the Y-Position, the position is estimated by the relativity
of the intensity of the frequency signal. For this reason, the effect
of the light intensity is less, so the error seems to be relatively
smaller than the X-Position.

When calculating the color temperature using the data ob-
tained through the RGB sensor, we applied a digital filter to
remove the DC component. However, due to the reflected LED
light by the surrounding structures, the data is overlapped on the
sensor and measured, so there is less accuracy in calculation. In
addition, (1), used when converting RGB values into XYZ, is not
a matrix tuned to the sensor and LED characteristics currently
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used. The matrix required to convert RGB to XYZ requires
reference white and chromaticity coordinate values of the RGB
system. It is analyzed that the value came out inaccurate by using
a matrix that did not go through a process to obtain this value.
Therefore, follow-up research to reduce the effects of indirect is
needed to conduct and reflected light and to set a matrix suitable
for the system.

V. CONCLUSION

In this paper, we propose a method for estimating the cur-
rent position through the color temperature and frequency ratio
using LED with three color temperatures. The X-Position was
estimated by analyzing the color temperature according to the
X-Position through the LEDs with three color temperatures
arranged along the Y-Position. The Y-Position was estimated
by analyzing the sensitivity of two frequency components along
the Y-Position. Position estimation was performed using data
interpolation and Simulink using a look-up table, and the estima-
tion results showed that the performance was close to the actual
position. It reduced the sense of heterogeneity by narrowing
the gap of the color temperature compared to previous studies
and performed positioning by measuring with low point density
over a wide range. It makes hardware and software configuration
simplify. Currently, research on autonomous driving technology
and indoor mobile devices is being actively conducted. In par-
ticular, if this technology is applied to a product to be operated
indoors, it will be possible to estimate the location through a
simple facility. This system can be deployed using the LED
infrastructure that is basically installed in tunnels or indoor
living facilities, and the need to maintain or repair each LED
is reduced. In addition, it will be possible to further improve
the system by reducing the disturbance caused by indirect and
reflected light to minimize the position error and calculating the
matrix adjusted for this system. After that, it is necessary to
improve the performance by conducting additional experiments
by reconfiguring the arrangement of LEDs and the experimental
environment. Through this, it is expected that the location can
be estimated through the positioning system using the LED
platform in areas where GPS cannot reach and in places where
communication interference is a concern.
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