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Vision-Based Target Detection and Positioning
Approach for Underwater Robots

Yanli Li , Weidong Liu, Le Li , Member, IEEE, Wenbo Zhang , Jingming Xu , and Huifeng Jiao

Abstract—The accurate target detection under different environ-
mental conditions and the real-time target positioning are vital for
the successful accomplishment of underwater missions of Remotely
operated vehicles (ROVs). In this paper, we propose a vision-based
underwater target detection and positioning approach to detect and
estimate the position and attitude of artificial underwater targets.
The proposed approach is composed of an underwater target detec-
tion algorithm YOLO-T and a target positioning algorithm. Firstly,
we modify the structure of YOLOv5 algorithm using Ghost module
and SE attention module to improve the calculation time of target
detection. Secondly, a series of image processing operations are
performed on the improved YOLOv5 detection results to increase
the detection accuracy. Thirdly, a cooperative marker is designed as
the artificial underwater target, and the corresponding positioning
algorithm is presented to calculated the position and attitude of
the target according to the geometric information of the designed
marker. We validate our approach through experimental tests
respectively in a water tank, an anechoic tank, and the sea trial
in Huanghai Sea in China. The results demonstrate the accurate
performance of the proposed detection and positioning method.

Index Terms—YOLO-T, Underwater target detection, Target
positioning.

I. INTRODUCTION

W ITH the rapid development of manufacture, the require-
ment for identifying and locating the target accurately

becomes more and more increasing. In recent years, accurate
detection and positioning of target has been realized in the air [1],
[2], [3]. Given the dynamic and uncertain ocean environments,
the accurate target detection and the real-time target positioning
under different environmental conditions are vital but challeng-
ing for the successful accomplishment of underwater missions
such as sampling, archaeological surveys and underwater facility
inspections for Remotely operated vehicles (ROVs). Under this
circumstance, lots of efforts have been made to realize under-
water target measurements like target detection and positioning.
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Generally, vision-based underwater target detection methods
can be divided into two categories: traditional methods and deep
learning based methods. Traditional underwater target detection
methods include image feature matching recognition [4], [5],
general image segmentation [6], [7], and detection and recog-
nition based on color and shape [8], [9], [10]. Sun et al. [8]
designed an autonomous recognition system based on the color
and shape of the target for the real-time detection and tracking
of robotic fish. Coincidentally, Yahya MH et al. [9] proposed a
color based tracking method for underwater tracking. They de-
signed a marker using LEDs as the artificial docking target. The
target was identified through color threshold and morphological
operations. Meanwhile, the traditional target detection methods
in [11], [12], [13] also used artificial targets for real-time un-
derwater tests. While these traditional target detection methods
have fast processing times for simple underwater environment,
they are still not suitable for dynamic environments.

Compared with traditional target detection methods, the target
detection methods based on deep learning are faster and more
robust in complex circumstances, such as the partial occlusion
of targets. Therefore, these deep learning based methods have
gradually become a mainstream method for target detection. At
present, the algorithms based on deep learning can be divided
into end-to-end algorithms and region proposal algorithms.
YOLO [14] and SSD [15] are the typical end-to-end algorithms,
which have fast processing speed and can reach 45 FPS. The
region proposal algorithms combine region suggestion with
convolutional neural network to perform target detection, such
as Faster R-CNN [16] and R-FCN [17]. Li et al. [18] designed
a vision based remote control vehicle for autonomous capture
and absorption of marine organisms, and improved the R-FCN
algorithm from two aspects, e.g., small object recognition and
dynamic biometrics. Chen et al. [19] combined optical trans-
mission information, image features and illumination with ROI
(Region of Interest) in the deep learning process, and realized
the target segmentation on the basis of the target detection.
These deep learning based target detection methods can detect
target in dynamic environments. However, these methods obtain
only the rectangular bounding boxes of the targets but not
the precise bounding information of the targets, which can-
not be used for the accurate position estimation and attitude
calculation.

Target positioning is also a crucial research topic for ROVs,
especially in the navigation operations and docking missions. In
most of these operations, cooperative targets or artificial objects
are used to improve the positioning efficiency. The frequently
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used underwater artificial objects are usually with regular shape
and specific bright color, such as special underwater patterns like
trapezoid [20], active laser modules [21] and 3D Markers [22],
[26]. The common positioning methods include geometric-
based methods [22], [23], curvature-based methods [24] and
PnP-based methods [25]. Maki et al. [22] proposed a docking
method for hovering type AUVs based on both the acoustic
and visual positioning. The short-ranged visual positioning was
calculated through a series of geometric relationship calculation
of the 3D Markers. Meanwhile, Ghosh et al. [24] proposed a
scene invariant approach to estimate the pose of a circular station
during underwater docking using single camera. The station was
arranged with LED lights on periphery and was detected through
the binary captured images and then the pose estimation was
realized by curvature-based methods. However, the method was
computationally complicated and had not been applied to the
docking mission. Similarly, Lwin et al. [26] proposed a real-time
position and pose estimation system for the ROV docking and
charging using artificial 3D Markers. The whole system applied
a multi-step genetic algorithm to suppress the bubble noise in
the visual serving control process and located the 3D Markers
using the binocular vision.

The focus of this paper is to accurately detect the underwater
target and to calculate the position and attitude of the target. A
vision-based underwater artificial target detection and position-
ing approach is proposed in this paper. The proposed approach
consists of a YOLO-T underwater target detection algorithm and
a target positioning algorithm. Firstly, the structure of YOLOv5
is modified to decrease the detection time cost by means of the
replacement of network backbone with GhostBottleneck and
the adding of SE attention module. Then, a serial of traditional
image processing methods based on shape and color are adopted
based on the deep learning framework to carry out the accurate
target detection. Finally, a cooperative marker is designed as the
artificial underwater target, and the position and attitude relative
to the camera are calculated according to the detection results
and the geometric information of the target.

The main contributions in this paper are summarized as fol-
lows:

1) An underwater target detection algorithm YOLO-T is
proposed in this paper, which not only solves the problem that
traditional detection methods are prone to errors in complex
environments, but also can detect more accurate target contours
compared with the deep learning-based detection algorithms.
In the target detection tests compared with the series of YOLO
algorithms, the detection error is 10%-45.8% lower than that of
the YOLO series, which can prove the accuracy of YOLO-T.

2) This paper presents an artificial target positioning algo-
rithm based on feature points sorting. Compared with the above
positioning practices, on the one hand, the algorithm can achieve
accurate target positioning by monocular camera through feature
points sorting and PNP-based coordinate transformation model.
On the other hand, this algorithm has low requirements for
artificial targets and does not need 3D markers such as the above
LEDs. Moreover, the size of targets and the distance between
feature points are flexible, and stable positioning can be achieved
even when feature points are missing.

The rest of this paper is organized as follows. Section II
proposes the YOLO-T underwater target detection algorithm.
Section III presents the characteristics of the designed artificial
target and the proposed target positioning algorithm. Section
IV presents the experimental comparisons and validation of the
target detection and positioning algorithm. Section V concludes
this paper and discusses directions for future work.

II. YOLO-T TARGET DETECTION ALGORITHM

YOLOv5 algorithm is one of the most popular algorithms
in YOLO series, which adds lots of tricks to YOLOv4 [27] to
improve the performance. To further improve the target detection
efficiency, YOLO-T algorithm mainly modifies YOLOv5 from
the aspects of detection time cost and detection accuracy. The
network structure of YOLO-T is shown as Fig. 1.

A. The Decreasement in Detection Computational Time

Reducing model parameters is the best way to reduce time
consumption in target detection. Therefore, we introduce Depth-
wise(DW) convolution module and Ghostbottleneck into the
network.

1) DW Convolution Module: In the conventional convolution
module, each convolution kernel operates all channels of the
input image simultaneously. In contrast, in DW convolution
module, each of the kernel is responsible for a single channel,
and one channel is convolved by only one convolution kernel.

Assume that the input layer is a three-channel target image
with a size of 64 × 64 pixels. In conventional convolution, the
image passes through a convolution layer containing 4 filters,
and finally outputs 4 feature maps with the same size as the
input layer. There are 4 filters in the convolution layer, each
filter contains 3 kernels, and the size of each kernel is 3 × 3, so
the number of parameters in the convolution layer is 4*3*3*3.
While in DW convolution, the image also goes through the first
convolution operation. The difference is that the convolution is
completely carried out in a two-dimensional plane, and the num-
ber of filters is the same depth as the previous layer. Therefore,
a three-channel image is generated into three feature maps after
operation. One filter contains only a kernel with a size of 3 × 3,
and the number of parameters in the convolution part is 3*3*3.
The number of model parameters has been greatly reduced.

2) Ghostbottleneck: Ghostbottleneck is a modular structure
that is stacked by two GhostNet modules [28]. The core idea of
GhostNet is to design a phased convolution calculation module.
Based on a small number of feature maps obtained by nonlinear
convolution, linear convolution is carried out again to obtain
more feature maps, so as to eliminate redundant features and
obtain a lighter model.

There are two versions of Ghostbottleneck with the size of
stride is 1(s = 1) and the size of stride is 2(s = 2) as shown in
Fig. 2. When s = 1, it can be used to replace the BottleneckCSP
module in YOLOv5 with the same input and output dimensions.
When s = 2, a DW convolution of with stride size 2 is added
between the two GhostNet modules to reduce the size of the
feature graph to half of the input, which can replace the lower



LI et al.: VISION-BASED TARGET DETECTION AND POSITIONING APPROACH FOR UNDERWATER ROBOTS 8000112

Fig. 1. The network structure of YOLO-T. In the Feature Extraction stage, the target image size is first processed into 3*640*640. Then the features of the target
are extracted through several down-sample modules. In the Feature Fusion stage, the network integrates the extracted features and finally obtains target feature
maps of three different scales. In the Target Detection stage, the detection module is used to output the bounding box (x, y,w, h) of the target, and then the accurate
contour and center coordinate (xc, yc) of the target are obtained through image processing operation.

Fig. 2. The structure of Ghostbottleneck.

sampling layer or conventional convolution operation in the
network.

In order to prevent the reduction of model parameters from
affecting the extraction of target features, we use SE attention
module [29] to solve the problem of loss caused by different im-
portance of feature map channels in the process of convolutional
pooling, so as to avoid affecting the accuracy of the improved
network.

B. The Increasement in Detection Accuracy

To improve the detection accuracy, a series of traditional
processing methods are applied on the bounding box results
obtained from the Detect module.

The rectangular area of target in the image is extracted for
the further processes. In order to avoid the situation that the
bounding box detected does not fully contain target, the target

bounding box should be extended with a certain number of pix-
els, which is determined by the detection error of the YOLOv5
target detection algorithm. According to the color features of
the designed target, the extracted target image is converted from
RGB color space to HSV color space, and the image regions
conforming to the target color are screened firstly. Then, the
gray scale processing and adaptive binarization are performed
on the filtered image to extract the edge contour information of
the target image. Finally, the ellipse fitting method is used to
screen the extracted contour, and the edge contour of the target
and the central point of the target is detected.

To summarize, the YOLO-T algorithm performs conventional
target detection based on the improved network structure. On the
one hand, it avoids the problem that traditional target detection
methods are not accurate in detecting small targets in complex
scenes; on the other hand, the YOLO-T algorithm also reduces
the accuracy requirements for annotations of the data sets, which
takes up the most time in data preparation.

III. TARGET POSITIONING ALGORITHM

This section presents the proposed target positioning algo-
rithm in detail.While using a monocular camera, this algorithm
not only calculates the position (x, y, z) of the target, but also
estimates the attitude angles (ψ, θ, φ) of the target relative to
the camera. In other words, this algorithm performs a 6DoF
pose estimation of the target. The proposed target positioning
algorithm contains two parts. First of all, an underwater artificial
target is designed and the feature points of the target are detected
using YOLO-T target detection. Then the sorting algorithm is
used to sort the coordinates of the detected feature points so that
they can match the feature points. Secondly, the relationship
among the image coordinate system, the camera coordinate
system and the target coordinate system as well as the visual
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Fig. 3. The arrangement of 6 artificial markers.

Algorithm 1: The Sorting Algorithm of the 6 Feature Points.
Input: Coordinates of the detected feature points
ppp{pi(xi, yi), (i = 1, 2, . . ., 6)}.

Output: Coordinates of the matched feature points in order
PPP{Pj(Xj , Yj), (j = A,B, . . ., F )}.

1: Choose 3 points from 6 points respectively to
combine. The two sets having collinearity of 3 points
are denoted as Ul1Ul1Ul1 and Ul2Ul2Ul2, then Ul1Ul1Ul1 and Ul2Ul2Ul2 are the
sets of {PA, PC , PD} and {PD, PE , PF };

2: PD = Ul1Ul1Ul1 ∩Ul2Ul2Ul2, PB = ppp \ (Ul1Ul1Ul1 ∪Ul1Ul1Ul1);
3: Choose 2 points from 5 points respectively to

combine, and calculate the distance of these 2 points in
each set. The set with the largest length is denoted as
UdUdUd, UdUdUd is the set of {PA, PD}. Then, PA = UdUdUd − PD;

4: Find the intersection of Ul1Ul1Ul1 and UdUdUd and the
intersection of Ul2Ul2Ul2 and UdUdUd. The set which have one
point in the intersection is the set of {PD, PE , PF }
and is denoted as UDEFUDEFUDEF . Then, the other set is
composed of {PA, PC , PD} and is denoted as UACDUACDUACD,
and PC = UACDUACDUACD − PA − PD.

5: The set composed of PE and PF is UEFUEFUEF , and
UEFUEFUEF = UDEFUDEFUDEF − PD. Calculate the distance between
2 points in UEFUEFUEF and PD, with the closer point being
PE and the farther point being PF .

pinhole imaging model are used to calculate the position and
attitude angles of the underwater target.

A. The Artificial Target

The artificial target in this paper is a board of 0.3m ∗ 0.3m
with six artificial markers forming a target pattern as shown
in Fig. 3. Each of the marker is a blue circle, and the size of
the makers and the distance between the individual marker are
flexible.

To calculate the position and attitude of the target, at least
4 points on the target are needed by the positioning algorithm.
Since the circle is easier to detect and process, the circle center
of the markers are chosen as the key points for positioning.

In the artificial pattern in Fig. 3, the first four center points of
the markers (A,B,C,D) are used in the positioning calculation,
and the center point (E) and (F ) are auxiliary points which can

Fig. 4. Coordinate system of the positioning.

order the points to ensure that the coordinates of the detected
key points match the feature points on the target.

B. The 6 DoF Pose Estimator

The purpose of the 6 DoF pose estimator is to calculate and
estimate the three-dimensional position and the attitude angles
of the artificial target relative to the camera. Firstly, the feature
points of the target have been detected using YOLO-T algorithm
and sorted by the sorting algorithm. Then the pose estimator
is applied to realize the target positioning. For the 6D pose
estimation, the coordinate system is as Fig. 4.

The 4 coordinate systems in Fig. 4 are the camera coor-
dinate system OC −XCYCZC , the pixel coordinate system
op − upvp, the image coordinate system oI − xIyI , and the
target coordinate system OT −XTYTZT from left to right.

The coordinate vector of an arbitrary point in the target coordi-
nate is [XT , YT , ZT ], and the corresponding camera coordinate
vector is [XC , YC , ZC ], the relationship is as follows:⎡

⎣XC

YC
ZC

⎤
⎦ = R

⎡
⎣XT

YT
ZT

⎤
⎦+ T (1)

Where, T is the translation matrix of the target and R is
the rotation matrix which respectively represent the position
and attitude of the target relative to the camera. Thus, for the
accurate pose estimation, the camera coordinate vectors of the
markers will be required first. The relationship between the pixel

coordinate and the camera coordinate is in (2):

ZC

⎡
⎣upvp
1

⎤
⎦ =

⎡
⎣fx 0 cx
0 fy cy
0 0 1

⎤
⎦
⎡
⎣XC

YC
ZC

⎤
⎦ = RC

⎡
⎣XC

YC
ZC

⎤
⎦ (2)

Where, RC is the internal matrix of underwater camera, fx
and fy are focal lengths of the camera in the x and y directions
respectively, and cx and cy are the offsets of the origin of the
image relative to the optical imaging point.

The coordinate ZC is unknown in the monocular camera
scene. For the camera coordinate vectors of the markers, the
pinhole camera model in Fig. 6 is adopted for the 6D pose
estimator.

To calculate the camera coordinates of target feature points,
we takeO as the original point of the camera coordinate system,
A,B,C,D as the center points of the markers, and a, b, c, d
as the corresponding image points. OA,OB,OC are used to
calculate the coordinates ofA,B,C. TakingO,A, a as examples
for the illustration, the notations are shown in Table I.
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Fig. 5. The underwater calibration board.

TABLE I
NOTATIONS IN POSITIONING ALGORITHM

The cosine equations of the geometric relationships are (3),
shown at the bottom of this page:

When, x = ‖OA‖
‖OC‖ , y = ‖OB‖

‖OC‖ , then:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x2 + y2 − 2x · y · cos<

→
Oa,

→
Ob > = ‖AB‖2

‖OC‖2

x2 + 1− 2x · cos<
→
Oa,

→
Oc > = ‖AC‖2

‖OC‖2

y2 + 1− 2y · cos<
→
Ob,

→
Oc > = ‖BC‖2

‖OC‖2

(4)

To make l = ‖AB‖2
‖OC‖2 ,ml =

‖AC‖2
‖OC‖2 , nl =

‖BC‖2
‖OC‖2 , then, m =

‖AC‖2
‖AB‖2 , n = ‖BC‖2

‖AB‖2 . ‖AB‖, ‖AC‖, ‖BC‖ represent respec-
tively the length between A, B and C, which can be obtained
from the geometric information of the arrangement of feature
points on the target. Therefore,m and n are known values. Then
a binary quadratic equation about x and y can be devised as
follows shown at the bottom of this page:

Since a, b, c are the image coordinates detected from

the YOLO-T detection algorithm, cos<
→
Oa,

→
Ob >,

cos<
→
Oa,

→
Oc > and cos<

→
Ob,

→
Oc > can be calculated

using The Law of Cosines. Therefore, OA, OB and OC can
be obtained by solving (5), shown at the bottom of this page,
and then the camera coordinates A, B and C can be calculated.
Since there are four groups of solutions to this equation, it is
necessary to use the point D to calculate the reprojection error
respectively, and the group with the least error can be used to
calculate the real pose.

IV. EXPERIMENTAL VALIDATION

To validate the performance of the target detection and posi-
tioning approach proposed in this paper, underwater experiments
are carried out in a water tank to verify the detection results
and positioning results, respectively. First of all, the camera is
calibrated underwater to get its internal matrix RC . Next, the
YOLO-T algorithm and s series of YOLO algorithms are used
to detect the same group of underwater target images under
the same conditions to analyze the results of YOLO-T target
detection algorithm. Then, underwater tests are conducted to
verify the accuracy of the positioning algorithm in the aspect
of position and attitude angle. Finally, several sets of tests are
carried out in an anechoic tank, including scenes with different
distances and scenes where feature points are blocked. The
stability of the proposed method is verified by analyzing the
positioning results of fixed targets within a period of time.

A. The Camera Calibration

Although the camera has been calibrated in advance in the
air, in order to ensure the accuracy of the parameters, it must be
calibrated again before the underwater experiments due to the
difference between the underwater environment and the air. One
11x9 chessboard printed on A4 size cardboard is chosen as the
calibration board, and the size of each grid of the chessboard
is 20 mm. The calibration board is fixed on the wall of the

⎧⎪⎪⎨
⎪⎪⎩
‖OA‖2 + ‖OB‖2 − 2 ‖OA‖ · ‖OB‖ · cos<

→
Oa,

→
Ob > = ‖AB‖2

‖OA‖2 + ‖OC‖2 − 2 ‖OA‖ · ‖OC‖ · cos<
→
Oa,

→
Oc > = ‖AC‖2

‖OB‖2 + ‖OC‖2 − 2 ‖OB‖ · ‖OC‖ · cos<
→
Ob,

→
Oc > = ‖BC‖2

(3)

{
(1−m) · x2 −m · y2 − 2x · cos<

→
Oa,

→
Oc >+ 2m · x · y · cos<

→
Oa,

→
Ob >+ 1 = 0

(1− n) · y2 − n · x2 − 2y · cos<
→
Ob,

→
Oc >+ 2n · x · y · cos<

→
Oa,

→
Ob >+ 1 = 0

(5)
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Fig. 6. Detection results of YOLO-T and YOLOv5. The first eight images, i.e. (a)-(h) are the YOLOv5 target detection results, and the latter eight images, i.e.,
(i)-(p) are the corresponding YOLO-T target detection results.

water tank, and the distance and angle between the camera and
the calibration board are changed to obtain different calibration
pictures.

A number of pictures in different distances and angles are
taken in the water tank. The internal matrix of the underwater
camera is calculated using Zhang’s calibration algorithm [30].
Due to the radial distortion of the underwater camera, the dis-
tortion correction is needed to update the internal matrix for the
precise detention and positioning. The underwater calibration
board is shown in Fig. 5.

B. Target Detection Accuracy Analysis

This section qualitatively assesses the performance of the
YOLO-T target detection algorithm by comparing it with other
versions of the YOLO algorithm, including YOLOv3, YOLOv4,
YOLOv5, YOLOv6 and YOLOv7. The effectiveness of the pro-
posed YOLO-T algorithm in this paper is verified by analyzing
the target detection results under the same scenes both in a water
tank in the laboratory and the Huanghai sea in China.

To detect the target using the YOLO-T algorithm and the other
versions of YOLO algorithm, the first step is to collect datasets
and to conduct network training. In this paper, a blue circle is
selected as the target. Considering the simple classification of
detected target, 80 target images collected in the laboratory and
400 target images collected in the Huanghai sea are selected,
and the number of images are then extended to 880 through
data augmentation operation as the data set. Where, the training
set, the verification set and the test set contain 634, 158 and
88 images respectively, and the corresponding proportions of
the whole data set are 0.72, 0.18 and 0.1. After 1000 epochs
of training, the weight with the best mAP is selected as the
target detection weight of the YOLO-T algorithm and the series
of YOLO algorithms. Since the mean square error of YOLOv5
detection results is 1.6069 pixels, the number of extension pixels
used in YOLO-T to select the rectangular area target is 5, which
can ensure sufficient detection error range without increasing
the amount of calculation.

In order to evaluate the rapidity of the YOLO-T algorithm,
the model parameters are compared first, as shown in Table II.
The number of model parameters and the weight of the model
obtained by training of YOLO-T algorithm are about one-third
of that of YOLOv5. Meanwhile, the average detection time of
YOLO-T is also less than that of YOLOv5 under the same
CPU processor, which is conducive to the rapid detection of
underwater targets.

TABLE II
COMPARISONS OF TRAINED MODELS

TABLE III
COMPARISONS OF THE TARGET DETECTION RESULTS

Underwater target detection results are shown in Fig. 6. Since
the detection results of several versions of YOLO algorithms
have little difference in vision, only the target detection results
of YOLOv5 are shown in the figure for comparison with those
of YOLO-T. As shown in Fig. 6, the first four columns are
the results of the water tank target detection tests and the last
four columns are the results of Huanghai sea target detection
tests. The detection results of the target images include the
surrounding contours of the targets and the confidence of the
detection result. It can be seen that the target contours de-
tected by YOLO-T algorithm are more consistent with the real
edge of the targets than that detected by YOLOv5 algorithm.
To further validate the efficiency of YOLO-T, the quantita-
tive comparisons of the target detection results are shown in
Table III.

In Table III, MSE is the mean square error of coordinates
between the detected center of the target and the true center of
the target.

In the water tank detection tests, YOLO-T algorithm has the
smallest MSE of detection, which is only 0.9283 pixels. Among
the detection results of several versions of YOLO algorithms, the
MSE of YOLOv3 algorithm is the largest while that of YOLOv7
is the smallest. Compared with them, the MSE of YOLO-T
algorithm is reduced by 23.1%− 49.1%.

The results of the sea trial in the Huanghai Sea are not quite
the same as those of the tank tests. First of all, the detection
accuracy of these algorithms in the sea tests decreases to some
extent compared with those in the water tank tests, which can
be attributed to the poor image quality because of the large
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TABLE IV
CONDITIONS OF ACCURACY VALIDATION TESTS

number of suspended particles and the dim light in marine
environment. Secondly, YOLOv4 algorithm has the largest de-
tection error than that of the other versions of YOLO algorithms.
Nevertheless, the detection error of the YOLO-T algorithm is
still smaller than that of the YOLO series, reducing by about
10%− 45.8%.

The above results show that the YOLO-T algorithm proposed
in this paper not only greatly reduces the detection time com-
pared with YOLOv5, but also has higher accuracy than the
YOLO algorithm of these versions.

C. Target Positioning Accuracy Analysis

To validate the accuracy of the target positioning algorithm
in this paper, positioning tests are conducted in a water tank.
In the positioning tests, the camera is fixed to the end of the
tank and the underwater target is moved in the direction of
x, y, and z to validate the accuracy in the position aspect.
Then the target is rotated around the X , Y , and Z axes of the
camera coordinate system respectively to validate the accuracy
in the attitude aspect. The conditions of the tests are shown in
Table IV.

Due to the influence of camera definition, range of camera
field of view and underwater environment, the area where under-
water target can be located is limited. Therefore, it is necessary
to determine the effective range of target positioning through
effective field of view estimation. In this paper, the positioning
range of x and y is (−1.25m, 1.25m), and the positioning range
of z is (0.3 m, 2m). In the aspect of attitude of the target, the
positioning range of ψ is (0, 360 ◦), the positioning range of θ
and the positioning range of φ are both (−60 ◦, 60 ◦).

1) Position Accuracy Analysis: This section tests
the position accuracy in the direction of x, y, and
z, respectively. The positioning results are shown in
Table V.

The positioning error of x is shown in Fig. 7(a) in red line,
and the error of y and z is shown in Fig. 7(b) and (c) in green
line and blue line respectively. The minimum positioning error
of x is 0.01 m, the maximum error is 0.05 m, and the average
error is 0.025 m. The minimum positioning error of y is 0, the
maximum error is 0.02 m, and the average error is 0.009 m.
The minimum error of z is 0, the maximum error is 0.06 m,
and the average error is 0.023 m. During the tests in water tank,
due to the limitation of water tank materials, the water depth in
the water tank is limited to a certain extent, which makes the
positioning test range of y is smaller than that of x.

2) Attitude Accuracy Analysis: This section changes the rel-
ative angles between the underwater target and the Z, X and Y
axes of the camera, i.e., ψ, θ and φ, to conduct the attitude

Fig. 7. The position accuracy tests.

Fig. 8. The attitude accuracy tests.

accuracy verification. The positioning results are shown in
Table VI.

The positioning error ofψ is shown in Fig. 7(a) in red line, and
the error of θ and φ is shown in Fig. 7(b) and (c) in green line and
blue line respectively. The attitude angle errors in the positioning
tests results are analyzed respectively as shown in Fig. 8. In the
aspect ofψ, the minimum error is 1.42 ◦, the maximum is 4.45 ◦,
and the average error is 3.52 ◦. The minimum positioning error
of θ is 0.24 ◦, the maximum error is 3.94 ◦, and the average error
is 2.59 ◦. The minimum error of φ is 1.09 ◦, the maximum is
3.52 ◦, and the average is 2.26 ◦.

3) Sea Trial: The proposed vision-based underwater target
detection and positioning approach has also been validated in
the Huanghai sea in China. The experiments are carried out in
the ocean environment 2 meters from the shore and 5 meters
from the sea surface. The underwater target in the sea trail is a
black board, which is held by two vertical rods and moves in
accordance with the experimenters’ movements or oscillates in
small amplitude with the waves in the ocean. The underwater
camera captures images at a frame rate of 12 fps and the detected
results during the movement is shown as Fig. 9.

The duration of the test is about 91 s. In the first half of the
test, the test personnel mainly swing the target board from side
to side, which indicates the fluctuations mainly occurred in the x
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TABLE V
POSITIONING TESTS IN THE DIRECTION OF x, y, z

TABLE VI
POSITIONING TESTS IN THE DIRECTION OF ψ, θ, φ

Fig. 9. Ocean experimental detection.

direction in the target position. However, since the two vertical
rods are held by a human, it is inevitable that the target position
in the y and z directions will fluctuate during the swing process.
In the second half of the test, the test personnel mainly rotates
the target around the Z axis of the camera. Accordingly, the roll
angle φ of the target should change significantly, while the yaw
angle ψ and pitch angle θ should only fluctuate within a small
range.

The curves in Figs. 10 and 11 represent the evolution process
of the position and attitude of the underwater target contain 1090
frames of data. The data of target from the positioning algorithm
are filtered by KF algorithm to provide stable continuous posi-
tioning information. The filtered data will be further applied to
underwater missions to grasp underwater target.

As shown in Fig. 10, the vertical distance z of the target from
the camera fluctuates within the range of (0.7m, 1.1m), while
the longitudinal deviationy only changes slowly within the range
of (−0.3m,−0.2m). In terms of the attitude of the target, since
the two vertices of the target board are fixed by the vertical
rods, the yaw angle ψ of the target should be stabilized near
a fixed value in each experiment. Compared with the setting
of the target image shown in Fig. 9 and the target coordinate

Fig. 10. Time evolution of position of the underwater target.

Fig. 11. Time evolution of attitude of the underwater target.

system, the yaw angle value in this experiment should be 270 ◦,
which is consistent with the red curve in Fig. 11. The pitch angle
stabilized at −30 ◦ in the early stage of the experiment, changes
to near 0 between Frame 800 and Frame 1000, and then returns to
−30 ◦ finally. By comparing the video data collected, the target
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Fig. 12. The experimental scene in the tests.

board swings forward in the rotation process between Frame 800
and Frame 1000, and the distance z between the target and the
camera also decreases correspondingly at the same time.

It can be seen from the change curves of the position and
attitude of the target, the position data x of the target changes
greatly before Frame 600, while the attitude data during this
period of time fluctuates a little. After Frame 600, the target’s roll
angle φ changes (−60 ◦, 60 ◦), while the target’s position data
alters only in a small range. These phenomena are consistent in
the experimental process, which proves the effectiveness of the
target positioning algorithm.

D. Target Detection and Positioning Stability Analysis

In the actual underwater applications, the target detection
and positioning should not only be accurate, but also have
continuous stability to ensure the safe navigation of the ROV
and the completion of underwater missions. Therefore, several
tests are conducted in an anechoic tank to demonstrate the sta-
bility of the proposed vision-based underwater target detection
and positioning approach. The performance of the approach is
verified by analyzing the position and attitude change curve of
the fixed target in a period of time.

The experimental scene is shown in Fig. 12. A metal shelf
used to hold underwater targets in the tests is shown in
Fig. 12(a). The camera is fixed at the top of the shelf to ensure
the field of view. The overall size of the shelf is 2m ∗ 1m ∗ 2m,
and extra metal rods can be flexibly installed in the middle of
the shelf to adjust the position of the target. As shown in Fig.
12(b), during the tests, the shelf was dropped into the anechoic
tank by a crane.

Before each test, the true value of the positioning result can
be obtained by measuring the mounting position of the target.
However, there may be a certain tilt in the camera installation
process, it is impossible to get the accurate pose truth value of
the target relative to the camera through simple measurement.
In this case, the rigid-body coordinate transformation relation
is employed to calculate the position and attitude of the target
in the medal shelf coordinate system whose true value can be

easily measured.

PC = RCS · PS + TCS

PC = RCT · PT + TCT (6)

Where, S,C, T is the shelf coordinate, the camera coordinate
and the target coordinate, respectively. For an arbitrary point on
target,PS , PC , PT are the corresponding coordinates in the three
coordinate systems. TCS and RCS represent the the position
and attitude of the camera relative to the metal shelf, which are
fixed values and are easily to be calculated through calibration in
advance; TCT andRCT are the pose position and attitude of the
camera relative to target, which can be extracted as illustrated in
Section III. From this, the position and attitude of target relative
to the shelf are shown as follows:

TCT = R−1
CS · (TCT − TCS)

RST = R−1
CS ·RCT (7)

In these experiments, the feature points were patterned on a
0.3m ∗ 0.3mwhite board. The specific test process is as follows:
(1) The board is fixed in a certain place in the metal shelf, and
its position information is measured; (2) Lift the metal shelf into
the water and keep it for a period of time to record the change
curve of the target position and attitude; (3) Change the board
position and repeat the first two steps.

In order to prove the effectiveness of the target positioning,
experiments were carried out under different distances, different
positions and the scene with missing feature points. Some of the
results are shown in Figs. 13–17.

Figs. 13, 14 and 15 are the test results when the vertical
distance between the target board and the top of the metal shelf
is 1 m, 1.6 m and 2 m respectively. In the figure, the green curve
is the calculated value of the target position (attitude), the blue
curve is the average value of the calculated value, and the red
curve represents the true value of the position (attitude). Fig. 16
shows the detection and positioning results of the target when
a feature point is missing. In this test, the distance between the
target and the top of the shelf is 2 m. The approach proposed
in this paper can identify the target and sort the 5 feature points
to calculate the pose of the target. Fig. 17 shows the test results
when two target feature points are missing, from which it can
be seen that there is just little difference between the calculated
results and the real values.

In Fig. 13, the calculated position curved of the target board
fluctuate slightly, but the pitch angle θ tends to rise in the early
stage. By comparing the video records obtained, it can be found
that the target board is not stable in the first few seconds after
entering the water, and oscillates with the water pressure in the
aspect of θ. Once the target plate is in equilibrium with the water
pressure, the calculated attitude data gradually remains stable.

In Fig. 14, the position curves and attitude curves of the target
board change around Frame 750, which is caused by the crane
lifting at this moment. Since the connection between the metal
rod and the metal frame is not fixed at z = 1.6m, the metal rod
moves in a small range during the lifting process, which leads
to the change of the target pose.
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Fig. 13. Target positioning stability test: z = 1m.

Fig. 14. Target positioning stability test: z = 1.6m.

Fig. 15. Target positioning stability test: z = 2m.

Fig. 16. Target positioning stability test: miss 1 feature point.
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Fig. 17. Target positioning stability test: miss 2 feature points.

Fig. 18. Mean error of the calculated target position.

The first 100 frames of data shown in Fig. 15 also fluctuate
greatly compared with the following data which appears because
in the early stage of the test, the LED has not be turned on and
the target images collected are green, which results in the failure
to extract the feature circle during target detection and further
affect the positioning results.

The reason for the frequent change in the early data in Fig. 16
is similar to the reason of test at z = 2. As shown in Fig. 17, in the
test with two missing feature points, the target board fluctuates
at the end, leading to changes in the calculated results. It can
be seen from Fig. 18 that the mean error between the calculated
target position and the true value of the target position are no
more than 0.05 m in all tests and the variance of the calculated
values tend to be 10−5 orders of magnitude as shown in Fig.
19. As illustrated in Fig. 20 , the average error bars of target
attitude calculation show that the test results at z = 1.6m and
z = 2m are worse than those in the other three groups. The main
reason for this is the fluctuation of data caused by environmental
influences during the tests. As for the variance of attitude data,
the variance of pitch angle tested at 1.6 m and scene with a feature
point missing is more than twice of other variances, which can
also be seen in the data curves in Figs. 14 and 16. In these two sets
of data, the range of angle change is about 20 ◦, and the frequency
of fluctuation data appear more than other data. Except for these
two sets of data, the variance of the calculated values of other
attitude is all within 2, which can prove the stability of target
detection and positioning method.

Fig. 19. Variance of the calculated target position.

Fig. 20. Mean error of the calculated target attitude.

Fig. 21. Variance of the calculated target attitude.
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V. CONCLUSION AND FUTURE WORK

In this paper, an underwater target detection and positioning
approach with a monocular camera is proposed. The proposed
approach is composed of an underwater target detection al-
gorithm YOLO-T and a target positioning algorithm. Firstly,
we modify the structure of YOLOv5 algorithm using Ghost
module and SE attention module to improve the calculation
time of target detection. Secondly, a series of image processing
operations are performed on the improved YOLOv5 detection
results to increase the detection accuracy. Thirdly, a cooperative
marker is designed as the artificial underwater target, and the
corresponding positioning algorithm is presented to calculate
the position and attitude of the target according to the geometric
information of the designed marker. We conduct water tank
tests and Huanghai sea tests to verify the accuracy of target
detection and target positioning separately. Finally, the stability
performance of the proposed detection and positioning method
is demonstrated through the pool tests.

In the future research, the network structure of the YOLO-T
target detection algorithm will be adjusted according to the fea-
tures of the underwater artificial target to improve the detection
results. Meanwhile, research efforts will also extend the target
detection and positioning approach for the real-time tracking of
underwater cooperative targets in different underwater missions.
At the same time, the lack of feature points does not lead to poor
target positioning result in terms of position.

REFERENCES

[1] Y. Shen et al., “Rapid detection of camouflaged artificial target based on
polarization imaging and deep learning,” IEEE Photon. J., vol. 13, no. 4,
pp. 1–9, Aug. 2021.

[2] J. Yang et al., “A deep learning-based surface defect inspection system
using multiscale and channel-compressed features,” IEEE Trans. Instrum.
Meas., vol. 69, no. 10, pp. 8032–8042, Oct. 2020.

[3] C. Xia and H. Zhang, “Unsupervised salient object detection by aggregat-
ing multi-level cues,” IEEE Photon. J., vol. 10, no. 6, pp. 1–11, Dec. 2018.

[4] S. Cui, Y. Wang, S. Wang, R. Wang, W. Wang, and M. Tan, “Real-time
perception and positioning for creature picking of an underwater vehicle,”
IEEE Trans. Veh. Technol., vol. 69, no. 4, pp. 3783–3792, Apr. 2020.

[5] A. Elibol, J. Kim, N. Gracias, and R. Garcia, “Efficient image mosaicing for
multi-robot visual underwater mapping,” Pattern Recognit. Lett., vol. 46,
pp. 20–26, 2014.

[6] J. Shen, Z. Xu, Z. Chen, H. Wang, and X. Shi, “Optical prior-based under-
water object detection with active imaging,” Complexity, vol. 2021, 1–12,
2021.

[7] K. Srividhya, “Intelligent object recognition in underwater images using
evolutionary-based Gaussian mixture model and shape matching,” Signal
Image Video Process., vol. 14, no. 5, pp. 877–885, 2020.

[8] F. Sun, J. Yu, S. Chen, and D. Xu, “Active visual tracking of free-swimming
robotic fish based on automatic recognition,” in Proc. IEEE 11th World
Congr. Intell. Control Automat., 2014, pp. 2879–2884.

[9] M. F. Yahya and M. R. Arshad, “Tracking of multiple markers based on
color for visual servo control in underwater docking,” in Proc. IEEE 5th
Int. Conf. Control Syst., Comput. Eng., 2015, pp. 482–487.

[10] D. Ji, H. Li, C. W. Chen, W. Song, and S. Zhu, “Visual detection and feature
recognition of underwater target using a novel model-based method,” Int.
J. Adv. Robot. Syst., vol. 15, no. 62018, Art. no. 1729881418808991.

[11] A. Nikolovska, “AUV based flushed and buried object detection,” in Proc.
IEEE OCEANS, 2015, pp. 1–5.

[12] D. Lee, G. Kim, D. Kim, H. Myung, and H. T. Choi, “Vision-based object
detection and tracking for autonomous navigation of underwater robots,”
Ocean Eng., vol. 48, pp. 59–68, 2012.

[13] G. J. Hou, X. Luan, D. L. Song, and X. Y. Ma, “Underwater man-made
object recognition on the basis of color and shape features,” J. Coastal
Res., vol. 32, no. 5, pp. 1135–1141, 2016.

[14] J. Redmon, S. Divvala, R. Girshick, and A. Farhadi, “You only look once:
Unified, real-time object detection,” in Proc. IEEE Conf. Comput. Vis.
Pattern Recognit., 2017, pp. 779–788.

[15] W. Liu et al., “SSD: Single shot multiBox detector,” in Proc. 14th Eur.
Conf. Comput. Vis., 2016, pp. 21–37.

[16] S. Ren, K. He, R. Girshick, and J. Sun, “Faster R-CNN: Towards real-time
object detection with region proposal networks,” IEEE Trans. Pattern Anal.
Mach. Intell., vol. 39, no. 6, pp. 1137–1149, Jun. 2017.

[17] J. Dai and K. R. F. Li, “R-FCN: Object detection via region-based fully
convolutional networks,” in Proc. 30th Int. Conf. Neural Inf. Process. Syst.,
2016, vol. 29, pp. 379–387.

[18] L. Ji -yong, Z. Hao, H. Hai, Y. Xu, W. Zhaoliang, and W. Lei, “Design
and vision based autonomous capture of sea organism with absorptive type
remotely operated vehicle,” IEEE Access, 2018, vol. 6, pp. 73871–73884,
2018.

[19] Z. Chen, Z. Zhang, F. Dai, Y. Bu, and H. Wang, “Monocular vision-based
underwater object detection,” Sensors, vol. 17, no. 8, 2017, Art. no. 1784.

[20] P. Trslic et al., “Vision based autonomous docking for work class ROVs,”
Ocean Eng., vol. 196, 2020, Art. no. 106840.

[21] K. Holak, P. Cieslak, P. Kohut, and M. Giergiel, “A vision system for pose
estimation of an underwater robot,” J. Mar. Eng. Technol., vol. 21, no. 4,
pp. 234–248, 2020.

[22] T. Maki, R. Shiroku, Y. Sato, T. Matsuda, T. Sakamaki, and T. Ura, “Dock-
ing method for hovering type AUVs by acoustic and visual positioning,”
in Proc. IEEE Int. Underwater Technol. Symp., 2013, pp. 1–6.

[23] Y. Li, Y. Jiang, J. Cao, B. Wang, and Y. Li, “AUV docking experiments
based on vision positioning using two cameras,” Ocean Eng., vol. 110,
pp. 163–173, 2015.

[24] S. Ghosh, R. Ray, S. R. K. Vadali, S. N. Shome, and S. Nandy, “Reliable
pose estimation of underwater dock using single camera: A scene invariant
approach,” Mach. Vis. Appl., vol. 27, no. 2, pp. 221–236, 2016.

[25] Y. Deng and H. Wang, “Underwater circular object positioning system
based on monocular vision,” in Proc. IEEE 19th Int. Symp. Signal Process.
Inf. Technol., 2019, pp. 1–5.

[26] K. N. Lwin et al., “Visual docking against bubble noise with 3-D perception
using dual-eye cameras,” IEEE J. Ocean. Eng., vol. 45, no. 1, pp. 247–270,
Jan. 2020.

[27] A. Bochkovskiy, C. Y. Wang, and H. Y. M. Liao, “YOLOv4: Optimal
speed and accuracy of object detection,” 2020, arXiv:2004.10934.

[28] K. Han, Y. Wang, Q. Tian, J. Guo, C. Xu, and C. Xu, “GhostNet: More
features from cheap operations,” in Proc. IEEE/CVF Conf. Comput. Vis.
Pattern Recognit., 2020, pp. 1580–1589.

[29] J. Hu, L. Shen, and G. Sun, “Squeeze-and-excitation networks,” in Proc.
IEEE Conf. Comput. Vis. Pattern Recognit., 2018, pp. 7132–7141.

[30] Z. Zhang, “A flexible new technique for camera calibration,” IEEE
Trans. Pattern Anal. Mach. Intell., vol. 22, no. 11, pp. 1330–1334,
Nov. 2010.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


