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Nonlinear Channel Equalization Using Gaussian
Processes Regression in IMDD Fiber Link

Xiang Li , Yixin Zhang , Desheng Li, Perry Ping Shum , Senior Member, IEEE, and Tianye Huang

Abstract—Gaussian processes regression (GPR)-aided nonlinear
channel equalizer (CE) is experimentally demonstrated in a multi-
level intensity modulation and direct detection fiber link. In this
scheme, the GPR model is used to estimate the transmitted symbols
or the corresponding nonlinear distortions after pre-processing.
The experimental results show that GPR-aided nonlinear CE has
better nonlinear tolerance than conventional linear and nonlinear
filter-based CE. It is also shown that the GPR model in the nonlinear
channel equalization process can be understood as an optimized
single-layer neural network model with infinite width. Finally,
we reveal the relationship between the key coefficients in GPR
model and parameters in fiber link through both experiment and
simulation.

Index Terms—Direct detection, Gaussian processes regression,
intensity modulation, nonlinear channel equalizer.

I. INTRODUCTION

NONLINEAR channel equalization is a major issue in fiber
transmission systems because the nonlinear effects funda-

mentally limit the achievable information rates and transmission
distance [1]. Traditionally, the most popular nonlinear channel
equalizers (CEs) for intensity modulation and direct detection
(IMDD) fiber link are maximum-likelihood sequence equalizer
(MLSE) [2] and Volterra series transfer function (VSTF) based
nonlinear filter [3]. However, the performances improvement
of those nonlinear CEs is limited due to inaccurate nonlinear
modelling.

Recently, machine learning (ML)-aided nonlinear CEs have
shown great potential in improving the nonlinear tolerance in
IMDD fiber links, inculding neural networks (NNs) [4], [5],
radial basis function networks (RBFNs) [6], support vector
machines (SVMs) [7], and long short-term memory recurrent
neural networks (LSTM-RNN) [8]. One common issue asso-
ciated with these nonlinear CEs is that the physical meaning
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of the parameters in these ML models are not clear. Therefore,
it is unknown whether the parameters in the model have been
adjusted to be optimal or how the parameters may affect the
system performance since the ML technique is used as a “black
box”.

In this paper, we focus on nonlinear channel equalization with
interpretable Gaussian processes regression (GPR). The GPR
model for nonlinear distortion mitigation is presented by as-
suming the linear channel impairments are compensated. In the
experimental demonstration, we build an IMDD link by trans-
mitting 28-GBaud 4-level pulse amplitude modulation (PAM-4)
signal over 100-km standard single mode fiber (SSMF). The
experimental results show that the GPR-aided nonlinear CE has
better nonlinear tolerance than conventional linear and nonlinear
filter-based CE. We also compare the performances of GPR
model and NN model in the nonlinear channel equalization
scheme. It is shown that the output of the GPR model can
be viewed as the mean of the output of the NN model with
optimized parameters and infinite width. Finally, we give an
explanation on how the parameters in GPR model are related
with the parameters in the fiber link through both experiment
and simulation.

II. GAUSSIAN PROCESSES REGRESSION

The nonlinear CE based on GPR model in a multi-path
communication system can be expressed as [9, Chapter 2]:

y = f (x) + ν (1)

where y ∈ R is the CE output scaler and x ∈ Rn is the CE
input vector, which also corresponds to the received samples.
The noise term ν is assumed to be zero mean with vari-
ance σ2

ν . It is noted that (1) doesn’t assume p(y) is Gaus-
sian distributed. However, it believes that p(y|x) is Gaus-
sian distributed, which means ν is zero-mean Gaussian [10].
Similar to other CEs, GPR can recover the symbol as f∗ =
f(x∗) with input x∗ and training set Dm, where Dm ∈
{Xm = [x1,x2, . . . ,xm], ym = [y1, y2, . . . , ym]

T}. xi in Xm

represent the i-th received vector and yi in ym represents the
corresponding transmitted symbol in the training stage. Ideally,
the function f(·) in the test stage may satisfy the minimum
mean square error criterion as f∗ = argmin

f(·)
E[(y∗ − f(x∗))

2],

where y∗represents the transmitted symbol. In GPR model,
the estimation f∗ should follow Gaussian distribution as
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[9, Chapter 2]:

p(f∗|x∗,Dm) ∼ N (
f̄∗, cov (f∗)

)
(2)

where f̄∗ = kT C−1
m ym and cov (f∗) = k(x∗,x∗)− kTC−1

m k
with

k = [k (x1,x∗) , k (x2,x∗) , . . . , k (xm,x∗)]
T (3)

Cm = Km + σ2
νIm (4)

In (3) and (4), k(xi,xj) represents covariance function and
Cm denotes the covariance matrix, where (Km)ij = k(xi,xj),
and ∀xi,xj ∈ Dm. From (2), we can see that the estimation f∗
is actually a variable following the Gaussian distribution with
mean f̄∗ and covariance cov(f∗). For simplicity the mean f̄∗
is regarded as the estimation result f∗. It is noted that both
kT and C−1

m are affected by the choice of covariance function.
Therefore, the design of covariance function is significant to an
accurate estimation.

In wireless communication system, the following covariance
matrix has been applied [10]:

(Cm)ij = α1 exp

(
−

n∑
l = 1

(xil − xjl)
2

γl

)
+ α2x

T
i xj + α3δij

(5)
where θ = [α1, α2, α3, γ1, γ2, . . . , γn]

T is called the hyper-
parameters, which will be determined in the training stage. xil

and xjl represent the l-th scaler in the received symbol vector
xi and xj . In (5), the first term is the squared exponential (SE)
covariance function, which is infinitely differentiable. Since SE
covariance function is a function of xi − xj , it holds the crucial
assumption in supervised learning that close points between
input vectorsxi andxj may have similar target y. The parameter
α1 is related to the variance of target y. In SE covariance
function, the value of length-scale γl determines the dependence
degree of the elements between xi and xj . The second term is
designed for linear regression problem, which is also called the
dot product covariance function. The third term α3 is related to
the variance of noise, where δij represents the Kronecker’s delta
function.

In practical scenario, the values of hyperparameters θ are
usually unknown. In order to solve this issue, the log marginal
likelihood function is first introduced as [9, Chapter 5]:

log p (ym|Xm,θ) = −1

2
yT
mC−1

m ym − 1

2
log |Cm| − Const.

(6)
where Const. = m/2 · log(2π). According to (6), the optimal
setting of hyperparameters θ corresponds to the maximization
of log marginal likelihood function. A computational efficient
method can be used by calculating the partial derivatives of log
marginal likelihood function with regarded to hyperparameters
θ as:

∂

∂θi
log p (ym|Xm,θ) =

1

2
tr

((
ββT −C−1

m

) ∂Cm

∂θi

)
(7)

where β = C−1
m ym. Therefore, the hyperparameters θ can be

optimized iteratively by applying the gradient decent method.
The notation tr(A) represents the trace operation to the matrix

Fig. 1. Experimental setup of the IMDD link and DSP scheme of the proposed
GPR-aided nonlinear CE.

A. In this paper, we use the tools from scikit-learn [11] to find
the optimal values of the hyperparameters in GPR model.

In order to further reduce the computational complexity, we
assume the elements in the input vector xl are equally important
by setting the same value for all the length-scales, which can
also be used to describe the effect of variance of the target y.
Therefore, the parameterα1 can be omitted. After simplification,
covariance function in our GPR-aided nonlinear CE is then
simplified as:

(Cm)ij = exp

(
−

n∑
l = 1

(xil − xjl)
2/γ

)
+ α2x

T
i xj + α3δij

(8)

III. EXPERIMENTAL SETUP AND RESULTS

To verify the effectiveness of GPR-aided nonlinear CE in
the nonlinear distortion estimation mode and symbol estimation
mode, we conduct an IMDD experiment to transmit 28-GBaud
PAM-4 signal over 100 km SSMF. The experimental setup
is shown in Fig. 1. The signal frame consists of 256 OOK
symbols for time synchronization followed by payload PAM-4
symbols. The digital signal is generated offline with digitally
oversampling factor of 2 and roll-off factor of 0.01. The digi-
tal signal is then loaded into an arbitrary waveform generator
running at 56 GSa/s to achieve digital to analog conversion.
The peak-to-peak voltage of the analog signal is maximized to
be 1 V to avoid nonlinear impairment. The analog electrical
signal is finally converted to optical signal by a DML operating
at 1550.8 nm with bandwidth of 18 GHz and extinction ratio
of 5 dB. The bias of the EML is optimized to operate in the
linear region. In order to overcome the power fading effect due
to fiber chromatic dispersion (CD), a dispersion compensation
module (DCM) is used to pre-compensate the CD in the 100-km
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Fig. 2. BER performances of linear-CE, Volterra-CE, NN-CE and GPR-CE
versus launch power with (a) symbol and (b) distortion estimation modes.

fiber link. The frequency responses at back-to-back (B2B) and
100-km transmission cases are shown in the inset of Fig. 2. It can
be seen that the power fading effects are effectively mitigated
by DCM and the residual dispersion can be ignored. Then an
erbium doped fiber amplifier (EDFA) is applied to compensate
the power loss due to DCM and adjust the input power to a piece
of SSMF with length of 100 km. After fiber transmission, the
optical signal is amplified by another EDFA before converted
to electrical signal by a photodetector (PD) with bandwidth
of 40 GHz. The second EDFA is required because the PD is
not integrated with trans-impedance amplifier, which can only
work properly with input power smaller than 0 dBm. Finally,
analog-to-digital conversion is achieved by a digital sampling
oscilloscope (DSO) at sampling rate of 80 GSa/s with bandwidth
of 33 GHz.

As shown in Fig. 1, we characterize the offline DSP into three
categories. The first one is the linear CE including re-sampling
to oversampling factor of 2, time synchronization based on
self-correlation, feedforward equalization (FFE), de-mapping,
decision and bit error rate (BER) calculation. The second one
directly applies the nonlinear equalizer to the received samples

at 2 samples per symbol to recover the symbols, which is called
symbol estimation mode. Here, we consider three nonlinear
equalization schemes based on VSTF, NNs, and GPR, which
are referred as Volterra-CE, NN-CE and GPR-CE, respectively.
For GPR-CE in the symbol estimation mode, the i-th transmitted
symbol yi is designed as the target value in the GPR model at the
training stage, and fsym(x∗) is then regarded as the estimated
symbol ŷ∗ at the transmitter side. The third one combines the first
two channel equalization schemes. In this scheme, the nonlinear
distortions are estimated after FFE, which is called the nonlinear
distortion estimation mode. In this mode, we assume the target
value in the nonlinear model as ξi, which represents the i-th
symbol noise at the training stage. It is noted that the value of
noise contains both the nonlinear distortion and linear noise.
The value of ξi can be realized by subtracting the true symbol
yi from the corresponding symbol ỹi after FFE. The estimated
symbol ŷ∗ is then calculated as:

ŷ∗ = ỹ∗ − ξ∗ (9)

where ỹ∗ is the recovered symbol after FFE and ξ∗ is the
estimated nonlinear distortion as fdist(x∗). One advantage of
nonlinear distortion estimation mode is the value of ξ∗ is pro-
portional to the optical launch power [12]. Therefore, (9) can be
modified as:

ŷ∗ = ỹ∗ − 100.1(Pch−Pref )ξ∗ (10)

wherePch denotes the channel power of the test data set andPref

represents the channel power of the training set. Therefore, it is
not necessary to re-train the channel model when the value of
input power is changed.

In the experimental demonstration, the bandwidth limitation
issue is first pre-compensated at the transmitter side based on
back-to-back performance as described in Fig. 1. For the post
channel equalization, the tap number of linear FFE filter is 21.
The memory lengths of the Volterra-CE are 21, 13 and 9 for
the first, second and third orders. The corresponding number of
taps is 277. The number of training symbols for linear FFE and
Volterra-CE is 4096, which is sufficient to convergence based
on recursive least square (RLS) algorithm. The NN model is
constructed from an input layer with a vector of dimension (set
to 11×1 initially), hidden layer with 200 nodes, and one output
node corresponding to the estimated nonlinear distortion. The
rectified linear unit function is chosen as the activation function.
The weights are updated by adaptive moment estimation algo-
rithm with a learning rate of 0.001. To avoid overfitting during
training stage, early stopping and dropout regularization with a
dropout rate of 0.2 are applied. For GPR-CE, the dimension n of
the input vector x in (8) is set to 11 initially, which is the same
as NN model.

To avoid the issue of overfitting and ensure the randomness
of training/testing sets, each PAM-4 transmitted sequence is
generated by applying SIGN(·) function to two independent bi-
nary random sequences, each drawn from an AWGN sequences.
In the experimental demonstration, one PAM-4 sequence with
length of 4096 is used as training set. Another three different
PAM-4 sequences with length of 65536 are then generated as
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testing sets. The BER is calculated by averaging the BER of all
the three PAM-4 sequences after testing process.

The performances of linear and nonlinear CEs with two
operational modes are shown in Fig. 2(a) and (b), respectively.
The channel model is trained individually for each launch power.
As shown in Fig. 2, GPR-CE can provide better performance
than linear CE, Volterra-CE and NN-CE. The optimal launch
power of GPR-CE is 12 dBm, which is 1 dB and 2 dB higher
than Volterra-CE and linear-CE, respectively. The performances
of the two operational modes are similar in almost all the launch
power range.

Next, we investigate the effect of reference power for GPR-CE
in the noise estimation mode. It is shown in Fig. 3(a) that the
performances are degraded at higher launch power when the
reference power is 12 dBm. It means that the nonlinear distortion
cannot be calculated with high accuracy at optimal launch power
in (10). However, we can also observe small degradation at low
launch power region when the reference power is 16 dBm. It
means the nonlinear model in such high launch power may
overestimate the effect of nonlinear distortion in the low launch
power region. From the results in Fig. 3(a), the optimal reference
power is 14 dBm, which can provide similar result as that by
individual training.

We also investigate how the length of training symbols and
number of dimension n affect the performance. As shown in
Fig. 3(b), the performance is better with larger length of training
symbols. This is mainly because the approximation of multi-
dimensional Gaussian distribution can be more accurate if more
training symbols are applied in the training stage. The effect of
dimension n is shown in Fig. 3(c). It can be seen that the optimal
number of dimension n is 11. In our view, the dimension n is
related to the degree of correlation among symbols, which can
be optimized according to the fibre length. From (2)–(4), we
can see that the computational complexity of symbol recovery
is related to the size of vector k in (3), which is determined by
the number of training symbols and dimension. It is noted that
the vector value C−1

m ym is only related to the training symbols,
which can be pre-computed in the training process. Therefore, it
can be assumed that the computational complexity of GPR-CE
is proportional to the product of number of training symbols
(128) and dimension (11), which is 1408 in our experimental
demonstrations.

We then evaluate the effect of number of nodes in the hidden
layer in Fig. 4. Specifically, the BER is averaged by running the
NN model 100 times with different stochastic initializations for
each number of nodes. As shown in Fig. 3(d), the performances
of NN model are continuously approaching those of GPR model
with the increase of the number of nodes. Therefore, the output
of the GPR-CE can be viewed as the mean of the output of
the NN-CE with infinite width and optimized parameters. An
explanation of the results in Fig. 3(d) is that the function com-
puted by the NN model is a function drawn from a Gaussian
process in the sense of multidimensional Central Limit Theorem
if the width of the NN model is infinite [13]. Therefore, it is
believed that GPR can perform better than NN in the nonlin-
ear modelling when the NN model is trained with stochastic
optimization.

Fig. 3. BER performances of GPR-CE with (a) different values of reference
power, (b) different lengths of training symbols, and (c) different lengths of
dimensions in distortion estimation modes.

IV. SIMULATION ANALYSIS

To further explain the physical meaning of parameters in
(8), we conduct a simulation by transmitting 28-GBaud PAM-4
signal over IMDD fiber link. The simulation model is shown in
Fig. 5. The PAM-4 signal is oversampled by a factor of 32 and
added with a bias value to emulate the modulation process after
normalization. In this simulation, we mainly focus on the fiber
nonlinear effects in the transmission process and the nonlinear
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Fig. 4. BER performances of NN model versus number of nodes in the hidden
layer.

Fig. 5. Simulation model of 28-GBaud PAM-4 signal over IMDD fiber link.

Fig. 6. BER performances of linear-CE, Volterra-CE, and GPR-CE versus
launch power with distortion estimation mode.

distortion in the modulation process is not considered. The effec-
tiveness of GPR-CE to specific other nonlinear impairments will
be left for future work. The CD pre-compensation is achieved
in frequency domain and the fiber link is modeled by split-step
Fourier method with distance resolution of 0.01 km, dispersion
coefficient of 16.8 ps/nm/km, nonlinear coefficient of 1.3/W/km
and fiber loss of 0.2 dB/km [14]. After fiber transmission, the
signal is squared to emulate the optical-to-electrical process and
then combined with linear noise. Therefore, the nonlinear noise
and linear noise are separated, which facilitate the investigation
and explanation of parameters in the GPR-CE. The conditions
of post channel equalization in the simulation are the same as
those in the experimental demonstration.

Fig. 7. (a) Trends of estimated length-scale γ with different launch power.
(b) BER versus number of dimensions n under different fibre length. (c)
Estimated value of white kernel versus true SNR value under different launch
power.

Similar to the results in the experimental demonstration, the
GPR-CE shows better performance than linear CE and Volterra-
CE after 100-km fiber transmission, as shown in Fig. 6. The
optimal launch power is also increased by 2 dB and 1 dB over
linear CE and Volterra-CE, respectively.
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Considering the physical meaning of parameters, it can be
seen in Fig. 7(a) that the estimated length-scale γ is reduced
with the increase of launch power, which confirms the fact that
the input vector xi and xj are more dependent on each other
when the nonlinear distortion is large. As shown in Fig. 7(b),
the optimal number of dimensions n is increased when the fiber
length is changed from 50 km to 200 km. Therefore, the optimal
number of dimensions n is related to the CD in the fiber link,
which agrees well with the experimental demonstration. The
parameter α3 is also called white kernel (WK), which is related
to the linear noise. By changing the signal-to-noise ratio (SNR)
in the simulation, we can see in Fig. 7(c) that the estimated value
of log10(WK) is linearly proportional to the true SNR value at
different launch power. The deviation at higher launch power is
caused by the strong nonlinear distortion in the training stage,
which affect the estimation accuracy of hyperparameters.

V. CONCLUSION

To conclude, we propose a GPR-CE to mitigate the nonlinear
distortions in IMDD fiber link. It is shown that the GPR-CE
can provide better nonlinear tolerance than conventional linear
and nonlinear CEs. The performance comparison between GPR
and NN models in channel equalization is also conducted to
prove the superiority of GPR model over NN model. Finally,
the physical meaning of parameters in GPR model is also
investigated through both experiment and simulation to show
their connections with CD, linear/nonlinear noise and launch
power in the fiber link. In future work, we will conduct further
simulations to investigate how much performance improvement
can be realized for the specific nonlinear distortions and check
which nonlinear mitigations can be more accurately described
as Gaussian type.
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