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A Deep Learning-Assisted Visible Light Positioning
Scheme for Vehicles With Image Sensor

Jing He and Biao Zhou

Abstract—Visible light communication (VLC) based on image
sensor (IS) as the receiver is one of the supplementary technolo-
gies of radio frequency communication. By combining with image
processing technology, VLC has various applications in smart
home, underwater communication and intelligent transportation
system (ITS). In the paper, it focuses on the vehicle positioning
service provided by VLC in ITS. For the weak image spatial
separability caused by long-distance VLC transmission between
the vehicle and the infrastructure, it will lead to serious deteriora-
tion in communication and positioning performance. Thus, a deep
learning-assisted IS-based visible light positioning (VLP) scheme is
proposed and experimentally demonstrated. At the transmitter, a
novel coding method is proposed to support both short-distance and
long-distance communication based on VLC in ITS. Meanwhile, it
can meet the dimming requirements of LED road infrastructure.
In addition, in the proposed VLP scheme, it uses an artificial
neural network (ANN) to predict the location of the vehicle. It
is demonstrated that long-distance communication, high-accuracy
positioning, and LED dimming can be realized simultaneously. The
results show that, by using the proposed scheme, as the transmission
distance is 2 m, the bit error rate (BER) of system is 1.25 × 10−4.
And the average positioning error is 19.8 mm at the maximum
simulated distance of 30 m.

Index Terms—Visible light communication, vehicle positioning,
image sensor, artificial neural network.

I. INTRODUCTION

ACCURATE vehicle positioning is essential to provide
services of automatic driving, assisted driving, automatic

parking, and trajectory tracking for intelligent transportation
systems (ITS). With the development of Internet of Vehicles
(IoV), light emitting diodes (LEDs) have become more and more
widely used in various road infrastructure and vehicle lighting
systems, and the application of image sensor (IS) in vehicles has
also developed from driving record to pedestrian detection, lane
detection, and vehicle detection to provide safe driving [1]. Thus,
the vehicle applications based on visible light communication
(VLC) with LEDs and IS are paid more attention [2]. The visual
geometry of IS can be used to achieve high-precision positioning
[3] and it is considered as one of the effective solutions to provide
vehicle positioning services [4].
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Due to the large Field of view (FOV), strong spatial sep-
arability and flexible mobility, IS can be used as a detector
in VLC. In general, IS has two shutter modes such as rolling
shutter and global shutter mode. Rolling shutter can usually
achieve higher data rate because its sampling rate is much
higher than the frame rate. To improve the BER performance,
sampling scheme based on length estimation [5], column matrix
selection scheme based on energy diffusion [6], ANN-based
decoding scheme [7], and mapping-based demodulation scheme
[8] are proposed. For supporting mobility, column selection
scheme based on gray values [9] and decoding scheme based on
K-means clustering [10] are reported. In addition, CNN-based
decoding scheme [11], color and spatial multiplexing [12] and
multiple input multiple output (MIMO) technology are proposed
to improve the data rate. However, based on the rolling shutter,
the communication distance and data rate are determined by the
size of the LED light source in the image, the communication
distance is limited, and it is usually tens of centimeters. For
global shutter, under-sampling phase shift OOK modulation
[13], S2-PSK modulation [14], under-sampling frequency shift
OOK modulation [15], pulse width/position modulation [16],
color shift keying modulation [17] are investigated. It can sup-
port long-distance transmission between the vehicle and the in-
frastructure, but the data rate is low, and it is less than the IS frame
rate.

Recently, Global Positioning System (GPS) is the most popu-
lar vehicle positioning technology due to its wide coverage and
low cost. However, GPS signals are susceptible to multipath
effects. It usually gets the lack of stability and reliability in ur-
ban, underground, and tunnel environments, and its positioning
accuracy is about 10 m [18]. Although LIDAR and RADAR po-
sitioning technologies can achieve higher positioning accuracy,
high equipment cost is required [19]. Positioning technologies
based on radio frequency as WIFI and Bluetooth, are susceptible
to electromagnetic interference and co-frequency interference,
and the positioning performance in downtown areas will drop
sharply due to the increased access from multiple vehicles [20].
The visible light positioning (VLP) based on IS can achieve
high positioning accuracy with the centimeter level due to its
inherent geometric imaging. Meanwhile, the spatial separation
characteristics of IS can effectively separate signal light sources
and noise light sources, and it have good anti-noise ability [21].

VLC-based positioning using IS can be applied in both indoor
and outdoor environment. For indoor positioning, it is focused
on the improvement of positioning accuracy by using the posi-
tioning algorithms [22]–[24]. The positioning scheme based on
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Fig. 1. IS-based VLP for vehicles.

visual scaling factor [22], or based on n-point 3D to 2D mapping
[23], and the non-line-of-sight positioning scheme based on K
pairwise [24] are proposed. In general, the achieved positioning
accuracy is centimeter. However, the data communication range
between the transmitter and the receiver is not often considered
and the positioning range is limited. In addition, for outdoor
environment, IS-based VLP solutions are attracted attention in
IoV and it is achieved by using mapping from 3D coordinates
to 2D coordinates based on visual geometry [25]–[33]. The
positioning scheme based on perspective transformation [25],
neural network [26], geometric principles [27], photogrammetry
and particle filter [28], collinearity and image artifact elimination
positioning scheme [29], vehicle tracking scheme based on
perspective transformation [30], positioning performance anal-
ysis under the influence of Gaussian white noise [31], distance
estimation based on Kalman filter aided Dual geometric vision
[32], and Kalman filter aided geometric positioning [33] are
proposed. However, the communication performance between
the vehicle and the LED source based on VLC is not inves-
tigated for most of them. Only spatial 2-phase shift keying
(S2-PSK) modulation and on-off keying (OOK) modulation
are used to achieve vehicle communication and positioning
simultaneously, and the transmission distance is limited [27],
[28]. In addition, the performance of IS-based VLP technology
is limited by the transmission distance. As shown in Fig. 1, as
the transmission distance between the vehicle and the dimmable
LED traffic lights increases, the area of the light source cap-
tured by the IS becomes smaller, high-frequency components
are lost, and the spatial separation of the LEDs decreases.
Thus, the communication and positioning performance is
degraded.

In the paper, a neural network-assisted IS-based vehicle posi-
tioning scheme is proposed and demonstrated. For the proposed
scheme, at the transmitter, a novel coding method is proposed
to support both short-distance and long-distance transmission
between the vehicle and the infrastructure. Meanwhile, it can in-
crease the data rate and meet the dimming requirements of LED
road infrastructure by adjusting the LED lighting power based
on the ambient light intensity. At the receiver, a convolutional
neural network (CNN) based decoder is used and an artificial
neural network (ANN) is adopted to realize vehicle positioning.
In addition, by using the proposed scheme, the performance
of bit error rate (BER) and the average positioning error are
investigated.

Fig. 2. The proposed deep learning-assisted VLP scheme.

II. PRINCIPLE

The architecture of the proposed neural network-assisted IS-
based VLP scheme is shown in Fig. 2. Firstly, for the vehicle, as
it is far from and near the LED traffic light, the received location
data of the LED is different. In this way, at the transmitter,
the location data of the LED traffic light is mapped into two
different data. One is long-distance data that each bit of it is
transmitted by multiple LEDs on the LED matrix in a time slot.
And it has strong spatial separability to support long-distance
transmission. The other is short-distance data that each bit of it
is sent by a single LED on the LED matrix in a time slot. And
it has weak spatial separability to support only short-distance
transmission. Meanwhile, long-distance data and short-distance
data are respectively encoded by Manchester and dimmable
spatial eight-phase shift keying (DS8-PSK) to realize the dim-
ming control of the LED traffic light. Secondly, the two data are
hierarchical coded for long- and short-distance transmission si-
multaneously. Thirdly, the hierarchical coded data is modulated
with pulse width modulation (PWM) and transmitted by the LED
light. After transmission over free space, it is received by the IS
installed on the vehicle. The received signal is decoded by CNN
to get the layered data, and then the position information of the
LED street light is obtained by the decoding of DS8-PSK and
Manchester. Finally, the position of the vehicle is output through
an ANN.

A. Transmitter

At the transmitter, an 8 × 8 LED matrix is used. To realize the
dimming of the LEDs for short-distance transmission, the short-
distance data is encoded by DS8-PSK [34]. The DS8-PSK signal
consists of a LED reference group and LED data groups. For the
8 × 8 LED matrix, one 2 × 4 LED matrix is the reference group,
and seven 2 × 4 LED matrix are the data groups. In the paper,
the phase value of the LED reference group is set as 0.

Fig. 3 shows the DS8-PSK signal of an LED data group with
8 LEDs such as LED #1 …LED #8 under the dimming level of
7/8. Every three bits in the short-distance data is regarded as
a cluster, and then mapped to a phase shift value according to
Table I. Subsequently, the three bits of the cluster are modulated
to an LED data group, and it is based on the difference between
the phase shift value and the phase value of the LED reference
group, as shown in Table II. In Table II, it shows the mapping
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Fig. 3. DS8-PSK signal of an LED data group.

TABLE I
BIT CLUSTER MAPPING TO PHASE [34]

Fig. 4. Hierarchical coding scheme.

relationship under different dimming levels. And there are 7
dimming levels to control the power intensity of the LED matrix.
The dimming level dl is defined as the ratio of the number of
LEDs with the state of ‘1’ to the total number of LEDs in a group
of 8 LEDs.

After the short-distance data is coded by DS8-PSK and the
long-distance data is Manchester coded, hierarchical coding
is used to realize long- and short-distance transmission si-
multaneously. The hierarchical coding scheme [35] is shown
in Fig. 4.

The 8 × 8 LED matrix is divided into different sub-areas
to transmit data for long- and short-distance transmission

Fig. 5. Hierarchical coded signal of an LED data group.

respectively. The red represents the long-distance data area An

(n = 1, 2 …, 8), and it is the Manchester coded data for long-
distance transmission. The yellow represents the short-distance
data area Bm (m = 1, 2 …, 64), and it is the DS8-PSK coded
data for short-distance transmission. In the paper, for 8 × 8 LED
matrix, there are 8 data areas for long-distance, and 64 data areas
for short-distance. In addition, each long-distance data area of
An is composed of 2 × 4 LEDs, and it transmits one bit of the
Manchester coded data at a time slot. Each short-distance data
area of Bm is composed of one LED, and it transmits one bit of
DS8-PSK coded data at a time slot. For a LED ledi (i = 1, 2 …,
64), the data for long-distance and short-distance transmission
at time slot of t are P ledi

An
(t) andQledi

Bm
(t), respectively. Then the

output signal Sledi of ledi is obtained by combining P ledi

An
(t)

andQledi

Bm
(t), and it is given by:

Sledi
(t) = P ledi

An
(t) +Qledi

Bm
(t) (1)

Fig. 5 shows the hierarchical coded signal that overlaps the
DS8-PSK coded short-distance data and the Manchester coded
long-distance data with 8 LEDs as LED #1 …LED #8. For the
Manchester coded data and DS8-PSK coded data, it has two
values of ‘0’ and ‘1’. After combining with them, it is obtained
as {(0, 0), (0, 1), (1, 0), (1, 1)}. Then it is mapped to four different
states as s1, s2, s3 and s4 of the LED, respectively. And it is
corresponding to four different gray levels, as shown in Fig. 4.
The four gray levels of the LED can be achieved by changing
the pulse width by PWM modulation. The transmission power
Pt of the LED matrix is expressed as:

Pt =
Num

2
× [dl × (Ps2 + Ps4) + (1− dl)× (Ps1 + Ps3)]

(2)
where Num is the number of LEDs, dl is the dimming level, Ps1,
Ps2, Ps3 and Ps4 are the power of the four states of the LED,
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TABLE II
LED DATA GROUP STATE UNDER DIFFERENT DIMMING LEVEL[34]

Fig. 6. CNN architecture for LED state classification.

respectively, and it is determined by the power of the LED and
the pulse width of the PWM.

B. Receiver

At the receiver, after free space transmission, the captured
signal by the IS is presented in the form of an image. After
image morphology operation and contour detection, an image
with complete LED matrix is obtained. Then it is divided into 64
sub-LED areas, of which 64 LEDs have 4 different states. Sub-
sequently, a four-layer CNN architecture is adopted, as shown
in Fig. 6. It includes an input layer, three hidden layers, and an
output layer. The data of the input layer is the LED sub-images
captured by the camera at different distances, the input size is
10 × 10, and the number of color channels is 3. Both the first
and second hidden layers include a convolutional layer, a batch
normalization layer, a ReLu activation layer, and a maximum
pooling layer. The third hidden layer contains a convolutional
layer, a batch normalization layer, a ReLu activation layer, and
a fully connected layer. For the three convolutional layers, the
size of filters is 3 × 3. And the number of filters is 8, 16 and
32, respectively. There are 4 nodes in the output of the fully
connected layer, and it is corresponding to the 4 states of the
LED. Finally, the classification result of each LED is output
through a softmax layer.

After the CNN training is completed, the state of each LED
can be obtained, and then hierarchical decoding, Manchester
decoding, and DS8-PSK decoding are performed. Finally, the
data for long-distance and short-distance transmission is recov-
ered. In the hierarchical decoding, firstly, the state of the LED
is demapped, and the DS8-PSK coded short-distance data and
Manchester coded long-distance data are obtained respectively.
In the paper, since there is one LED in the short-distance data
area Bm, and it transmits one DS8-PSK coded data bit, thus, the

Fig. 7. ANN architecture for vehicle position prediction.

data can be easily obtained. For the long-distance data area An,
there are 2 × 4 LEDs, and it transmits one Manchester coded
data bit. Thus, the data P̃An

is recovered by judging the average

value P̄ ledi

An
(i = 1, 2 …, 8, n = 1, 2 …, 8) of the data in a group

of 2 × 4 LEDs, and it is given by:

P̃An
=

{
1, ifP̄ ledi

An
≥ 0.5

0, else
(3)

In the traditional positioning algorithms, it is based on the
mapping of 3D coordinates to 2D coordinates according to
the visual imaging principle of IS, and large number of LED
reference points are required. Thus, its computational cost is
high. In addition, it is difficult to achieve 3D coordinate po-
sitioning based on similar triangle positioning algorithms. To
realize the positioning of the vehicle effectively, in the paper,
after obtaining the location data of the two LED matrixes, a
three-layer ANN architecture is utilized to predict the position
of the vehicle. It is shown in Fig. 7. It consists of an input layer,
two hidden layers and an output layer. There are 10 nodes in
the input layer, in which are the location data of the two LED
matrixes (XLED1, YLED1, ZLED1), (XLED2, YLED2, ZLED2) and
the location coordinates of the two LED matrixes in the image
(XIMG1, YIMG1), (XIMG2, YIMG2) is calculated by LED contour
and centroid extraction. Moreover, the number of neurons in
the two hidden layers is 10, the activation function is Tanh, and
there are 3 nodes in the output layer, in which are the world
coordinates of the vehicle (Xv, Yv, Zv).
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Fig. 8. The experimental setup.

TABLE III
THE KEY EXPERIMENTAL PARAMETERS

III. EXPERIMENTAL SETUP AND RESULT DISCUSSIONS

The experimental setup is shown in Fig. 8. Firstly, according to
the geographic distribution of long-distance data area and short-
distance data area on the LED matrix in Fig. 4, the LED location
data is mapped into long-distance data (LDD) and short-distance
data (SDD). Then hierarchical coding based on LDD and SDD
is performed, and it is sent through an 8 × 8 LED matrix by
PWM. After transmission over free space, the modulated signal
is received by the smartphone camera. Subsequently, the LED
location data is recovered through the decoder in the PC. In the
paper, the LED matrix is used as Keyes2388ARGB, and the size
is 6 cm × 6 cm. The number of LEDs is 8 × 8, the diameter of
a single LED is 5 mm, and the distance between the LEDs is 3
mm. The IS is used as Sony IMX519, the resolution is 1280 ×
720, the frame rate is 30 fps, the ISO is 100, and the shutter speed
is 1/120. The experimental parameters are shown in Table III.

To investigate bit error rate (BER) performance of the pro-
posed IS-based VLP scheme, the BER is measured at different
distances between the IS and the LED matrix. Fig. 9 shows
the BER performance of the proposed IS-based VLP scheme at
different distances under three dimming levels of 1/8, 4/8 and
7/8, respectively. In Fig. 9, the BER of the LDD and SDD using
the proposed CNN-based decoding scheme, the K-means-based
decoding scheme, and the conventional decoding (CD) scheme
[35] are given, respectively. For SDD at the distance of 0.5m, as
the dimming level is 1/8, 4/8 and 7/8, the BER of the proposed
CNN-based decoding scheme is 4.7 × 10−3, 4.2 × 10−3 and 8.1
× 10−4, and the BER of K-means-based decoding scheme is 2.8

× 10−1, 4.9 × 10−1, and 5.3 × 10−1, respectively. Based on CD
scheme, the BER is 5.8 × 10−1, 3.9 × 10−1, and 5.3 × 10−1,
respectively. It shows that the BER performance of the proposed
CNN-based decoding scheme under the three dimming levels is
better than that of the K-means-based and CD schemes. The
reason is that the LED matrix is small-sized in the experiment,
and each LED transmits one SSD bit, thus, the number of pixels
between each LED in the captured image is very small, and it
makes each LED susceptible to the influence of nearby LED
light sources or noise. Based on K-means and CD schemes, the
fidelity requirements of the LED are high, and it affects the
BER performance. In addition, by using CNN, it can learn the
characteristics of each LED effectively. As the data trains set is
enough, it is robust to the distorted LED images. Therefore, it
can achieve better BER performance.

For LDD, the BER performance is affected by two factors as
communication distance and SDD interference. As the distance
between the IS and the LED matrix is 0.5 m and 1 m under
the dimming level of 4/8, the spatial separability of the received
signal is strong, and the high-frequency component is enough,
thus, the BER of 1.25 × 10−4 can be achieved using CNN-based
and CD schemes. As the distance between the IS and the LED
matrix is 1.5 m, and the SDD component is distorted, the BER
performance of LDD drops sharply. When the distance between
the IS and the LED matrix is 2 m, the SDD component is almost
lost. As the bit of LDD occupies more pixels on the image,
the BER performance of LDD increases as 1.25 × 10−4. In
Fig. 9, when the dimming levels are 1/8, 4/8, and 7/8, and the
distance between the IS and the LED matrix is 1.5 m, for the
proposed CNN-based decoding scheme, the BER is 1.8 × 10−2,
2.5× 10−4, and 8.8× 10−4, respectively. For the K-means-based
decoding scheme, the BER is 1.3×10−1, 1.2 × 10−1, and 1.2
× 10−1. And for the CD scheme, the BER is 1.25 × 10−4,
7.9 × 10−3, and 4 × 10−2, respectively. Therefore, for LDD
using the CNN-based decoding scheme, the BER performance
is generally better than that with the K-means-based and CD
schemes.

Moreover, from Fig. 9, it can be seen that under different
dimming levels and distances, the BER of the LDD using the
three decoding schemes is better than the BER of the SDD.
This is because each LED transmits one bit of short-distance
data, and a group of 8 LEDs together transmit a long-distance
data bit. Long-distance data has better spatial high-frequency
characteristics, and it is more robust to interference from noise
or adjacent LEDs.

Fig. 10 shows the vehicle positioning errors in the three direc-
tions of X, Y, and Z axes by using the proposed IS-based VLP
scheme with ANN through simulation. The mean positioning
error is defined as follows:⎡

⎣XMean positioning error

YMean positioning error

ZMean positioning error

⎤
⎦

=
1

N
×

N∑
i=1

⎛
⎝
⎡
⎣abs(Xi

ture −Xi
pred)

abs(Y i
ture − Y i

pred)

abs(Zi
ture − Zi

pred)

⎤
⎦
⎞
⎠ (4)
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Fig. 9. BER performance at different distances. (a) 1/8 dimming level. (b) 4/8 dimming level. (c) 7/8 dimming level.

Fig. 10. Vehicle positioning errors using ANN. (a) X axis, (b) Y axis, (c) Z axis.

For i-th sample, the positioning error is defined as the absolute
value difference between the location coordinates predicted by
ANN and the real location coordinates, and the mean positioning
error is defined as the sum of positioning error of all samples
divided by the number of samples N. In the simulation, the Z-axis
direction is parallel to the vehicle’s forward direction, the Y-axis
is perpendicular to the road plane, and the X-axis is perpendicular
to the vehicle’s forward direction. The two LED matrixes are 6
m apart, and their height from the road surface is 5 m. For the
image sensor, it has no tilt or rotation during the movement. The
coordinates of the two LED matrixes in the image are obtained
according to the principle of geometric imaging. From Fig. 10,
it can be seen that for 1000 samples, the average positioning
errors of the X axis, Y axis and Z axis are 2.9 mm, 0.7 mm,
and 19.6 mm, respectively. And the unbiased estimated standard
deviation of the X axis, Y axis and Z axis are 2.2 mm, 0.8 mm,
and 16.6 mm, respectively. The total average positioning error is
19.8 mm.

Fig. 11 shows the cumulative distribution function (CDF) of
the positioning errors for X, Y, and Z axis. It can be seen that the
maximum positioning errors of X, Y, and Z axis are 11.2 mm, 9.6
mm, and 108.8 mm, respectively. The reason for the large Z-axis
positioning error is that only the use of coordinate information
of two LED arrays and one image sensor cannot obtain depth
information which is the value of the Z-axis in this simulation.
By using ANN, it can only learn part of the characteristics of this
nonlinear mapping through training process. Therefore, relative

Fig. 11. CDF of positioning errors.

to the X and Y axes, the Z axis coordinate output by ANN has a
larger positioning error.

IV. CONCLUSION

In the paper, the neural network-assisted vehicle positioning
scheme based on dimmable LED traffic lights and IS was pro-
posed and demonstrated. Due to the performance of the com-
munication and positioning using VLC based on IS deteriorated
rapidly in the long-distance transmission, at the transmitter, the
hierarchical encoding method was proposed to support long- and



HE AND ZHOU: DEEP LEARNING-ASSISTED VISIBLE LIGHT POSITIONING SCHEME FOR VEHICLES WITH IMAGE SENSOR 7340207

short-distance data transmission at the same time. In addition,
it could also support the dimming of smart LED traffic lights.
At the receiver, a CNN was used to classify the state of each
LED to decode the received signal, and an ANN was used to
predict the position of the vehicle. The results showed that as the
transmission distance was 2 m, the BER performance using the
proposed scheme was 1.25 × 10−4. And the average positioning
error was 19.8 mm at the maximum simulated distance of 30 m.
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