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Optimization of a Photonic Crystal Nanocavity Using
Covariance Matrix Adaptation Evolution Strategy
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Abstract—H0-type photonic crystal nanocavities hold high qual-
ity factors Q and quite small cavity mode volumes. This study finds
their ultrahigh Q structures, which allow stable operation as a
nanolaser even with fabrication-induced disordering. Previously,
we generated a neural network model for predicting Qs, searched
for a high-Q structure and its slotted version, and found those
showing Q = 1,140,000 and 91,600, respectively. These values were
an order of magnitude higher than those obtained by manual opti-
mizations. However, further improvement above these values was
saturated because of the insufficient accuracy of the neural network
model at the high Q regime. Instead of applying the model, we
repeated directly calculating Qs, implementing a covariance matrix
adaptation evolution strategy algorithm to search structures in this
study. Consequently, Q values were increased up to 14,500,000
and 741,000 while consuming shorter calculation time. We also
confirmed that these structures significantly improve robustness
against structural disordering.

Index Terms—Photonic crystal, nanolaaser, evolutionary
calculation, machine learning.

I. INTRODUCTION

HA0-TYPE photonic crystal nanocavities consist of slight
shifts of some holes in a triangular lattice hole array

in a semiconductor slab, as shown in Fig. 1. They have been
investigated for nanolaser operation, biochemical sensing, non-
linear enhancement, and cavity quantum electrodynamics [1]–
[7]. They simultaneously achieve a high quality factor Q and
a quite small mode volume V. The nanoslot version shown in
Fig. 1(a) and (b) particularly localizes the modal electric field
in the nanoslot and improve the sensitivity and stability as a
biochemical sensor in aqueous solution [5], [8], [9]. However,
the theoretical Q of 105 without the nanoslot is significantly
degraded to a value lower than 5000 with the nanoslot, and
this value can be further reduced by the structural disordering
in fabricated devices. GaInAsP semiconductors are often used
for photonic crystal nanolasers due to their small nonradiative
recombination, but their fine etching process is complicated and
usually induces some deformation in the holes of the photonic
crystal.

So far, computational optimizations have been applied to the
design of various photonic devices [10]–[13]. Recently, iterative
machine learning was applied to searching for better photonic
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Fig. 1. GaInAsP H0-type photonic crystal nanolaser. (a) Schematic of a device
with a nanoslot and (b) scanning electron micrograph of the fabricated device.
(c) Cavity model (without nanoslot as an example). Hole positions around the
H0 nanocavity were used for optimization. Arrows at red holes represent feature
hole shifts used for optimization.

crystal cavities [14]. In the machine learning process, a training
dataset listing randomly generated structural parameters and
corresponding Q values are collected using first-principle calcu-
lation such as finite-difference time-domain (FDTD) simulation,
and based on the dataset, a neural network (NN) model is
produced as an approximate function that predicts Qs much
faster than the direct calculation. Then, the structural parameters
are optimized by some algorithm, where Q values are predicted
by the NN model and used for the optimization. Previously
we applied this process to the small shifts of holes in the
H0 nanocavities [15] and obtained Q = 1140000 and 91600
without and with the nanoslot, respectively. The laser operation
does not necessarily require an ultrahigh Q over 105 because
other parasitic losses of active semiconductors become dominant
at such high-Q regime. However, theoretical higher Q is still
desired to maintain a sufficient value even with the disordering,
as mentioned above.

Because of this reason, we have continued searching for
higher Q structures with the NN model after the previous study,
but this attempt has failed consecutively. Although the NN model
predicted exceptionally high values, their correct values directly
calculated by FDTD were often much lower than predicted. This
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Fig. 2. Optimization of the Q value of an H0 nanocavity without a nanoslot.
(a) Comparison between two optimization methods in terms of improving Q
value with calculation time. Here time for collecting dataset is included for
machine learning. (b) Distribution of 3000 data of calculated Qs after 20 times
optimization process of machine learning. Blue shows the initial dataset, and
other colors show those added in repeating the process. (c) Q correspondence
between NN model prediction and FDTD calculation after the optimization
process.

means that the prediction accuracy of the NN model was not
sufficient at the high-Q regime due to the lack of training data.
In general, it is much easier to collect low-Q data than high-Q
data when relying on the random generation of parameters.
This situation only guarantees accuracy within the range of
existing data, and the predictions outside this range are based
on extrapolation, which is hard for any NN models to maintain
accuracy. To improve this situation, further adding training data
and tuning hyperparameters of the NN model on each iteration
might be effective. However, these processes require a manual
workload and decreases the benefit of automatic learning and
optimization. Besides this problem in the NN model, our previ-
ous study also had a vulnerability in the optimization algorithm;
it simply searched for a better structure at each iteration based
on the gradient of the prior results without implementing any
stochastic or mutative randomness, which can easily be trapped
to local minima.

In this study, we considered to stop using the NN model
to exclude the inaccuracy problem and focused more on the
optimization algorithm. We employed covariance matrix adap-
tation evolution strategy (CMA-ES) [16]–[18], a cutting-edge
optimization method that uses stochastic random search in
the nonlinear continuous parameter domain. In each iteration,
CMA-ES generates the next parameters much more efficiently
from previous ones based on search pass vectors represented
by a covariance matrix C and standard deviation σ. The major
hyperparameters are only the center and size of the distribution
in the first generation and the amount of population generated

Fig. 3. Optimization process of CMA-ES without NN model, which PCA
visualizes. All calculated Qs are plotted during optimization based on two
principal components PC1 and PC2. Dotted circles represent the covariance
matrix C for every three iterations. The scale of C is depicted five times larger
than the actual size to emphasize the shape.

Fig. 4. Optimization results using direct Q calculation using FDTD combined
with CMA-ES optimization for an H0 nanocavity without a nanoslot. (a) Hole
shifts. Arrows represent shift direction and amount (×10 magnification). (b)
Distribution of in-plane electric field intensity |E|2 at the slab center, which
FDTD calculated. Arrows represent the direction and amplitude of the E field. (c)
and (d) visualize leaky components before and after optimization, respectively.
The maximum intensity of (c) is at 0 dB.
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Fig. 5. Optimization results for an H0 nanoslot cavity with a nanoslot. (a)−(d)
are the same as those in Fig. 4.

or maintained in subsequent generations. After setting these
parameters, C and σ are automatically updated, and no manual
control is needed afterward.

In this paper, we compare the results using CMA-ES
with and without the NN model. For the former, we col-
lected the training data using FDTD, generated and updated
the NN model, and optimized the structure using CMA-
ES with the NN model. We evaluated the accuracy as well
as the calculation time of the whole process. For the lat-
ter, we optimized the structure using CMA-ES, repeating the
FDTD calculations. We will show that the latter can obtain
higher Qs with much higher accuracy and shorter calculation
time.

II. OPTIMIZATION WITH NN MODEL

H0 photonic crystal nanocavities with and without the
nanoslot were assumed to be formed into a GaInAsP slab with
a refractive index nslab of 3.4, a thickness tslab of 180 nm, and
an emitting wavelength of approximately 1550 nm, for which a
triangular lattice of perforated holes was designed with a lattice
constant a = 500 nm and a hole diameter 2r = 260 nm. Without
the nanoslot, shifts of four center holes to outside, s1 and s4

in Fig. 1(c) were initially set at 80 and 0 nm, respectively, and
the environmental refractive index nenv for air was 1.0. With
the nanoslot, s1 and s4 were initially set at 120 and 80 nm,
respectively, the nanoslot width w was 50 nm, and nenv was 1.321
for water. In the Q calculations, FDTD simulation was performed
with a full three-dimensional model using 20 standard personal
computers (Intel Core i7-8700K, Microsoft Windows 10 Pro)
and commercial software, Ansys/Lumerical FDTD Solutions, in
parallel. The Q value was determined from the temporal decay of
the modal electric field, which took 60–70 min in each computer
with an accuracy setting of 4 in the software.

The feature parameters of machine learning were the x and
y shifts of red-colored holes in Fig. 1(c); 30 holes were shifted
symmetrically against the cavity center. Eventually, 15 individ-
ual shifts were considered. We generated 1000 randomly shifted
structures from the initial range within ±30 nm with a 1 nm
resolution for the training dataset. In the training process, cal-
culated Qs were converted to log10(Q) to reduce the difference
in magnitude. These data were divided into training data (90%)
and test data (10%), and then, the former was inputted into a
fully connected sequential NN model generated by the Keras
module on Python [19]. Hyperparameters for NN were manually
configured as 4 hidden layers and 200 nodes in each layer, 256
batch sizes, and 100 epochs. After the training, the NN model
predicted Q with a determination coefficient of R2 = 0.98 for
the existing test data. Then, the structure was optimized using
the NN model and CMA-ES (CMA module contained within
distributed evolutionary algorithm modules in Python) [20]. In
each iteration, 20 structures were generated based on C and σ
(initially set at 1 nm), and the NN model predicted all of their Qs
within 170 ms. Then, C and σ were updated to cover the top 10
high-Q structures. After 300 iterations, the highest Q structure
was chosen as an optimized one. We repeated this optimization
100 times from the beginning to eventually obtain 100 optimized
candidates. Finally, we calculated their Qs using FDTD, added
them to the original dataset, and performed the training again to
update the NN model for next generation calculation with better
accuracy.

The blue line in Fig. 2(a) shows the improvement of Q after
repeating the above process 20 times. We finally obtained a
structure showing Q= 9720000, which is 8.8 times our previous
value [15], after all calculations of 6500 min. This high value
is considered to be attributed to the efficient optimization of the
CMA-ES. However, the maximum Q did not improve further
and began to fluctuate. A histogram of the dataset explains this
in Fig. 2(b), where different colors indicate different iterations.
High-Q data from 105–107 were gradually added by repeating
the process, but data above 107 were still nonexistent. This result
means that the NN model predicted Q > 107 via extrapolation,
which degrades the prediction accuracy significantly. Fig. 2(c)
shows the correspondence between predicted and calculated Qs.
The prediction was first accurate and then inaccurate below and
above 105, respectively, and gradually improved by repeating
the process. However, an invisible wall appeared to be present
at 107, making improvement beyond this wall difficult. A similar
wall was observed in the optimization of an H0 nanocavity with
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Fig. 6. Evaluation of hole diameter and position from a scanning electron
micrograph. (a) Micrograph used to measure fluctuations. (b) (c) Measured
fluctuation of hole position and diameter, respectively. Dotted line shows normal
distributions of σ = 2 nm.

Fig. 7. Influence of structural disordering on the calculated Q factor for the
structure before and after optimization. (a) H0 nanocavity without a nanoslot
and (b) with a nanoslot. Bars, rectangles, and solid lines show maximum-to-
minimum ranges, standard deviation ranges, and average values.

the nanoslot, for which the highest Q reached 97500 but halted
advancement beyond it.

III. OPTIMIZATION WITHOUT NN MODEL

Skipping the 1000 data collection in machine learning, we
started from the Q calculations of 20 structures using FDTD and
updating C and σ for the top 10 high-Q structures. The red line
in Fig. 2(a) represents the improvement of Q using this method.
After 160 iterations consuming 9600 min, Q reached 14500000,
which is 14 times our previous value. Best and average values
between 20 structures fluctuated during the optimization, but
they eventually converged, which indicates that the structure
reached the global best.

Fig. 8. Influence of fluctuated nanoslot width on calculated Q factor.

Fig. 3 also visualizes the optimization process using principal
component analysis (PCA). To visualize the adaptation of C and
σ for 15 hole shifts, we repeated their projection onto reduced
principal axes 13 times until two axes remained using the scikit-
learn module on Python [21]. The two axes were labeled as
principal components 1 and 2 in the figure, and their explained
variance ratio (showing how effective two axes explain the whole
components) was calculated to be 64%. The values of these axes
do not directly correspond to the shifts, but high- and low-Q areas
can be distinguished intuitively. The center of the white circle
depicting C moved almost linearly, and its shape and size of C,
depicting σ, changed adaptively toward the high-Q regime.

Fig. 4 shows the hole shifts and modal characteristics of the
optimized H0 nanocavity without the nanoslot. In Fig. 4(a),
red-colored circles and arrows depict shifted holes and their
shift direction and amount, respectively. They seem to have
no noticeable tendency, but the modal electric field inside the
slab was proved to be confined strongly around the cavity, as
shown in Fig. 4(b). Leaky components of the mode, which do
not meet the total reflection condition of the slab, were visualized
by extracting the spatial Fourier components above the air light
line. As shown in Fig. 4(c) and (d), they were reduced after
the optimization. Even though the Q increases significantly,
the mode volume V was calculated to be 0.226(λ/n)3 after the
optimization, where n is the refractive index of the slab. It
is comparable to or even smaller than 0.257(λ/n)3 before the
optimization. This indicates that the increased Q is not attributed
to a larger V but the suppression of the modal leakage.

Using the same method, we also optimized the H0 nanocavity
with the nanoslot. After 200 iterations, Q drastically increased
from 4600 to 741000 and was saturated. Fig. 5 shows its hole
shifts and modal characteristics. The most significant shift was
71 nm, which is larger than 30 nm set as an upper limit in the op-
timization using the NN model. The modal electric field showed
strong confinement inside the nanoslot. Compared with those be-
fore the optimization, the leakage components were significantly
suppressed. Calculated V eventually decreased slightly from
0.411(λ/n)3 to 0.370(λ/n)3 after optimization. While the electric
field is strongly localized in the nanoslot, its tail widespread in
the semiconductor slab results in a slightly larger V than that
without the nanoslot.

The methods in Sections II and III have searched Q ≈ 107

structures, but the latter method achieved higher values within a



TAKAHASHI AND BABA: OPTIMIZATION OF A PHOTONIC CRYSTAL NANOCAVITY 8624505

shorter calculation time. One reason for this is the higher flexi-
bility and efficiency of the direct FDTD calculation. The search
range was limited in the data collection for machine learning, and
the calculation was repeated for randomly generated structures
to construct the NN model. However, the calculated Qs mostly
remained in the training data range and the prediction accuracy
is insufficient beyond this range, even after the repetition of the
optimization, adding data, and training. The direct calculation
method started optimizing the structure from early iterations
with guaranteed accuracy and flexibly extended or limited the
search range, avoiding early saturation.

IV. ROBUSTNESS

Fabricated devices usually have some disordering in their
structures, which affects the cavity Q [22], [23]. In our GaInAsP
cavities, the disordering mainly occurs as the deformation of
holes induced during the etching process, resulting in the fluc-
tuation of effective hole position and diameter. Fig. 6 shows a
device fabricated in the same way as described in Ref. [5]. For a
fabricated sample, we measured the position and diameter of 112
holes from the scanning electron micrograph. The red-colored
circle was automatically fit to the contour of each hole using
OpenCV Python module [24], and the effective diameter and
shift were evaluated from the area and center of the hole,
respectively. Their standard deviation was estimated to be 2
nm, as shown in Fig. 6(a) and (b). Therefore, robustness against
this value or larger fluctuations is expected for the optimized
structures.

Fig. 7 shows the degradation of the calculated Q when
fluctuations of σ = 0–5 nm were randomly introduced into the
hole position and diameter of the structures before and after the
optimization described in Section III. After the optimization,
both structures with and without the nanoslot stay above Q =
105 for σ = 2 nm, and 104 for σ = 5 nm, which are sufficient
for laser operation. For the nanocavity with the nanoslot, the
fluctuation in slot width w is also critical to degradation. Fig. 8
shows the calculated Q for these structures as a function of
w. Q changes with w more drastically than the hole position
and diameter particularly in the optimized structure. But still
fluctuations within ±15 nm is tolerated to ensure a Q over 104.

V. CONCLUSION

This paper described the CMA-ES optimization for H0 pho-
tonic crystal nanocavity structures toward a high Q, comparing
that with an NN model constructed by machine learning and
that using direct FDTD calculations. The machine learning
model fast predicted Q but with low accuracy, particularly at
the high-Q regime. Improving the process of the NN model
was rather time-consuming, and Q could not be higher than
107. By thoroughly calculating all structures using FDTD, the
latter method obtained Q over 107 faster. Finally, it reached
14500000 without the nanoslot and 741000 with the nanoslot
by extending search range flexibility. We also confirmed the
robustness of these structures for laser operation, which was
maintained even assuming structural disordering larger than
the experimental one. In this study, only 15 shifts of holes

were employed as feature parameters. However, owing to the
adaptation capability of CMA-ES, we will be able to further
improve Q and robustness by increasing the number of holes
and introducing new parameters such as hole diameter and slab
thickness.
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