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Distributed DRL-Based Downlink Power Allocation
for Hybrid RF/VLC Networks

Bekir Sait Ciftler , Abdulmalik Alwarafy , and Mohamed Abdallah

Abstract—Hybrid radio frequency (RF) and visible light commu-
nication (VLC) networks can provide high throughput and energy
efficiency with VLC access points (APs) while ensuring ubiquitous
coverage with RF APs. Due to dynamic channel conditions and lim-
ited resources, the hybrid RF/VLC networks’ resource allocation
problem is complex and challenging. Conventional resource alloca-
tion techniques fail to overcome these challenges. Heuristic methods
can solve high complexity problems; however, they are not robust
against changes such as dynamic channel conditions or alternating
user requirements. Heuristic methods require centralized control
for stability which adds communication overhead between APs.
Deep Reinforcement Learning (DRL) based solutions can solve
high complexity, dynamic channel conditions, and alternating user
requirements while not requiring centralized control. In this paper,
we formulate a distributed downlink power allocation problem to
optimize the transmit power for users to reach target data rates in
hybrid RF/VLC networks. Then, we propose a distributed DRL-
based algorithm Deep Deterministic Policy Gradient (DDPG), to
solve the formulated computationally-intensive problem. We im-
plement a simulation environment to benchmark the proposed
distributed DRL-based method against other methods such as
Q-Learning (QL) and Deep Q-Networks (DQN), and centralized
heuristic power allocation algorithms. Our simulation results show
that the distributed DDPG-based algorithm learns to adapt against
changes in the channel or user requirements, while centralized
Genetic Algorithm and Particle Swarm Optimization-based algo-
rithms fail to endure against these changes even with coordination
between APs. Additionally, we quantify the performance of the
DDPG-based algorithm to prevail amid DRL-based algorithms at
the expense of higher implementation complexity.

Index Terms—DRL, heuristic algorithms, hybrid RF/VLC
networks, resource allocation.

I. INTRODUCTION

THE spectrum scarcity problem is becoming more critical
for communication networks as the variety and the

quantity of devices increase rapidly. In recent years, Visible
Light Communication (VLC) gained prominence thanks to its
ubiquitous capacity to yield high data rates with utilization
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of energy-efficient light-emitting diodes (LEDs) [2] and solve
spectrum scarcity by exploiting visible spectrum [3]. However,
the VLC coverage is limited because it requires line-of-sight
between the transmitter and the receiver [4]. To overcome this
challenge, VLC is used in conjunction with Radio Frequency
(RF) technologies in hybrid RF/VLC networks to provide
ubiquitous connectivity. One of the challenges of hybrid
RF/VLC networks is the allocation of limited radio resources
while providing users’ Quality-of-Service (QoS) requirements
such as target data rate [5].

Conventional power allocation methods for hybrid RF/VLC
networks require perfect knowledge of the channel state in-
formation (CSI) and coordination between access points (APs)
and users. Additionally, limited resources and users with QoS
requirements make the power allocation problem nonconvex and
highly complex [6]. Thus, the solution becomes intractable with
the increasing number of users. There are heuristic optimization
techniques, which can solve these complex problems, such as
Genetic Algorithm (GA) [7] and Particle Swarm Optimization
(PSO) [8]. However, these techniques are not robust against
changes in the system such as dynamic channel conditions [9]
and alternating user requirements, and they require frequent
reiterations.

Reinforcement learning (RL) is a subarea of machine learning
(ML), where agents learn by experience. The agents take actions
based on the environment’s state to maximize cumulative reward
over time. These agents learn iteratively by trial and error using
reward as a feedback mechanism. RL can solve problems that
conventional or heuristic methods cannot solve due to limited
knowledge of the environment dynamics or high complexity of
the system [10], [11].

Q-Learning (QL) is a well-known RL algorithm widely used
in the optimization of wireless networks [12], [13]. However,
the QL’s discrete state and action spaces make it incapable of
solving the optimization problem for higher dimensions, i.e., a
large number of users, and obtain an optimal QL strategy. To
overcome this problem, a combination of Deep Learning (DL)
and RL, where DL is the RL agent’s main structure, is called
Deep Reinforcement Learning (DRL). DRL-based solutions can
be applied to problems with discrete and continuous state and
action spaces along with multivariable optimization problems.
The Deep Q-Networks (DQN) can interpret observations of the
environment with better performance with the help of neural
networks [14], [15]. DQN’s continuous state space allows it to
understand higher-dimension complex problems. However, its
discrete action space with a finite set of transmit power levels
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Fig. 1. Distributed Multiagent DRL-based power allocation for hybrid
RF/VLC networks.

hinders its ability to find the true optimal policy in the solution
space [16]. Recently, Deep Deterministic Policy Gradient
(DDPG) is being considered for solving highly complex
problems in wireless networks [17]–[19]. The DDPG has
continuous action space where agents can allocate the transmit
power with continuous variables. Thus it avoids the transmit
power quantization pitfall and can obtain true optimal policy.

In this paper, we design and implement a novel distributed
DDPG-based algorithm for the problem of power allocation
for hybrid RF/VLC networks to provide multiple users’ QoS
requirements regarding downlink data rates. We assume users
have multihoming capability, where they connect and receive
data from an RF AP and a VLC AP simultaneously, as shown in
Fig. 1. We implement three distributed RL-based algorithms,
QL, DQN, and DDPG, to solve the multiagent optimization
problem where each AP is an agent. There is no coordination
between APs regarding their actions, i.e., they do not com-
municate their power allocations. We have defined the reward
function and the penalty function for algorithms based on the
actual data rate and the target data rate of users based on their
QoS requirements. To our best knowledge, there is no paper
considering a distributed DDPG-based algorithm to solve power
allocation for hybrid RF/VLC networks that can cope with
a large number of users with mobility and dynamic channel
conditions. In [1], we had applied DQN-based algorithm to solve
power allocation optimization problem with two static users with
static QoS requirements. In this work, we extend our system
model with more than two users, and varying QoS requirements.
Additionally, the users have mobility with variable speeds. The
contributions of this work beyond the conference version [1] and
other literature are summarized as follows:
� We propose, design, and implement a distributed DDPG-

based algorithm, to solve the power allocation optimization
problem for a multiuser hybrid RF/VLC network with
limited radio resources and dynamic channel conditions.

� We design proper reward and penalty functions for faster
convergence and improved multiagent DDPG-based power
allocation stability.

� We investigate the proposed algorithm’s performance un-
der dynamic channel conditions and alternating QoS (i.e.,
target data rates) for users with mobility.

� We benchmark performance of our proposed distributed
DDPG-based algorithm amongst other distributed DRL

algorithms, QL and DQN and against centralized heuristic
methods, GA and PSO.

� We show that the DDPG-based algorithm has the best per-
formance in terms of QoS and convergence performance
compared to other DRL-based algorithms and heuristic
algorithms.

This paper is structured as follows. In Section II, a brief
overview of existing literature on resource allocation is provided,
including conventional methods and learning-based techniques.
We provide the system model for the hybrid RF/VLC network
in Section III. We formulate the power allocation problem in
IV Subsequently, we explain the DRL-based multiuser power
allocation algorithms and our proposed DDPG-based method
in Section V. Numerical results for the provided methodologies
are given in Section VI. We present our concluding remarks in
Section VII.

II. RELATED WORK

In this section, we provide a brief survey of resource allocation
for hybrid RF/VLC networks. Resource allocation has been one
of the critical aspects of these networks to mitigate interference,
increase throughput, lower latency, and provide a better QoS for
overall performance [20]. Below, we provide a summary of the
literature on various resource allocation techniques for hybrid
RF/VLC networks.

Conventional resource allocation mechanisms are based on
simple uniform allocation [21] or optimization techniques use
numerical methods [22]. The system is modeled in closed-form
equations in conventional techniques. These system models lead
to computationally intensive optimization problems resulting
in intractable solutions with a large number of users and their
QoS requirement constraints. The conventional techniques for
improving the performance of VLC networks are summarized
in [6].

In [22], the authors propose a joint load balancing and power
allocation problem to maximize the system capacity while keep-
ing the fairness between users. They proposed two methods to
solve this problem. The first approach assumes full CSI and
interference information and is highly complex, while the second
proposed algorithm assumes partial interference information
and reaches a suboptimal solution. Later, an iterative power
allocation algorithm by averaging the interference over links
provides faster convergence and better performance. In another
work, frequency reuse patterns and cell formation is studied
for hybrid RF/VLC networks in the context of load balancing
in [3]. The optimization problem is stated as a mixed-integer
nonlinear programming (MINLP) model. The problem model
is approximated to a discrete linear programming optimization
for simplification. The model grow into an intractable problem
as the number of users increases. In [23], the authors propose
integrating the existing RF network to a hybrid PLC/VLC
system to optimize power consumption while achieving the
required QoS. The problem is formulated as a transmission
power minimization of the hybrid system. It is solved as a convex
optimization problem, a function of transmit powers under QoS
requirements.
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Heuristic methods are proposed for handling complexity
when the optimization problem is nonconvex. In [7], the authors
propose GA to solve subcarrier and power allocation for VLC
systems. The problem is defined as a nonconvex system and
defined as a log utility function to improve user fairness. The
increase in the fairness and the throughput of users are signifi-
cant. The proposed algorithm has shown better performance than
round-robin, best channel quality information, and GA-based
methods. The authors propose a PSO-based unified resource
allocation and mobility management algorithm for indoor VLC
networks in [8]. They assume a centralized controller with the
knowledge of CSI and QoS requirements of users and AP status.

RL-based methods have recently gained attention due to the
promises of DRL algorithms in control mechanisms [24] such
as high complexity and adaptability to the dynamic environment
and alternating constraints. The authors in [25] present a compre-
hensive survey of the DRL-based approaches for radio resources
allocation and management in future heterogeneous wireless
networks. A QL-based power allocation algorithm for hybrid
RF/VLC systems is proposed in [26]. Multihoming users are
considered in hybrid RF/VLC networks, where RF channel has
more variations than VLC channels due to small-scale fading.
The simulation results confirm that their proposed methodology
supports up to two users while it cannot cope up with increasing
number of users. In [13], the authors propose a hybrid WiFi-VLC
system with RL implemented at WiFi AP for offloading users
from one AP to another. The numerical results show that the total
system throughput is increased significantly. Fairness between
users is also improved with the proposed algorithm compared
to the conventional method. In [14], the authors propose a
centralized DQN-based post-decision state experience replay
and transfer resource allocation scheme for hybrid RF/VLC
networks. In this work, the authors consider both a joint uplink
and downlink resource management problem. The experience
replay and transfer model allowed the system to converge ear-
lier and provide better performance by utilizing each others’
experiences. Another DQN-based resource allocation scheme is
proposed in [15] for hybrid RF/VLC networks. The numerical
results show that the sum rate is 10% higher for the proposed
DQN-based method, and the number of iterations is 54% less
compared to the conventional methods for convergence [15].
However, in both works [14], [15], the use of the DQN-based
causes to lose precision due to discrete action space and the
DQN-based algorithm is designed as a centralized controller,
which brings additional complexity and communication over-
head.

To our best knowledge, there is no other work proposing to
use the distributed DDPG-based power allocation algorithm for
hybrid RF/VLC networks. In our work, we propose a distributed
DDPG-based algorithm to utilize its continuous state and action
spaces, which shows superiority to the other DRL-based algo-
rithms and heuristic approaches such as GA and PSO.

III. SYSTEM MODEL

In the rest of the paper, we consider a hybrid RF/VLC network
with multiple users as shown in Fig. 1. The system model con-
sists of N mobile users with multihoming capability uniformly

distributed within the room, only one RF AP and four VLC
APs. The users are moving according to a random waypoint
model with a speed uniformly distributed between 0 and 1 (m/s).
A random destination is determined for each user, and once a
user reaches its destination, the user determines a new random
location as its destination.

The link channel gain between uth user and kth VLC AP at
iteration i can be represented as [1]:

G
(u,k)
V (i) =

(m+ 1)Apdλ cosm(θ
(u,k)
tx (i))

2π
((

x(u,k)(i)
)2

+ y2
)

×Hf (θ
(u,k)
rx (i))Hc(θ

(u,k)
rx (i)) cos(θ(u,k)rx (i)),

(1)

where x and y are the distances in the horizontal and the vertical
axes between the kth AP and the uth user device. The effective
detection area of PD is Apd, responsivity of the PD is λ. θtx
and θrx represents angle of irradiance and angle of incidence,
respectively [1]. The PDs of all users are oriented towards ceiling
(i.e. θ(u,k)tx = θ

(u,k)
rx ). The optical filter gain is Hf (θ

(u,k)
rx (i))

and the optical concentrator gain is Hc(θ
(u,k)
rx (i)). Additionally,

m = −1/ log2(cos(Ψ1/2)), where Ψ1/2 is the LED half-power
semi-angle. The optical filter gain assumed to be 1. The optical
concentrator gain is defined as:

Hc(θ
(u,k)
rx (i)) =

n2
c

sin2(Ψfov)
1
(
0 ≤ θ(u,k)rx (i) ≤ Ψfov

)
, (2)

where nc is the optical concentrator reflective index, Ψfov is the
PD half Field-of-View (FoV), 1(·) is binary indicator [1].

The VLC AP coverage is exclusive with the assumption
of orthogonal frequencies allocation for bandwidth. The total
bandwidth of each AP is equally allocated to each user within
its coverage range. The VLC AP determines transmit power for
each user at the beginning of each iteration i. The achievable rate
of the link between the user u and the VLC AP k in iteration i
is defined as [2], [27]:

C
(u,k)
V (i) =

WV

2
log2

⎛
⎜⎝1+

(
κmdP

(u,k)
V (i)G

(u,k)
V (i)

)2
WVσ2

V

⎞
⎟⎠ ,

(3)
where WV is the VLC link bandwidth, κ is the efficiency of
optical to electric conversion, md is the modulation depth. σ2

V

defined as the VLC link’s noise power spectral density (PSD).
P

(u,k)
V (i) is the transmit power of kth VLC AP for uth user in

iteration i[1].
The gain of the RF link in iteration i is defined as below:

G
(u)
R (i) = 10−L(d(u)(i))/10|h(u)

R (i)|2, (4)

where the small-scale fading is represented with hu
R(i) and

modeled as an exponential random variable with 2.46 dB mean.
The small-scale fading is randomly generated at every iteration
i, hence the channel changes every iteration. The path loss
component L(d(u)) is defined as in the below equation:

L(d(u)) = 47.9 + 10ν log10(d
(u)/d0) +X (dB), (5)
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where d(u) is the distance between the RF AP and the uth user,
ν is the path loss exponent, d0 is the reference distance, and X
is shadowing component defined as a Gaussian random variable
with zero mean and variance of 1.8 dB.

The achievable rate at the user u from the RF link in iteration
i is given as:

C
(u)
R (i) = WR log2

(
1 +

P
(u)
R (i)G

(u)
R (i)

WRσ2
R

)
, (6)

where the RF link bandwidth is WR, and Pu
R(i) is the transmit

power for the user u at RF AP in iteration i. The additive
white Gaussian noise (AWGN) for RF links is represented with
PSD value of σ2

R. The users can use the RF and VLC links
simultaneously thanks to their multihoming capability. The data
rate capacity for the user u at iteration i becomes the summation
of both link capacities:

C(u)(i) = C
(u)
R (i) + C

(u,k)
V (i), (7)

where the associated VLC AP is k at iteration i.

IV. PROBLEM FORMULATION

In this section, we formulate a distributed transmit power
allocation problem each for the given hybrid RF/VLC network
in Fig. 1 to minimize the difference between the target and
the actual data rate for all users. The optimization problem
for adjusting the transmit powers accordingly defined as in the
following:

max
{P (u)

R (i)},{P (u,k)
V (i)}

∞∑
t=1

N∑
u=1

−|C(u)(i)− T (u)| (8)

s.t.

N∑
u=1

P
(u)
R (i) ≤ Pmax

R , (9)

N∑
u=1

P
(u,k)
V (i) ≤ Pmax

V , ∀l, (10)

P
(u,k)
V ≥ 0, P

(u)
R ≥ 0, ∀u, l, (11)

|C(u)(i)− T (u)(i)| ≤ δ(u), ∀u, (12)

where T (u)(i) is the target data rate requirement of user u for
the iteration i, and δ(u) is defined as the acceptable data rate
difference for user u. In (9) and (10), the power allocation
is limited by total power available at each RF or VLC AP,
respectively. The transmit powers of APs cannot be below zero
as defined in (11). In (12), the acceptable difference between
the target data rate of the user and the total achievable rate for
the user u is given as the final constraint on the optimization
problem. In our simulations, we defined the δ(u) as the 5% of
the target data rate. The total achievable rate (C(u)(i)) should
be within proximity of 5% of the target data rate (T (u)(i)).

The proposed optimization problem (8) is nonconvex as a
large number of users with QoS requirements and limited re-
sources in the system. Conventional algorithms cannot solve
this optimization problem due to complexity [7], [8], [15]. As

we mentioned in Section II, there are some methods such as
GA [7] or PSO [8] which can handle complexity; however,
these methods are not robust against dynamic systems and
require frequent re-iteration for each change in the system. We
propose RL-based algorithms to learn the policy to solve the
optimization problem with better convergence performance and
faster adaptability. We benchmark the proposed method against
other algorithms proposed in [7], and PSO as in [8]. In the
following section, we explain details of the RL architecture used
for the solution.

V. RL-BASED MULTIAGENT POWER ALLOCATION

In this section, we propose a distributed DDPG-based power
allocation solution to control the transmit powers at each AP
to achieve the target data rate for each user. We compare our
results against other distributed RL-based algorithms (i.e., QL
and DQN [1]) and centralized heuristic methods (i.e., GA [7] and
PSO [8]). In DRL-based algorithms, separate agents do not com-
municate regarding their actions, but they gather the achieved
rate at the user for the previous iteration. Each agent (i.e., each
AP) has only the knowledge of the target and the estimated
total rate capacity of the users. The distributed DDPG-based
agents have continuous state-space to utilize the difference of
the estimated total capacity and the target data rate of users. The
difference of estimated total capacity and the target rate of the
user provides necessary state information to DDPG agents to
apply the policy.

The state space of DDPG agents is defined as follows:

st = [s
(1)
t , . . . , s

(u)
t , . . . , s

(N)
t ], (13)

where s
(u)
t consists the information for user u as follows:

s
(u)
t = [C(u)(i− 1), T (u)]T . (14)

The difference between the total capacity of the user and the
target data rate, hence the state-space of the DDPG agents is
affected by the channel uncertainty due to the noise on the VLC
and the RF channels, and the small-scale fading as in (4) and the
shadowing in (5). However, the distributed DDPG agents learn
to cope with the dynamic and uncertain channel conditions and
user mobility.

The action space is defined by a noisy policy function with
Ornstein-Uhlenbeck (OU) process as follows:

at = μ(st|θµ) + nt

= [a
(1)
t , . . . , a

(u)
t , . . . , a

(U)
t ] (15)

where the policy function of the agent is represented with μ,
and a

(u)
t is a scalar value representing the power allocation of

user u at that AP. θµ is the vector for the weights of neural
network, and n is the Ornstein-Uhlenbeck (OU) process-based
action noise. The continuous action space of the DDPG allows
it to be more precise in contrast to discrete action space of QL
and DQN [1]. The exploration vs. exploitation trade-off for the
agent is handled by the OU process. The OU process uses a
correlated normal distribution [28] for sampling the noise. Each
agent’s action (RF and VLC APs) is the vector of transmit power
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for each user in the system. If the user is not in the line-of-sight
for VLC AP, transmit power for that user is equal to zero. For
others, the output of the actor-network is used. All the users are
connected to RF AP, and its actor network’s output is used as its
action.

The objective of the problem defined in (8) is minimizing
every user’s target and actual data rate difference given limited
resources. The reward function based on optimization problem
defined in (8) as follows:

rt =

N∑
u=1

δ(u) − |C(u)(t)− T (u)| − �(u)(t), (16)

where �(u)(t) is the penalty for not satisfying the target data
rate for user u. This penalty function is an additional measure
to avoid leaving individual users unsatisfied while achieving a
positive reward. The penalty function is defined as follows:

�(u)(t) =

{
0, if C(u)(t) ≥ T (u) − δ(u)

Γ, if C(u)(t) < T (u) − δ(u)
, (17)

where Γ is the constant value of penalty for agents.
We explain the multiagent DDPG-based power allocation in

Algorithm 1. We initialize the empty replay buffer D of each
agent in step 1. The capacity of each buffer is M state-action-
reward-next state transactions. The actor and critic network
weights are initialized in step 2 and 3. The target networks of
actor and critic networks are initialized with the same weights
in step 4 and 5. From step 6 to 25, represents each iteration (i.e.,
iteration i). In each iteration, we observe the state s for agents,
select an action (i.e., transmit power values) with exploration
noise based on the OU process in steps 8 and 10. The agents
(i.e., APs) determine their actions and they are executed simul-
taneously. The shared reward rt defined in (16) is received at
every AP. The new state for the environment st+1 is observed
and the transactions are stored in replay memories of every AP in
steps 11 and 12. The sampled random mini-batch of transitions
at each agent are used in the Bellman equation. The targets for
actors and critic networks’ are determined in steps 15 and 21. The
weights of the critic network are adjusted by minimizing the loss
using targets in steps 16 and 22. The weights of the actor network
are updated with the policy gradient samples in steps 17 and 23.
Each agent’s target networks are updated according to the update
rate (τ ) for stability in steps 18 and 24. This iteration is repeated
until convergence is reached. In our simulations, we defined
convergence as having a constant positive reward for at least
100 consecutive iterations as an early stopping mechanism [29].

A. Complexity Discussion

In this subsection, we discuss the complexity of the proposed
algorithms. The Q-table of each agent consists of 3N rows
representing environment state considering the table structure
[1] and |P|N (i.e., 31N in our simulations) columns repre-
senting agent actions. The number of entries in the Q-Table is
3N × |P|N , which shows that the system grows exponentially
with an increasing number of users.

Algorithm 1: DDPG-Based Power Allocation.
1: Initialization: Set t = 0 and initialize replay buffers of VLC

AP agents D(k)
V and RF AP agent DR, with capacity M.

2: Randomly initialize the weights of actor networks θμk and
critic networks θQk for VLC APs.

3: Randomly initialize the weights of actor network θμR and
critic network θQR for RF AP.

4: Initialize VLC target networks: θμ
′

k ← θμk and θQ
′

k ← θQk .

5: Initialize RF target networks: θμ
′

R ← θμR and θQ
′

R ← θQR .
6: for t = 1 to∞ do
7: for k = 1 to K do
8: Observe state s

(k)
t (data rates of users) and determine

an action (transmit power) for VLC AP k

a
(k)
t = μ(s

(k)
t |θμ) + n

(k)
t

9: end for
10: Observe state st and determine an action with exploration

noise for RF AP aRF
t = μ(sRF

t |θμR) + nRF
t

11: Execute all actions a(k)
t at all VLC APs and aRF

t at RF
AP.

12: Receive the reward rt, and observe next state st+1, store
transition (st,a

(k)
t , rt, st+1) in D

(k)
V for VLC APs and

(st,a
RF
t , rt, st+1) in DR for RF AP.

13: for k = 1 to K do
14: Randomly sample mini-batch transitions from D(k)

V :

Bl = {(si,a(k)
i , ri, si+1)}.

15: Compute the targets for actor and critic networks:
Q̃k(si,a

(k)
i |θQk ) = ri + γQk(si+1, μ(si|θμ′k )|θQ′k )

16: Update the θQk in critic network by minimizing the loss:
L =

1

|B(k) |
∑|B(k) |

i=1 (Q̃k(si,a
(k)
i |θQ

′
k )−Qk(si,a

(k)
i |θQk ))2

17: Update the θμ in actor network according to the
sampled policy gradient:
∇θμJ ≈

1

|B(k) |
∑|B(k) |

i=1 ∇aQk(s
(k)
i ,a

(k)
i |θQk )∇θμμ(s

(k)
i |θμk )

18: Update the VLC target networks:
θQ

′
k ← τθQk + (1− τ)θQ

′
k

θμ
′

k ← τθμk + (1− τ)θμ
′

k

19: end for
20: Randomly sample mini-batch transitions from DR:

BRF = {(si,aRF
i , ri, si+1)}.

21: Compute the targets:
Q̃R(si,a

RF
i |θQR ) = ri + γQR(si+1, μ(si|θμ′R )|θQ′R )

22: Update the θQR in critic network by minimizing the loss:
L =

1
|BRF |

∑|BRF |
i=1 (Q̃R(si,a

RF
i |θQ

′
R )−QR(si,a

RF
i |θQR ))2

23: Update the θμR in actor network according to the sampled
policy gradient:
∇θμJ ≈

1
|BRF |

∑|BRF |
i=1 ∇aQR(si,a

RF
i |θQR )∇θμμ(si|θμR)

24: Update the RF target networks:
θQ

′
R ← τθQR + (1− τ)θQ

′
R

θμ
′

R ← τθμR + (1− τ)θμ
′

R

25: end for

The neural network structure of DQN agents includes a single
neural network with 2 hidden layers and 2N hidden nodes in
each layer. The input of the DQN is the state of the environment,
and its size is 2N . However, |P|N distinct possible agent actions,
where N is the number of users. There are 31N possible action
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TABLE I
SIMULATION PARAMETERS

combinations in our simulations [1]. The DQN agent uses soft-
max to select the best possible action as the output of its neural
network. Although the agents are improved in understanding
the state of the environment with its continuous form, the action
space limits scalability due to exponentially increasing possible
discrete action combinations with an increasing number of users.

There are 4 neural networks at each DDPG agent (i.e., APs),
including actor and critic networks and target networks for
increased stability. Each actor and critic network consist of 2
hidden layers, with 2N hidden nodes in each layer. The input
of actor networks is size 2N , and the output is size N (i.e., a
transmit power value for each user). The DDPG-based algorithm
allows having larger number of users to a more significant extent
with linearly increasing complexity. Although the implementa-
tion of DDPG is more complex compared to QL and DQN, its
convergence performance is better as the number of users (N )
increases in the system since its network size grows linearly
while QL and DQN size grow exponentially.

B. Simulation Parameters and Stability Discussion

The multiagent scheme caused stability problems from time
to time. However, with hyperparameter optimization of DRL-
based algorithms, these issues were resolved for all of the algo-
rithms. The parameters for the simulation are provided in Table I.
The DDPG-based algorithm is the most sensitive algorithm
concerning parameters. However, setting a lower learning rate
and update rate and use of target networks increased the stability
of DDPG significantly. The initialization of each algorithm
plays a significant role as well. The QL-based algorithm uses
Q-table values, while DQN and DDPG are the approximations
of Q-function, all of them depend on initial Q-values of actions.
In QL-based and DQN-based algorithms, higher values in the
initialization increase the exploration, while it causes DDPG to
show asymptotic behavior. We initialize DDPG neural networks
with small weights, uniformly distributed between −3× 10−4

to 3× 10−4 to avoid asymptotic behavior.

TABLE II
MEDIAN CONVERGENCE (ITERATIONS) OF ALGORITHMS WITH ALTERNATING

TARGET DATA RATE FOR USERS WITH NO INITIAL TRAINING

∗Converged less than 50% of the time.

TABLE III
MEDIAN CONVERGENCE (ITERATIONS) OF ALGORITHMS AFTER TRAINING

WITH ALTERNATING TARGET DATA RATE FOR USERS

* Converged less than 50% of the time. ** GA and PSO do not
have memory; their performance is equal to before training.

Additionally, we have realized that using a proper reward
function for RL-based algorithms is one of the dominant forces
for success. In our reward function, which is defined in (16),
the use of the target band plays a critical role in the stability of
QL and DQN algorithms, whereas it does not affect DDPG that
significantly. The QL-based and DQN-based algorithms try to
find a single solution that works for all users at once due to their
discrete action space, while the DDPG-based algorithm finds a
feasible solution and converges through improving the actions
for each user one-by-one.

VI. NUMERICAL RESULTS

In this section, we present our numerical results for bench-
marking multiagent RL-based power allocation schemes. We
consider a square room with 12 m width. The Cartesian system
origin (0,0) is defined as the center of the room. The RF AP
is located at the origin. There are four VLC APs in the room
positioned at (−3,−3), (−3, 3), (3,−3) and (3,3). All APs has
the height of 3 meters. The system parameters for the simulations
are provided in Table I. We have simulated the given system in
100 Monte Carlo experiments for each setting in Table II and
Table III.

We benchmark QL, DQN, and DDPG-based multiagent
power allocation algorithms and GA-based and PSO-based
power allocation techniques for the number of users N = 2 to
N = 15 using our simulation results before and after the train-
ing phase for learning. We consider convergence performance
as the primary performance metric in our numerical results.
Additionally, as another performance metric, the convergence
rate is defined as the ratio of the cases system converges to
a stable situation. Finally, we provide the average normalized
distance of actual rates of users to the target data rate as our final
performance metric. The performance of the proposed algorithm
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Fig. 2. A sample instance for Distributed DQN-based algorithm serving 3
users with no initial training.

Fig. 3. A sample instance for Distributed DDPG-based algorithm serving 3
users with no initial training.

and other techniques are compared before and after training.
The performance with no initial training proves the adaptability
speed of the DDPG-based algorithm. The performance after
training shows its robustness, while other techniques do not hold
such adaptability and robustness.

A. Performance Evaluation Before Training

As an example, we set the number of users to N = 3, and
we present the performance of DQN and DDPG-based power
allocation algorithms in a sample training instance in Fig. 2 and
Fig. 3, respectively. The target data rates alternate to feasible
value randomly every 1000 iteration, which makes the problem
dynamic and more complex. The power allocation actions for all
users are entangled by their discrete action space for the DQN-
based algorithm. Any action at an AP changes all users’ rates at
once. However, in the DDPG-based algorithm, each user’s power
allocation is continuous and separate outputs of each agent’s
neural network. This property allows the DDPG-based algorithm
to act stable and reach a solution for the whole system while not
hindering one user for another.

In Fig. 2, we show the rate difference for all users according
to their target data rate for the DQN-based algorithm. The
DQN-based multiagent algorithm search for a possible action
set for achieving convergence. The discrete action space causes

Fig. 4. A sample instance for Centralized GA-based algorithm serving 3 users.

Fig. 5. A sample instance for Centralized PSO-based algorithm serving 3
users.

ripples in the rate difference between the target data rate and
users’ actual rate since each action changes power allocation
for every user. In Fig. 3, the same setup is simulated for the
DDPG-based algorithm. The DDPG-based multiagent algo-
rithm gradually improves the absolute rate difference with its
continuous action space, where each user’s power is allocated
separately and individually. Continuous action space allows the
DDPG-based algorithm to learn which individual power alloca-
tions are responsible for increasing or decreasing the reward.
The DDPG-based algorithm is more stable compared to the
DQN-based algorithm. In Fig. 4 and Fig. 5, we demonstrate the
same sample instance for GA and PSO algorithms. Note that they
assume coordination between APs and control their transmit
power for downlink in a centralized manner. Centralized control
allows them to converge sooner than DQN and DDPG before
training. However, we show that Multiagent DDPG convergence
performance surpasses their performance after the training, even
in a distributed setting.

In Fig. 6, we present the performance of each algorithm
for the same sample instance in terms of the reward function.
The PSO-based algorithm has the best performance before
training. We compare the median convergence performance for
five algorithms with no initial training in Table II. Note that
the central premise of DRL-based algorithms is learning by
experience. These numbers are provided to compare the training
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Fig. 6. Reward function plot of a sample instance for 3 users with alternating
target data rate with no initial training.

performance of distributed DQN and DDPG and centralized GA
and PSO algorithms. As the number of users increases, QL-
based and DQN-based algorithms struggle to reach convergence
within a reasonable time. On the other hand, the correlation
between convergence performance and the number of users is
close to linear in the DDPG-based algorithm. GA and PSO
algorithms have better convergence performance, but they do
not have experience memory. Once the system dynamics such
as target data rate for users change, they may not adapt with an
increasing number of users. DDPG, on the other hand, learns
with experience and becomes more robust at every instance. We
provide its performance after training and compare it to others
in the following subsection.

B. Performance Evaluation After Training

We benchmark QL, DQN, and DDPG-based multiagent
power allocation algorithms for the number of users N = 2
to N = 15 using our simulation results for steady-state (after
training) performance. We train our RL agents under differ-
ent settings, multiple locations of users, and various target
data rate requirements for 100 thousand iterations and use the
trained models to benchmark their steady-state performance.
The steady-state performances of GA and PSO are equal to their
training performance due to their memoryless architecture.

The median convergence performance of algorithms is given
in Table III. The robustness and scalability of DDPG allow it to
outperform GA and PSO once it is trained. More than 50% of the
time, GA-based algorithm is not able to converge for more than
4 users, and PSO-based algorithm is not able to converge for 10
or more users. On the other hand, the Multiagent DDPG-based
algorithm is the most robust and fastest to converge as it has the
median convergence time of 376 iterations for 100 Monte Carlo
experiments for N = 15 users, which shows trained distributed
DDPG-based algorithm is able to cope with larger number of
users.

In Figs. 7–Fig. 9, we represent a sample instance after training
withN = 15 for Multiagent DDPG-based algorithm, GA-based
algorithm, and PSO-based algorithm serving 15 users with mo-
bility and alternating target data rate. In this case, the target data

Fig. 7. A sample instance for DDPG-based algorithm serving 15 users with
alternating target data rate after training.

Fig. 8. A sample instance for GA-based algorithm serving 15 users with
alternating target data rate.

Fig. 9. A sample instance for PSO-based algorithm serving 15 users with
alternating target data rate.

rate of users is changing every 5000 iterations for the sake of
stability and convergence of heuristic methods. The multiagent
DDPG-based algorithm achieves convergence within 300 to 400
iterations, while GA-based and PSO-based algorithms struggle
to reach convergence before the user changes its target data rate.

In Fig. 10, the reward function plot for the same sample
instance with N = 15 is provided. The stability and robustness
of multiagent DDPG are visible, and it has the best convergence
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Fig. 10. Reward function plot of a sample instance for 15 users with alternating
target data rate after training.

performance compared to GA and PSO algorithms and the
highest steady-state performance in reaching the target data rate.

As a result, the multiagent-DDPG based algorithm performs
the best amongst DRL-based algorithms or heuristic methods
thanks to its neural network architecture and continuous state
and action space after training. It does not require coordination
between APs as conventional methods and centralized power
control as heuristic approaches. DDPG-based agents learn how
to cope with dynamic channel conditions, mobility of multiple
users with alternating target data rate requirements even with a
large number of users. The distributed DDPG-based algorithm
is the least affected by the increase in the number of users in
terms of training and inference.

VII. CONCLUSION

In this paper, we propose a distributed DDPG-based power
allocation algorithm for hybrid RF/VLC networks with limited
resources and multiple mobile users with varying QoS require-
ments. Three distributed multiagent DRL-based algorithms,
namely QL, DQN, and DDPG-based approaches are imple-
mented. The proposed DDPG-based algorithm is benchmarked
amongst distributed DRL algoritmhs and against centralized
heuristic methods GA and PSO. It is shown that the convergence
time of the distributed DDPG-based algorithm’s has a linear
correlation with the number of users, while the convergence
time for QL-based and DQN-based algorithms increases expo-
nentially thanks to its continuous action space. The performance
of DDPG-based algorithm after training on reaching the target
data rate is better than other RL-based algorithms and heuristic
methods. Additionally, the DDPG-based algorithm is the most
robust algorithm against user mobility and alternating user
requirements. As a result, the DDPG-based algorithm shows
superiority to other algorithms (QL, DQN, GA, and PSO) in all
performance metrics when the number of users is large.
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