
IEEE PHOTONICS JOURNAL, VOL. 14, NO. 2, APRIL 2022 8518911

Transmittance Prediction and Inverse Design of
Microring Resonator Channel Dropping Filters

With Deep Learning
Guoping Chen and Chun Jiang

Abstract—We propose a method to use deep learning to achieve
transmittance prediction and inverse design of microring res-
onator channel dropping filters. We transform the transmittance
prediction and inverse design into model training problems, which
learn and approximate the intrinsic interactions from the geometric
parameter space to transmittance space and the transmittance
space to geometric parameter space. The test loss and mean square
error for the transmittance prediction case are 3.94888×10−2 and
4.68901×10−3, respectively; the test loss and mean square error
for the inverse design case are 7.27015×10−3 and 4.0029×10−4,
respectively. The numerical results suggest that the models de-
veloped by deep learning can make an efficient prediction of the
transmittance and achieve excellent performance of the inverse
design for microring resonator channel dropping filters, validat-
ing the effectiveness and feasibility of the approach we propose.
With generalization ability within the given design space, the well-
trained models can produce fast and accurate results without the
need for time-consuming numerical calculations or case-by-case
design.

Index Terms—Deep learning, inverse design, microring
resonator channel dropping filters, transmittance prediction.

I. INTRODUCTION

M ICRORING resonator devices are essential to
wavelength-division multiplexing (WDM) optical

interconnect architectures, not only in transmitters and
receivers but also in switching nodes [1]–[5]. They perform the
multiplexing and demultiplexing of multiple wavelength
channels, as well as gain equalization and dispersion
compensation for different channels. Microring resonator
channel dropping filters (MRR-CDFs) have been investigated
with significant effort both in theory and experiment. [6]–[13]
When obtaining the transmittance at the drop end, designers
often rely heavily on time-consuming numerical simulations.
This is meant to solve the following problem: for a given
geometry, what is the MRR-CDF transmittance. In the design
process of MRR-CDFs, on the other hand, it is required to get
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the theoretical geometric parameters for the target transmittance
as a guideline before manufacturing. Inverse design methods
can, in principle, explore the full design space of devices
[14]–[18]. The forward calculations are well understood with
analysis based on the transfer matrix [19], while solving just
one instance of an inverse design problem may often involve
a complicated research subject. It is very tedious to obtain the
geometric parameters of an arbitrary target spectrum shape
because it is a reverse mapping process from the spectrum space
with a higher dimension to the geometric parameter space with
a lower dimension. Although trial-based and intuition-based
approaches together with simplified analytic assumptions may
be effective for simple structures with a small number of
free parameters, such approaches become impractical with
the increase of free parameters. Even for the most common
scenario involving high-order MRRs for Butterworth or
Chebyshev filters, we can first get the appropriate coupling
strength according to the order of the filter in terms of the
prototype filters and then acquire the geometric parameters
corresponding to the coupling strength configuration based on
numerical simulation [20], [21]. However, there exist deviations
of the resonance of the microrings from the center frequency,
which arises from the coupling-induced frequency shift (CIFS)
issues [22]–[29]. When synthesizing a prototype filter, the
ring-bus and ring-ring couplings differ significantly, leading
to different CIFS between individual resonators, which bring
about different effective resonant frequencies between them
within the same filter. Consequently, the resonant frequency
mismatches between resonators significantly distort the filter
spectra. In general, the solution is to make the effective resonant
frequencies of each resonator, considering the CIFS, the same
as the target frequency of the filter as a whole [23], [29]–[31],
which requires tedious and nontrivial attempts and parameter
adjustment via much more numerical simulations. Hence, even
with regards to Butterworth or Chebyshev filters, the design
process is quite cumbersome and laborious, let alone that of
general filters without a prototype filter for synthesizing to
achieve any target spectrum shape.

As a result, a straightforward intelligence approach in terms
of reliable transmittance prediction and inverse design of MRR-
CDFs makes sense. Some recent work has begun to explore the
application of machine learning in photonics, which has further
paved the way for the design of photonic devices and photonic
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systems [32], [33]. In this paper, we employ deep learning (DL)
to achieve the transmittance prediction and inverse design of
MRR-CDFs. DL is one of the major tools used in machine
learning [34]–[42]. It has greatly enhanced the performance
of many machine-learning tasks, including speech and image
recognition [36], [43]–[45]. Besides, the availability of modern
computing resources in recent years has already enabled the
training of much more powerful and complex learning systems.
In this paper, we make use of DL to explore the relationship
between the topology and the transmittance and approximate the
geometric parameters based on the target transmission spectra
of MRR-CDFs. In the transmittance prediction case, we feed the
geometric parameters to the trained model to predict the trans-
mittance. While in the inverse design case, given the spectra we
desire, we have the model developed for inverse design predict
what geometries would produce the target spectra, and then ap-
ply the predicted geometric parameters to check the spectra with
the finite-difference time-domain (FDTD) numerical results to
evaluate the performance of the inverse design. With gener-
alization ability within a given design space, the well-trained
model can produce fast and accurate results without the need for
time-consuming numerical calculations or case-by-case design.
In contrast, traditional filter design methods based on the specific
prototype filters or parameter scanning need repeated numerical
simulation and multi-parameter adjustment for a single design
case. In this sense, the approach we propose offers both fast
speeds compared to numerical simulations for the transmittance
prediction and high reliability for the inverse design process.

The paper is organized as follows. Section II gives the the-
oretical analysis and model building process for transmittance
prediction and inverse design with DL. The results are presented
in section III, which show an excellent agreement with the
theoretical analysis. Finally, section IV draws conclusions and
presents future research lines.

II. THEORETICAL ANALYSIS AND MODEL BUILDING

WITH DEEP LEARNING

In this section, we give the theoretical analysis and model
building process for transmittance prediction and inverse design
of MRR-CDFs based on DL. We consider the polarization-
independent microring resonator filter structure [46]. MRR-
CDFs are composed of two straight waveguides and several
microrings. The structural diagrams with one and four micror-
ings are depicted in Fig. 1(a) and (b), respectively. As shown,
two beams of light can launch into the input and add ports
independently.

When obtaining the transmission spectra at the drop end nu-
merically, we have to manually launch time-consuming numer-
ical simulations for each configuration with different structural
parameters every time. On the other hand, when manufacturing
a channel dropping filter, we hope to derive the relationship
from the transmittance to geometric parameters inversely, thus
obtaining the theoretical geometric parameters as a guideline
based on any desired transmittance. The problem is rather in-
volved, as the number of rings increases, especially considering
the CIFS issues. We appeal to DL to achieve the transmittance

Fig. 1. Microring resonator channel dropping filters with: (a) one microring,
(b) four microrings. We denote the widths of the buses and microrings as W ,
the radii of the microrings as R1, R2, R3 and R4, and the gaps as G0, G1, G2,
G3 and G4.

prediction and inverse design. The main goal is to build models
for transmittance prediction and inverse design. We implement
DL in Keras, which is one of the most popular machine learning
libraries currently available based on python. The major steps
involved in transmittance prediction and inverse design with
DL include: selecting features (network input) and collecting
response variables (network output), training the network, eval-
uating the generalization performance of the model, and making
predictions via the model.

The data features that we employ to train our models have a
huge influence on the performance we can achieve. Irrelevant
or partially relevant features can negatively impact the model
performance. Thus when solving a specific problem with DL, it
is one of the critical steps to analyze all the input variables that
affect the network output. For the integrity of the solution we
propose, we first analyze the factors that affect the transmittance
of MRR-CDFs in detail before preparing datasets used in DL in
Appendix A. Based on the analysis in Appendix A, given the
material and cross-section of the waveguide, the factors affecting
the transmittance are the radii of the rings and the gaps between
each component. For a given material and cross-section, the
radii of the rings affect the free spectral range (FSR), which
is an essential indicator in practice. FSR affects the maximum
bandwidth that can be achieved by the WDM system [10], [47],
[48]. Therefore, we first determine the initial radii that match
the FSR requirement. In order to automatically compensate for
the spectrum distortion caused by the CIFS in the filter design
process, we regard the fine-tuning margins of the radii as one of
the factors that affect the transmittance. As a result, we take the
coupling gaps and the fine-tuning margins of the radii as the geo-
metric parameters that affect the transmittance. After analyzing
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the constituent elements of geometric parameters, we randomly
sample the geometric parameters within their boundaries and
then collect the corresponding transmittance. Then we bind the
collected geometric parameters and the transmittance together
as the dataset for model training and selection.

The efficient boundaries of the adjustment margins of the radii
are given in (18) in Appendix B. The lower bounds of all the
gaps are set to zero. When determining the upper bounds of
the gaps, we first obtain the cross-coupling strength with varied
gaps between individual structures with numerical simulations
and then set the upper boundaries of the gaps to the value as the
coupling strength decays almost to zero. Since inverse design
is the reverse problem of transmittance prediction, we use the
sampled transmittance as the features and geometric parameters
as the response variables in the inverse design case.

We employ feed-forward and fully connected models to im-
plement our scheme. The network architecture for the trans-
mittance prediction case is depicted in Fig. 2(a), which is
composed of input and output layers, as well as hidden layers
consisting of nodes that bring connection between the input and
the output. The architecture has as its features the geometric
parameters and as its response variables the sampled trans-
mittance. The geometric parameters G are collections of the
offset dRk (k = 1, . . . ,K ) from an initial radius R and the
gaps Gj (j = 0, . . . , J ), that is [dR1, . . . , dRK , G0, . . . , GJ ].
It is assumed that the center point of the whole filter is the
coordinate origin, and the direction along the arrangement of the
rings is the direction of the x-axis. The structure of the general
filter is symmetrical about the y-axis. Since this symmetrical
structure can effectively reduce the dimension of geometric
parameters, our filter structure retains this symmetry about the
y-axis direction. As a result, when the number of the rings is even,
K = N/2, J = N/2; when the number of the rings is odd,
K = ceil(N /2), J = floor(N /2), (ceil refers to rounding up
to an integer, floor means rounding down to an integer, and
N is the number of rings). The sampled transmittance T has
M elements ([t1, . . . , tM ]) shown in Fig. 2(b), where M is the
sampling number in the transmission spectra. In contrast, the
network architecture for the inverse design case is shown in
Fig. 3, with the sampled transmittance as its features and the
geometric parameters its response variables.

After feature selection and response variables collection, we
come to the training of the network. In the transmittance predic-
tion case, the network is trained to approximate the function
mapping from the geometric parameters to the transmission
spectra. While in the inverse design case, the network is trained
to approximate the function that takes the transmission spectra
into exactly one spot in the geometric parameter space inversely.
Before model training, we first shuffle all the data in the dataset
and separate the dataset into three parts: a training dataset, a
validation dataset, and a test dataset. The training dataset is used
to fit different models, and the performance on the validation
dataset is assessed for the model selection. The advantage of
setting aside a test dataset that the model has not seen before
during the training and model selection process is that we can
acquire a less biased estimate of its generalization ability. To find
the optimal weights of the model, we define the cost function J

Fig. 2. (a) The network architecture for the transmittance prediction case.
The number of hidden layers and the number of nodes for each hidden layer
in the actual network depend on the result of model training and evaluation.
(b) The sampling of the transmission spectrum as the output of the network for
the transmittance prediction case and as the input of the network for the inverse
design case.

to learn the weights as the mean absolute error (MAE) between
the predicted and the true outcome as follows:

J(w) =
1

m

m∑
i=1

|yi − y′i| (1)

where yi
′ is the ith predicted result, yi is the true value corre-

sponding to the ith input example, and m is the sample number
in the training dataset. L2 regularization is also applied to tune
the complexity of the model to tackle overfitting by adding a
simple regularization term to the cost function in (1). Then the
regularized cost function reads as:

J(w) =
1

m

m∑
i=1

|yi − y′i|+
λ

2m
‖w‖2 (2)



8518911 IEEE PHOTONICS JOURNAL, VOL. 14, NO. 2, APRIL 2022

Fig. 3. Network architecture for the inverse design case. The number of hidden
layers and the number of nodes for each hidden layer in the actual network depend
on the outcome of model training and evaluation.

Where λ is the regularization parameter, w is the network
weight vector. The regularization parameter λ is used to regu-
late the goodness-of-fit for the training data. By increasing the
regularization parameter λ, we shrink the weights towards zero
to reduce the dependence on the training data of the model.

After the definition of the cost function, we apply the adaptive
moment estimation (Adam) optimizer to minimize the cost
function. We also specify the mean square error (MSE) as a
metric to judge the performance of our model. To estimate the
generalization performance of the machine learning models,
we perform cross-validation with the validation dataset to re-
peatedly evaluate the performance of the models, diagnose the
problems of the machine learning algorithm, and fine-tune the
machine learning models with different hyperparameter values.
To further reduce the possible overfitting, we adopt the early
stopping method.

Once we are satisfied with the loss and MSE metric on both
the training and validation dataset, we apply the trained models
to estimate the generalization performance on the test dataset. If
the models perform well on the test dataset, we use the trained
models to predict the transmittance given the geometric param-
eters or suggest a device geometry for a target transmittance.
Otherwise, we reiterate the training and validation process of
the models by fine-tuning the hyperparameter values.

III. RESULTS AND DISCUSSION

In this part, we give the results and discussion of transmit-
tance prediction and inverse design by using DL under the
configuration of four-microring filters (The structure is depicted
in Fig. 1(b)). The 2D simulations are much quicker than 3D
simulations, and they illustrate the essential features. Thus, we
employ 2D simulations to demonstrate the scheme we propose.
We use Meep 1 to implement the finite-difference time-domain
(FDTD) parallel numerical simulations [49]. Suppose the filter
has a FSR of 21 nm and a resonant wavelength of near 1550 nm.
The straight waveguides and microrings are composed of silicon

1[Online]. Available: http://ab-initio.mit.edu/meep

Fig. 4. (a) Contour plots of cross-coupling strength between the straight
waveguide and the ring curve (R = 5 µm) in the x-y plane with the electric
field along the z-axis. (b) Contour plots of cross-coupling strength between
adjacent ring curves (R = 5 µm) in the x-y plane with the electric field along
the z-axis.

with a width of 0.3 μm. Only the fundamental transverse mag-
netic (TM) mode with electric field oriented along the z-direction
is considered. If the input signal is TE mode, we can convert
the TE mode into TM mode before feeding it into the straight
waveguide [46]. The computational domain is truncated with
perfectly matched layers (PMLs). These performance indicators
result in an initial radius R of about 5 μm.

We first determine the bounds of geometric parameters based
on these performance indicators. Under this configuration, the
value of dRmax is 0.083 μm from (20) in Appendix B. To have a
little slack for adjustment, we set the lower and upper bounds of
dRi to -0.1 μm and 0.1 μm, respectively. Referring to [50], we
employ the structures in Fig. 5 and Fig. 6 to figure out the fields
between the straight waveguide and the ring curve and between
adjacent ring curves. The mode light source is excited only in the
TM mode at point S, and the self-coupling and cross-coupling
signals are along with the arrow directions in the figures. The

http://ab-initio.mit.edu/meep
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Fig. 5. Field distribution between the straight waveguide and the ring curve:
(a) With the gap set to 0 µm. (b) With the gap set to 0.3 µm.

Fig. 6. Field distribution between two adjacent ring curves: (a) With the gap
set to 0 µm. (b) With the gap set to 0.3 µm.

monitoring point is placed at point M. The fields are absorbed
when approaching the PMLs. Under the configurations, we can
obtain the changes of the cross-coupling strength (the square of
the magnitude of the cross-coupling coefficient in Appendix A)
with different gaps and wavelengths by dividing the flux at the
monitoring point by the flux of the mode light source before
coupling. In this section, since our working frequency band is
around 1550nm and the FSR is 21nm, we consider the cross-
coupling strength within the band spanning two free spectral
ranges centered at 1550nm. On the contrary, if our working band
is in other ranges, the boundary analysis of coupling gaps needs
to be carried out in the corresponding ranges.

The contour plots of the cross-coupling strength between the
straight waveguide and the ring curve, as well as the cross-
coupling strength between the adjacent ring curves as a function
of the gaps and wavelengths, are depicted in Fig. 4(a) and (b),
respectively. In the contour plots, the blue colors correspond to
lower values of strength and the red colors to higher values. From
these figures, we can clearly see that the cross-coupling strength
is almost zero when the gaps between the straight waveguide
and the ring curve and between the adjacent ring curves exceed
0.3 μm. The field distributions between the straight waveguide
and the ring curve with the gaps between them set to 0 μm and
0.3 μm are shown in Fig. 5(a) and (b), respectively. Besides,
the field distributions between the adjacent ring curves with
the gaps between them set to 0 μm and 0.3 μm are also given,
respectively, in Fig. 6(a) and (b). It is also evident from Fig. 5(b)
and Fig. 6(b) that when the gaps reach 0.3 μm, the fields coupled
from the straight waveguide to the ring curve and from the left
ring curve to the right one nearly decay to zero. We thus set
the lower and upper boundaries of both the gaps between the

straight waveguide and the ring and between the adjacent rings
to 0 μm and 0.3 μm, respectively.

Within the bounds of the geometric parameters obtained
above, we randomly generate 25000 sets of geometric parame-
ters ([dR1, dR2, G0, G1, G2]) in micron and then collect the cor-
responding spectra ([t1, . . . , tM ]) uniformly sampled between
1527 nm and 1574 nm through the FDTD numerical method.
We employ 8 servers for parallel numerical simulations at the
same time. Each server contains 128 vcpu, and the processor
type is AMD EPYC ROME 7H12. The time to train the model
for transmittance prediction is about 10 minutes, while the time
to train the model for inverse design is about 5 minutes with
one server. It should be pointed out that there exist real-world
limitations of fabrication constraints, such as minimum feature
size and gap size unique to each foundry. In the actual fabrica-
tion process, these constraints should be considered. However,
we currently focus on theoretical and numerical solutions for
transmission spectrum prediction, as well as for inverse design
to automatically solve the CIFS problem.

In the transmittance prediction case, all input samples (the
geometric parameters) can be written as a matrix In25000×5, and
all output samples (the sampled transmittance) can be written
as a matrix Out25000×100. Firstly, we shuffle all the data in
the dataset (In25000×5,Out25000×100) by rows and split the
dataset by rows into three parts: a training dataset, a validation
dataset, and a test dataset (81%, 9%, and 10%, respectively).
Next, we train the network using the samples in the training
dataset with a batch size of 100 and an Adam optimizer. In
the Adam optimizer, we set the learning rate to 0.001, the
exponential decay rate for the first-order moment estimate to
0.9, the exponential decay rate for the second-order moment
estimate to 0.999, and the small constant for numerical stability
to 10−8. To initialize the network weights, we set all weights to
samples from a uniform distribution within [-limit, limit], where
limit = sqrt(6/(fan_in + fan_out)) (fan_in is the number of
input units in the weight tensor and fan_out is the number of
output units) and set all biases to zeros. To avoid overfitting, we
set the L2 regularization parameter λ = 0.0000001 in the third
hidden layer during the training. The training converges after
1333 epochs.

In the inverse design case, all input samples (the sampled
transmittance) can be expressed as a matrix In25000×100, and
all output samples (the geometric parameters) can be written
as a matrix Out25000×5. We shuffle all the data in the dataset
(In25000×100,Out25000×5) by rows and divide the dataset by
rows into three categories: a training dataset, a validation dataset,
and a test dataset (81%, 9%, and 10%, respectively). Next, we
train the network using the samples in the training dataset with a
batch size of 500 and an Adam optimizer. In the Adam optimizer,
we set the learning rate to 0.001, the exponential decay rate for
the first-order moment estimate to 0.9, the exponential decay
rate for the second-order moment estimate to 0.999, and the
small constant for numerical stability to 10−8. We initialize all
weights to values from a uniform distribution within [-limit,
limit], and all biases to zeros. To avoid overfitting, we set the L2
regularization parameter λ = 0.00000008 in the second hidden
layer and λ = 0.000000001 in the third hidden layer during the
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TABLE I
PARAMETERS OF THE NETWORK ARCHITECTURES

Fig. 7. (a) Loss curves for the transmittance prediction case. (b) MSE curves
for the transmittance prediction case.

training. The training achieves convergence after 864 epochs.
We can see that the inverse-design model takes fewer epochs
to train. This is because the input has more parameters and the
output has fewer parameters.

Finally, we achieve two networks for the two cases. The
parameters of the network architectures are illustrated in Table I
in Appendix C. The driving criterion in optimizing the network
is to reduce the loss on both the training and validation dataset
and to yield a gap as narrow as possible between the training
and validation loss curves after training. We also specify the
MSE as a metric to quantify the performance of our model.
We plot the loss, including the training and validation loss, as
well as the MSEs on both the training and validation dataset.
The loss and MSEs with logarithmic scaling (Y-axis) over 1333
training epochs for the transmittance prediction and over 864
training epochs for the inverse design are given in Fig. 7(a)–(b)
and Fig. 8(a)–(b), respectively. As we can see, both the training
and validation loss in Fig. 7(a) and Fig. 8(a) goes down pretty
quickly to a stable state, and the final gaps between the training
and validation loss are quite narrow. Simultaneously, the training
and validation MSEs in both Fig. 7(b) and Fig. 8(b) also decrease
with the training epochs, and the final separations between the
training and validation MSEs are very small. The results in
Fig. 7(a)–(b) and Fig. 8(a)–(b) reveal that the models we train
in both cases perform well in both the training and validation
datasets, and are likely to generalize well to new data, for

Fig. 8. (a) Loss curves for the inverse design case. (b) MSE curves for the
inverse design case.

Fig. 9. Comparison of the FDTD-based transmittance in the test dataset and
the corresponding predicted transmittance in the transmittance prediction case
for (a) Sample 1. (b) Sample 2. (c) Sample 3. (d) Sample 4.

example, the test dataset, which we use for the final model
evaluation.

After selecting the two models fitted on the training dataset,
we evaluate the generalization performance of the models by
calculating the loss and the MSE metric on the test dataset. The
test loss and test MSE for the transmittance prediction case are
3.94888×10−2 and 4.68901×10−3, respectively; the test loss
and test MSE for the inverse design case are 7.27015×10−3

and 4.0029×10−4, respectively. Hence, we can conclude that
our models not only yield good performance in the training and
validation dataset but also generalize well to new data. Next,
in the transmittance prediction case, we randomly select four
samples of FDTD-based transmittance in the test dataset shown
in Fig. 9(a)–(d) with the legend “FDTD-based” and the corre-
sponding predicted transmittance shown in Fig. 9(a)–(d) with the
legend “Predicted” for comparison. Also, in the inverse design
case, we randomly select four sets of target transmittance in the
test dataset shown in Fig. 10(a)–(d) with the legend “Target”,
then use the four sets of predicted geometric parameters that
map the four sets of target transmittance in the test dataset
to perform FDTD simulations to check the transmittance for
the inverse design as shown in Fig. 10(a)–(d) with the legend
“Inverse-designed”. It is evident from Fig. 9 and Fig. 10 that
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Fig. 10. Comparison of the target transmittance in the test dataset and the
corresponding inverse designed transmittance in the inverse design case for
(a) Sample 1. (b) Sample 2. (c) Sample 3. (d) Sample 4.

Fig. 11. Comparision of the FDTD-based and the predicted transmittance:
(a) With the randomly generated geometric parameter [0.080571, -0.092486,
0.043606, 0.012873, 0.014656] with the unit of micron. (b) With the randomly
generated geometric parameter [0.052099, 0.011391, 0.099598, 0.075295,
0.018692] with the unit of micron.

our models achieve good performance with randomly selected
samples. Finally, since we are satisfied with the generalization
performance of the networks for both cases in the test dataset,
we next let the two models we train loose on the real world to
make predictions on new data.

In the transmittance prediction case, we randomly regener-
ate two sets of geometric parameters ([0.080571, -0.092486,
0.043606, 0.012873, 0.014656] and [0.052099, 0.011391,
0.099598, 0.075295, 0.018692] with the unit of micron) within
the geometric parameter boundaries and let the model predict the
transmittance. The transmittance from FDTD numerical results
with the two newly generated geometric parameters are illus-
trated in Fig. 11(a) and (b) with the legend “FDTD-based”. Then
we feed the two sets of geometric parameters to the trained model
to predict the transmittance, which results in the two curves, as
shown in Fig. 11(a) and (b) with the legend “Predicted”. By
comparing the FDTD-based and predicted spectra in Fig. 11(a)
and (b), we can conclude that the model we achieve can indeed
make accurate and efficient predictions about the spectra given
the geometric parameters.

Following the performance evaluation of the model for the
transmittance prediction, we assess the performance of the

Fig. 12. Evaluation of inverse design: (a) With a 3 dB bandwidth of about
3.3 nm. (b) With a 3 dB bandwidth of about 10 nm.

model for the inverse design. In this case, we draw a relatively
narrow spectrum with a 3 dB bandwidth of about 3.3 nm and
a relatively wide spectrum with a 3 dB bandwidth of around
10 nm centered at 1550 nm, as illustrated in Fig. 12(a) and (b)
with the legend “Target” as the target spectra. Then, we realize
the inverse design of the MRR-CDF through the trained model.
Given the spectra we desire, we have the model predict what
geometries would produce the target spectra. We feed the target
spectra in Fig. 12(a) and (b) with the legend “Target” as the input
to the trained model and get two sets of output [0.0784117,
0.0691013, 0.0478859, 0.0970026, 0.141379] and [0.07115,
0.0685247, 0.0368173, 0.037674, 0.0380903] with the unit of
micron as the predicted geometric parameters. To verify the
validity of the inverse design, we apply the predicted geometric
parameters to generate spectra with FDTD simulations, as shown
in Fig. 12(a) and (b) with the legend “Inverse-designed”. The
comparisons between the target and inverse-designed results
show that the model we obtain can make a good prediction of the
geometric configuration parameters, thus producing the spectra
that resemble the target spectra as closely as possible.

It should be pointed out that the transmittance based on numer-
ical simulations is occasionally slightly greater than 1 at some
frequency points far from the center spectrum in the numerical
simulation. The reason is that the flux is being computed at
a frequency that is too far away from the center of the source
bandwidth (Since the FSR is an important characteristic of filters
in WDM systems, we simulate within the bandwidth spanning
more than two FSRs to retain more spectral information, re-
sulting in a wide frequency band in our simulation.). In such
cases, the flux values at frequencies that are far away from the
center of the bandwidth are too small and may be dominated by
rounding errors. At the same time, the transmittance predicted
based on the model may be occasionally slightly greater than 1
at the frequency point where the actual transmission spectrum
is close to 1, which is caused by a small prediction error.

It is demonstrated from all the results above that when ap-
propriately trained and evaluated, the models can approximate
the spectra very well and gain a good effect for the inverse
design of MRR-CDFs. The trained model actually holds a
meaningful mapping from the geometric parameter space to the
transmittance space or the transmittance space to the geometric
parameter space. Therefore, DL is a practical solution to the
problems of transmittance prediction and inverse design. If we
want to achieve even better performance, we can further reduce
the sampling interval of the transmission spectra, and increase
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the number of samples in the collected dataset. Limited by time
and other factors, we will further improve this aspect in future
work.

Although it takes some time to collect data, due to the
availability of modern computing resources, our data collection
process is based on automated large-scale parallel simulations
without human intervention. More importantly, once the data
collection and network training are completed, the transmission
spectrum prediction and the inverse design of the filters are once
and for all (getting rid of the design process of the filter from
scratch for the desired spectrum shape each time).

IV. CONCLUSION

To conclude, our work based on DL provides a complete solu-
tion for transmittance prediction and the inverse design of MRR-
CDFs from scratch, including problem analysis, input-output
feature extraction, boundary analysis of input parameters, data
collection based on automated massively parallel simulations,
model training, and model evaluation. The excellent agreement
between the predicted and numerical results confirms the ap-
proach presented in this work. The process of data collection
and model building is a once-and-done operation. Once we have
completed the model selection, all we have to do is to load the
model, and then feed the geometric parameters to the model for
transmittance prediction or input the target transmittance to the
model for the filter design. With the well-trained models, we can
directly achieve the transmittance prediction and quickly acquire
the geometric parameters closest to the shape of the target
spectrum within the design space. Especially for the design of
the filter, it avoids the repeated process of parameter traversal and
parameter adjustment based on numerical simulations for every
desired spectrum shape and automatically solves the problem of
spectrum distortion caused by CIFS. By contrast, the traditional
filter design methods demand repeated numerical simulations
and multi-parameter adjustment for a single design case, which
takes a lot of repetitive manual work. In this regard, the approach
we propose offers a more efficient and effective alternative for
transmittance prediction and filter design.

As an exploration into the design of photonic devices with
DL, the scheme we propose opens new design possibilities for a
large number of universal applications in components, devices,
and systems based on the manipulation of networks.

APPENDIX A

When solving a specific problem with DL, it is one of the
critical steps to collect all the input variables that affect the
network output. Only by fully and accurately analyzing all the
input factors that affect the output can we get the correct DL
model. For the two problems of transmittance prediction and
inverse design of microring resonator channel dropping filters,
we first analyze the factors affecting transmittance in detail
before collecting data sets used in DL. Meanwhile, in the process
of deriving the transmittance, we give the physical source of
CIFS, which is also an obstacle in the design of filters.

For the convenience of analysis, we get started on the one-
microring case in Fig. 1(a). In Fig. 1(a), we lump the distributed

coupling region into a point interaction with respect to a single
reference plane. Suppose a single unidirectional mode is excited
and the coupling is lossless, the coupling interaction reads as
[50]: [

B0

A1

]
= X01

[
A0

B1

]
= ejθ

λ
0

[
κλ
00 jκλ

10

jκλ
10 κλ

00

] [
A0

B1

]
(3)

where A0 and B1 are the complex mode amplitudes of the input
ports for the first coupler of the microring; A1 and B0 are the
complex mode amplitudes of the corresponding output ports;
X01 is the scattering matrix of the coupler, which suggests the
relationship between the inputs and outputs within the same
coupler; κλ

00 and κλ
10 are the self-coupling and cross-coupling

coefficients for the first gap G0; and θλ
0 is the coupling-induced

phase for the first gap G0. In order to figure out the relationship
between the input and output of the filter taken as a whole in
Fig. 1(a), (3) can be recast as:[
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(4)

where S01 is the transfer matrix for the gap G0 and can be
decomposed as:
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The similar transfer matrix Si(i+1) for the gap
Gi(i = 01, . . . , 4) in Fig. 1(b) follows immediately with
the substitute of κλ

00, κλ
10 and θλ

0 to κλ
ii, κλ

(i+1)i and θλ
i ,

respectively:
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with κλ
ii and κλ

(i+1)i being the self-coupling and cross-coupling

coefficients for the gap Gi, and θλ
i the coupling-induced phase

for the gap Gi. The amplitude transmission factor around the
first ring in Fig. 1(a) is given by:

α1 = 10−2πR1γ1/20 (7)

where γ1 is the loss factor. The relationship between the complex
mode amplitudes (A1, B1) and (A′

1, B
′
1) where the ring cavity

is located at the first and second couplers in Fig. 1(a) can be
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expressed as:

[
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B1

]
= P1

[
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1
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1
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2 0
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1
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where P1 stands for the transfer matrix of the first ring element
and φ1 is the phase shift of one turn in the first ring element,
which is given by:

φ1 =
4π2R1neff

λ
(9)

where neff is the effective index. Similarly, the transfer matrix
of the ith ring element Pi(i = 1, . . . , 4) in Fig. 1(b) reads as:

Pi =

⎡
⎣αi

−1/2e
jφi
2 0

0 αi

1/2e
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2

⎤
⎦ (10)

where αi is the amplitude transmission factor around the ith
ring, and φi is the phase shift of one turn in the ith ring element,
which is given by:

φi =
4π2Rineff

λ
(11)

From (4) and (8), the relationship between (A0, B0) and
(A2, B2) in Fig. 1(a) can be written as:
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where the matrix M1 reads as:
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Under the configuration of N microrings, the following rela-
tionship is satisfied:[
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Similar to (13), MN can be expressed as:
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Assuming there exists no input at the add port, BN+1 is
hence supposed to be zero. From (14), the transmittance can
be expressed as:

T =
1

|M11|2
(16)

It can be seen from (14)–(16) that when there are N rings
within the filter, the distinct phase shift between individual
resonators can indeed bring about different resonant frequen-
cies within the same filter, resulting in spectrum distortions.
Furthermore, the difference in the resonance frequency of each
ring causes the distortion of the transmission spectrum. It is
for this reason that we compensate for spectrum distortion by
automatically adjusting the radii in the trained network.

Based on the above analysis, given the material and cross-
section of the waveguide, the factors affecting the transmittance
are the radii of the rings and the gaps between each component.
At the same time, since the radius directly affects the FSR, we
first determine the initial value of the radius for the required
FSR. Then we take the coupling gaps between various compo-
nents and the adjustment amount of the radii as the geometric
parameters that affect the transmittance. After analyzing the
structural parameters affecting the transmission spectrum, we
randomly sample the structural parameters within the boundary
of the structural parameters and collect the corresponding trans-
mittance. Then we make the collected structural parameters and
transmittance together to form the dataset for model training and
selection.
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APPENDIX B

In this part, we give the calculation method for determining
the valid boundaries of the adjustment margins of the ring radii.
Given the material and waveguide cross-section, the radii of the
microrings and the gaps between the structural components have
a combined effect on the transmittance shapes. Meanwhile, the
radii affect FSR, which is an essential indicator in the application
of filters. Therefore, we first get the initial radii of the microrings
according to the FSR requirement, which is defined as [47], [48]:

FSR =
(λ)2

2πRng
(17)

where λtarg et is the target resonant wavelength, and ng is the
group refractive index. For simplicity, we assume that the initial
radii of all microrings are the same denoted as R. We acquire
R according to the target FSR denoted as FSRtarg et from the
following relationship:

(λtarg et)
2

2πRng
= FSRtarg et (18)

Due to the existence of CIFS, the resonance condition be-
comes:

4π2Rneff

λi
+ ϕi = mi × 2π (19)

where mi is an integer, and ϕi is the coupling-induced phase
shift of the ith ring, λi is the actual resonant wavelength of
the ith ring, and neff is the effective refractive index. To keep
the resonance wavelength unchanged and correct the distorted
spectrum caused by CIFS, we adjust the radii as follows by the
model:

|dRi| =
∣∣∣∣ λidϕi

4π2neff

∣∣∣∣ ≤
∣∣∣∣ λi

2πneff

∣∣∣∣
= dRmax

i (20)

From (20), we can get a rough estimation of the boundaries
of dRi, within which we get random sampling values of dRi for
resonance tuning in the process of inverse design.

APPENDIX C

In this part, we give the details of networks for the trans-
mittance prediction and inverse design. The more layers and
the more neurons in each layer, the larger the capacity of the
network will have. Here, the network capacity can be viewed
as a measure of how readily the model can approximate the
complex functions.
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