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Single Exposure Phase-Only Optical Image
Encryption and Hiding Method via Deep Learning

Qinnan Zhang and Jiaosheng Li

Abstract—Phase-only optical image security technology Based
on one-time pad is an encryption and hiding method by introducing
random key through phase modulation, which can improve the se-
curity of the system to a great extent. The application of traditional
phase-only optical image encryption and hiding (POIEH) method
is often limited by the amount of data and the quality of decrypted
image. In this paper, a single exposure POIEH method using deep
learning (DL) is proposed. The original image and corresponding
encrypted hidden interferogram acquired with POIEH system are
constructed to the train datasets for the learning of an end-to-end
designed U-net, then the corresponding relationship between the
encrypted hidden interferogram and the reconstructed image is
learned and only single-frame encrypted hidden interferogram is
needed to perform the reconstruction of POIEH. This method can
realize real-time image encryption and hiding and high-quality
decryption with only one interferogram. Simulation results and
performance analysis show that the proposed method has higher
security, stronger generalization ability and robustness.

Index Terms—Deep learning, holographic interferometry, image
processing, image security.

I. INTRODUCTION

O PTICAL image security technology is implemented by
using different optical information processing principles

and technologies. It has been widely studied and applied because
of its advantages of high efficiency and security. Since the
double random phase encoding (DRPE) method was introduced
in 1995 [1], many methods to improve security and simplify
encryption system have been proposed [2]–[5]. Optical image
hiding technology is another kind of encryption method by
embedding the original information to be encrypted into the host
image without destroying the form of the original host image. It
can hide the information without attracting the attention of the
attacker, so as to reduce the possibility of being attacked [6]. The
hiding technology can tolerate different types of attacks, such as
cutting, rotation, JPEG compression, etc., which is safe enough

Manuscript received December 15, 2021; revised January 19, 2022; accepted
January 23, 2022. Date of publication January 27, 2022; date of current version
February 8, 2022. This work was supported in part by the Guangdong Basic and
Applied Basic Research Foundation under Grant 2021A1515110664, in part by
the National Natural Science Foundation of China under Grant 61805086, and
in part by the Start-Up Funding of Guangdong Polytechnic Normal University
under Grant 2022SDKYA008. (Corresponding author: Jiaosheng Li.)

Qinnan Zhang is with the School of Electrical Engineering and Intelligenti-
zation, Dongguan University of Technology, Dongguan 523808, China (e-mail:
zhangqinnan520@126.com).

Jiaosheng Li is with the School of Photoelectric Engineering, Guang-
dong Polytechnic Normal University, Guangzhou 510665, China (e-mail:
565159239@qq.com).

Digital Object Identifier 10.1109/JPHOT.2022.3146456

and not easy to be illegally accessed by unauthorized users.
Among the existing image hiding methods, various systems have
been proposed to realize image hiding, including classical DRPE
system [7], Joint transform correlator (JTC) architecture [8],
ghost imaging system [9], ptychography and digital holography
system [10]. To further improve the security of the system and
make full use of the advantages of optical parallel processing,
many research works combining image encryption and hiding
methods have been proposed [11]–[13]. The reported approach
[11] first realize optical encryption, and then transform the en-
crypted image to digital data to complete image hiding through
electronic means. The existing phase-shifting interferometry-
based optical image encryption and hiding method [12] needs
to make a complex optical mask to achieve the purpose of en-
cryption, and once the optical encryption and decryption system
is established, its key is difficult to replace, and some common
attack methods will pose a great threat to it.

Optical image encryption and hiding technology based on
phase-shifting interferometry has many advantages, such as
simple algorithm, simple operation and high recording accuracy.
Phase-only optical image encryption and hiding (POIEH) tech-
nology based on one-time pad is an image encryption method
by introducing random key through phase modulation. It uses
spatial light modulator (SLM) to improve the flexibility of
encryption system, which can resist known plaintext attacks
to a great extent, so as to improve the security of the system
[13], [14]. However, it is difficult for such system to have both
security and efficiency at the same time. The encrypted data
is multiplied compared with the original data, which greatly
affects the transmission efficiency and also limits its application
in 3D image/video security. In addition, in the experiment, the
quality of decrypted image is easily affected by nonlinear noise
and phase shifts deviation. The quality of decrypted image is
difficult to meet the practical application, especially for complex
and detailed images, the decrypted image is even illegible. These
problems directly affect the practical application in the field of
information security.

In this work, Deep learning (DL) is a machine learning tech-
nology, in which a large amount of prior information is used
for obtaining the optimal model approximation of the system
(data-driven). It is an end-to-end learning method with the ability
of automatic extraction of high-dimensional features. It can
directly obtain the mapping relationship from the original input
to the desired output. So far, it has been widely used to solve
problems in the field of computational imaging [15], [16], in-
cluding phase extraction [17], classification of cell morphology
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Fig. 1. The schematic of single exposure phase-only optical image encryption and hiding system. ND: Neutral density filter; BE: Beam expander; HWP: Half
wave plate; BS1, BS2, BS3: Nonpolarized beam splitter; SLM: Spatial light modulator; M: Mirror; CCD: Charge coupled device.

[18], single-pixel imaging and other fields [19]. It also provides
a new research idea for solving the problems in image security
using deep network. For example, the DL-based methods can
effectively attack the DRPE system [20], the interference-based
optical encryption system [21], the asymmetric encryption sys-
tem [22] and the JTC architecture [23]. Meanwhile, in 3D image
hiding and 3D cryptosystem, deep revolutionary neural networks
are used to resolve the problem of low resolution effectively
[24], [25]. Various DL-based methods have been implemented
to enhance image security and cryptanalysis, which are not
limited to single image, but also include multiple images [26],
[27]. The use of POIEH technology can afford high security
and flexibility. Therefore, the application scope of the POIEH
method can be further improved by solving the problems of
data volume, reconstruction quality and efficiency using the DL
method.

Based on this, an end-to-end designed U-net is used to analyze
the single exposure POIEH system. The input of the network is
the encrypted hidden interferogram, and the output of the net-
work is the original reconstructed image. The proposed method
can reduce the number of the recorded interferograms, which
greatly reduces the amount of transmitted data and improves
the encryption efficiency. In addition, despite the reduction of
data, the proposed method still has high robustness. Especially
in the processing of complex images, this method still gets good
image reconstruction quality. The analysis of simulation results,
security and robustness prove the feasibility and advantages of
the method.

II. PRINCIPLE AND NETWORK ANALYSIS

A. Principle of Single Exposure Phase-Only Optical Image
Encryption and Hiding Approach

Generally, the schematic of single exposure POIEH system
is shown in Fig. 1. The 2D intensity image O(x0, y0) to be
encrypted is placed in the object light path, which is first phase
encoded as exp[iO(x0, y0)], and then the encoded image is
further encoded by the random key loaded on the SLM. The
complex amplitude distribution of object beam on SLM can be
expressed as:

U0(x0, y0) = A0 exp[iO(x0, y0)] exp[iP (x0, y0)] (1)

Where P (x0, y0) is the random phase key generated by the
computer. Then, SLM and charge coupled device (CCD) are
placed on the front focal plane and imaging plane of the lens,
respectively. The complex amplitude distribution imaged on the
CCD plane through the lens can be expressed as:

U(x, y) =
1

M
U0

(
− x

M
,− y

M

)

= A1 · ϕ0(x, y) (2)

where M represents the magnification, A1 = A0

M and ϕ0

(x, y) = exp[iO(− x
M ,− y

M )] exp[i2π · P (− x
M ,− y

M )] repre-
sent the amplitude and phase distribution of object beam on the
CCD plane, respectively. In the reference light path, the complex
amplitude distribution of the reference light modulated by the
host image can be written as:

UR(x, y;ϕR) = exp(iϕR)Frt[h(x0, y0)]

= Ah(x, y) exp {i[ϕh(x, y) + ϕR]} (3)

In (3), h(x0, y0) refers to the host image placed in the refer-
ence light path, Frt represents the Fresnel transform. Ah(x, y)
and ϕh(x, y) are the amplitude information and phase informa-
tion of the host image on the CCD plane. Where ϕR represents
the phase shifts introduced by the phase shift device.

Then, the two beams will overlap on the CCD plane to form
interference fringes to hide the encrypted image. The light
intensity on CCD plane can be expressed as:

I(x, y) = A1
2 +A2

h(x, y)

+ 2A1Ah(x, y) cos[ϕh(x, y) + ϕR − ϕ0(x, y)] (4)

In the traditional decryption method, different phase shifts
need to be introduced into the reference optical path, and then
the multi-step phase-shifting method with equal step or unknown
phase shifts combined with the correct key is used for decryption,
which not only increases the amount of recorded data, but
also limits its application in dynamic encryption to a certain
extent. Moreover, the unstable factors in phase-shifting device
will also lead to poor decryption quality, which greatly limits
the application of this method. In this paper, the corresponding
relationship between the encrypted hidden interferogram and the
original image will be trained to achieve the approximation of
the physical model between them, and to achieve high-quality
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Fig. 2. The designed U-net based optical image encryption and hiding architecture. The encrypted hidden interferogram is used as the input of the network, and
the reconstructed original image is used as the output of the network.

image decryption with only one collected interferogram. For
simplicity, the coordinates (x, y) will be omitted in the following
derivation.

B. Network Description

The designed U-net based optical image encryption and hid-
ing architecture is shown in Fig. 2. Using the designed U-net
[28], the mapping relationship between the encrypted hidden
interferogram and reconstructed original image is learned in an
end-to-end manner, and this process can be described as:

Ō = ΓU−net(I) (5)

where Ō indicates the preliminary reconstructed image esti-
mated from the designed U-net, and ΓU−net(·) indicates the
mapping function between the encrypted hidden interferogram
I and ground truth image O. The mapping function ΓU−net(·)
can be optimized after training the designed U-net using N pairs
of different label training dataset, and this process of continuous
optimization can be represented as

Γ̂U−net = argmin
1

N

N∑
1

∥∥Ōn −On
∥∥ (6)

where n = 1, 2, …, N. Thus, the reconstructed original image
can be predicted from the optimized U-net model:

Ô = Γ̂U−net(I) (7)

where Ô and Γ̂U−net(·) indicate the reconstructed image and
optimized U-net model, respectively.

The designed U-net is mainly composed of two paths, one
down sampling path for image feature extraction and one up
sampling path for image reconstruction. One encrypted hidden
interferogram with the size of 256 × 256 is used as the input of
the designed U-net. As shown in Fig. 2, the feature extraction
part includes four Downblock layers, and each layer is composed
of a Doubleconv layer and a Maxpooling layer. The Doubleconv
layer successively includes a convolution layer, a regularization

layer, an activation layer, a convolution layer, a regularization
layer and an activation function. And the output parameters
of each Downblock layer are shown in Fig. 2, in which the
final features are entered into a Doubleconv layer. In the up
sampling path, according to the construction idea of U-net,
we copy and crop the output features with the corresponding
features of each layer, and use it for upconversion. Symmetric,
the up sampling path consists of four Upblock layers, each layer
consists of an upsample and a Doubleconv layer, and the mode of
up sampling is “bilinear”. The kernel size is 3×3, and Strides =
1, the activation function is ReLu, and the regularization layer is
BatchNorm2d, BN. In the network applications, two different
datasets are used for training, which are simple image from
Fashion-MNIST dataset [29] and complicated natural image
from Faces-LFW dataset [30]. Taking the above datasets as the
original images to be encrypted, the corresponding encrypted
hidden interferograms are obtained combined with (1) to (4),
in which the whole process is implemented by simulation with
MATLAB [13]. Each dataset contains 6000 original images,
5400 original images are randomly selected as training samples,
and the other 600 original images that did not participate in train-
ing are selected as test dataset. In the training, Adam optimizer
[31] is used to optimize the weight and deviation of designed
U-net, and the loss function is written as:

Loss =
1

N

N∑
1

∥∥∥Ô −O
∥∥∥ (8)

The weights initialization is the normal random distribution;
the Batch size is 1 and the number of iterations is 200. All the
training are carried out in the environment of Python V3.7, and
the programs are written using pytorch. The NVIDIA Geforce
GTX1080Ti GPU is implemented for accelerating. The training
and testing error curves of the trained convolution network are
shown in Fig. 3. These curves converge quickly to almost the
same value, which shows that the network has a good perfor-
mance in the testing dataset.
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Fig. 3. The training and testing error curves.

TABLE I
SSIM VALUES FOR FASHION-MNIST AND FACES-LFW DATASET

TABLE II
PSNR VALUES FOR FASHION-MNIST AND FACES-LFW DATASET (DB)

III. ANALYSIS OF SIMULATION RESULTS

In the simulation part, two different datasets are selected
for training and testing, which are Fashion-MNIST dataset and
Faces-LFW dataset. Three indicators including peak signal to
noise ratio (PSNR), structural similarity (SSIM) [32] and corre-
lation coefficient (CC) are calculated to quantitatively analyze
the simulation results. Six sets of the reconstruction results
in each dataset are shown in Figs. 4 and 5, respectively. The
results show that the decrypted images are basically consistent
with the ground truth images, and some detail information can
be recovered well, especially for complex face images. For
quantitative comparison, PSNR, SSIM and CC of the two groups
of simulation results are calculated and shown in Tables I, II and
III, respectively. Table data shows that the PSNR, SSIM and CC
values of Fashion-MNIST testing dataset are higher than those of
Faces-LFW dataset, mainly because the Fashion-MNIST testing
dataset is relatively simpler and has less image information. But
in any case, the PSNR, SSIM and CC values of the two groups
are very high, which verifies the feasibility and effectiveness of
the proposed method.

TABLE III
CC VALUES FOR FASHION-MNIST AND FACES-LFW DATASET

IV. METHOD PERFORMANCE

A. Safety Analysis

The security of the proposed POIEH method is studied. The
main keys of the method are the information of the host image
and the random phase mask. When the host image is replaced
with another image, the encrypted hidden interferogram is input
into the trained network, and the correct decryption result cannot
be obtained. The decryption result is similar to noise distribution,
as shown in Fig. 6(a). In addition, when the random phase mask
is replaced, the decryption result is also similar to the noise
distribution (Fig. 6(b)). When the irradiation wavelength is set
to 600 nm and there is an error in the diffraction distance of the
host image, the correct decryption result cannot be obtained, as
shown in Fig. 6(c) and 6(d). The above analysis results prove that
the proposed method has high security, and the decrypted image
is very sensitive to the main key. This further proves that the
random key replacement realized by SLM can greatly improve
the flexibility and security of the encryption system.

B. Generalization Ability

In this section, the generalization ability of the network is
further studied. The network trained with Faces-LFW dataset
is selected as the test network, and five groups of datasets not
participating in the training are selected as the test dataset, which
are Fashion-MNIST dataset, Chinese character, MNIST dataset,
Dog dataset and ImageNet dataset [33], respectively. On the
premise of combining the correct key, five groups of encrypted
hidden interferograms are input to the trained network to obtain
the corresponding decryption results, as shown in Fig. 7. The
displayed results show that although the five groups of data
did not participate in the training, the correct decryption results
can still be obtained. Moreover, to quantitatively analyze the
results in Fig. 7, the PSNR values of each group of images
are calculated and showed in Fig. 7(f). According to the curve
distribution results, the PSNR values in Fig. 7(a), 7(d) and 7(e)
are higher, basically maintained at about 30dB, while the PSNR
value of Fig. 7(c) is lower because there is noise-like distribution
in the reconstruction results, but these recovered numbers are
still clearly identifiable.

V. ROBUSTNESS ANALYSIS

In this section, we discuss the robustness of the method in
detail, calculate and compare the results using same interfero-
gram with traditional decryption method. Firstly, we study the
impact of JPEG compression attack on the proposed method.
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Fig. 4. Partially decrypted images from Fashion-MNIST testing dataset. The first row shows the encrypted hidden interferograms, the second row and third row
show the decrypted images from the trained U-net model and ground truth images.

Fig. 5. Partially decrypted images from Faces-LFW dataset. The first row shows the encrypted hidden interferograms, the second row and third row show the
decrypted images from the trained U-net model and ground truth images.

The image to be encrypted is a capital letter A, the quality factor
of JPEG compression is changed from 100 to 96, and the interval
is 1. The compressed encrypted hidden interferograms with
different quality factor are shown in Fig. 8(a), and the decrypted
images obtained by using the four-step phase-shifting method
combined with the correct key are shown in Fig. 8(b). Similarly,
after inputting one of the same interferograms into the trained
network, the decrypted images are shown in Fig. 8(c). When the
quality factor is 100 and 99, the letter A is vaguely visible in
the decryption results obtained by the four-step phase-shifting
algorithm, but when the quality factor decreases, the original
images cannot be recognized. However, the proposed method
can still get the correct and clear original image.

Then, the impact of shear attack on the proposed method
is discussed. Firstly, we cut the interferograms with different

area sizes and the encrypted hidden interferograms after cut-
ting are shown in Fig. 9(a). Similar to the above analysis, the
interferograms are decrypted by the traditional method, and the
reconstruction results are shown in Fig. 9(b). It can be seen from
the results that when the cut area does not involve the main infor-
mation, it will not affect the decryption of the main information,
but when the interferogram area of the main information is cut,
the information in cut area cannot be reconstructed correctly.
Similarly, the decrypted image reconstructed by the proposed
method also has the same problem (Fig. 9(c)). Therefore, for
shear attack, the DL-based method has similar robustness with
the traditional method.

Furthermore, we also discuss the influence of rotation at-
tack on the reconstruction results. The interferograms are
rotated at angles of 0.1°, 0.5°, 1°, 1.5° and 2°, and the rotating
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Fig. 6. Retrieved images with the incorrect keys in the decryption process: (a) Incorrect host image; (b) Incorrect random phase mask; (c) the wavelength is
600 nm; and (d) the diffraction distance of the host image has an error of 5%.

Fig. 7. Generalization ability of the proposed method. Where the model is trained by Faces-LFW dataset and tested on other datasets that did not participate in
the training. (a) Fashion-MNIST dataset. (b) Chinese characters. (c) MNIST dataset. (d) Dog dataset and (e) ImageNet dataset. (f) PSNR values are calculated
using above five sets of datasets.

interferograms are shown in Fig. 10(a). The decryption results
obtained by the traditional method and the DL-based method are
shown in Fig. 10(b) and 10(c). When the rotation angle is less
than 1 degree, the image decrypted by the traditional method
is still clearly visible, but when the rotation angle is greater
than 1 degree, the decryption image is similar to the clutter
noise distribution, and the original image cannot be identified.
However, the proposed method is basically not affected by the
variety of angle.

Finally, we discuss the influence of multiplicative noise on
the reconstruction results. The interferograms are respectively
added with multiplicative noise with mean value of 0 and vari-
ance of 0.01 to 0.05, and the decryption results are shown in
Fig. 11. The interferograms with different level noise, corre-
sponding decryption results obtained using traditional method
and DL-based method are showed in Fig. 11(a) to Fig. 11(c).
It can be seen from the results that when the noise variance is
0.01 and 0.02, the image decrypted by the traditional method is



ZHANG AND LI: SINGLE EXPOSURE PHASE-ONLY OPTICAL IMAGE ENCRYPTION AND HIDING METHOD 7813508

Fig. 8. The robustness against JPEG compression attack. (a) Interferograms
with different quality factor of JPEG compression; Decrypted images obtained
by different methods. (b) Four-step phase-shifting algorithm. (c) DL-based
method.

Fig. 9. The robustness against shear attack. (a) Interferograms with different
shear sizes; Decrypted images obtained by different methods. (b) Four-step
phase-shifting algorithm. (c) DL-based method.

vaguely visible, which shows that the POIEH method is sensitive
to the attack of multiplicative noise. The results decrypted using
the proposed method are also affected when the noise variance
is greater than 0.02, but the original image can be recognized
basically.

Therefore, the above four groups of results and analysis prove
that the proposed method can greatly improve the robustness of
POIEH scheme and further improve its anti-attack, which is very
useful in practical application.

VI. CONCLUSION

In this paper, we propose a single exposure phase-only op-
tical image encryption and hiding method using deep learning.
The corresponding relationship between the encrypted hidden
interferogram and the reconstructed image is learned through
constructing the train datasets for the learning of an end-to-end
designed U-net. The simulation results prove that the proposed
deep learning-based reconstruction method can realize high-
quality image decryption by using only one interferogram, and
the performance of the method proves the proposed method has
higher security, stronger generalization ability and robustness.

Fig. 10. The robustness against rotation attack. (a) Interferograms with
different rotation angles; Decrypted images obtained by different methods.
(b) Four-step phase-shifting algorithm. (c) DL-based method.

Fig. 11. The robustness against multiplicative noise attack. (a) Interferograms
with different noise level; Decrypted images obtained by different methods. (b)
Four-step phase-shifting algorithm. (c) DL-based method.

This will greatly solve the limitation problem in the original
decryption method and further improve the application scope of
image security. However, the proposed method is a static method
for decryption, and each key needs to be trained respectively.
This deficiency will be further solved in our future work.
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