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Centroid-Predicted Deep Neural Network
in Shack-Hartmann Sensors

Mengmeng Zhao , Wang Zhao, Shuai Wang , Ping Yang , Kangjian Yang, Haiqi Lin , and Lingxi Kong

Abstract—The Shack-Hartmann wavefront sensor produces in-
correct wavefront measurements when some sub-spots are weak
and missing. In this paper, a method is proposed to predict the
centroids of these sub-spots for the Shack-Hartmann wavefront
sensor based on the deep neural network. Using the centroid in-
formation of present sub-spots, the method is able to predict the
absent sub-spots’ positions. The feasibility and effectiveness of this
method are verified by a large number of numerical simulations.
The method is applied to wavefront measurement of light with
non-uniform near-field intensity. The simulation results show that
the proposed method is of great help to improve the measurement
accuracy and the Strehl ratio of the focal spot. For wavefronts
outside of the training sample, the proposed method shows good
generalization and adaptability. In addition, the experiment results
demonstrate that the proposed method can predict the missing
sub-spots’ centroid displacements accurately even though a large
proportion of sub-spot is lost randomly.

Index Terms—Centroid prediction, deep neural network, Shack-
Hartmann sensors, missing sub-spots, low signal-to-noise ratio.

I. INTRODUCTION

THE Shack-Hartmann wavefront sensor (SHWFS) has
been widely used in astronomy [1], biological imaging

[2], [3], ophthalmology [4], [5], and laser beam character-
ization [6], [7]. The SHWFS provides the measurement of
the slopes of the wavefront by calculating the centroid dis-
placements of each sub-spot [8]. The incident wavefront is
then reconstructed from the slopes by wavefront reconstruction
algorithms [9–12]. Therefore, the accuracy of centroid calcu-
lation determines the wavefront reconstruction precision of a
SHWFS. For a conventional SHWFS, each subaperture has a
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corresponding sub-spot whose centroid displacements represent
the local slop information. However, traditional centroid cal-
culation methods [13]--[15], calculating the average positions
of the intensity distribution in a specified region within the
subaperture, are invalid because of the absence of spots caused
by scintillation, extended propagation paths, cloud obscuration,
and non-uniform illumination [16]–[18]. Moreover, the position
and number of missing sub-spots are random and dynamic
[19]. These random undetected local slop values will cause an
unstable and inaccurate wavefront measurement.

To improve the accuracy of the SHWFS with missing some
sub-spots, researchers have proposed several methods. Some
have focused on reducing the number of subapertures to avoid
the absence of sub-spots [20]--[22], but these methods change
the structure of the SHWFS and increase the complexity of the
system. Thus, a method is needed to recover the information
of missing sub-spots to improve the measurement precision
of the SHWFS. Recently, the application of machine learning
to Shack-Hartmann wavefront sensing technology has become
a research hotspot. Guo et al. predict low-order Zernike co-
efficients from the x and y spot displacements based on the
back-propagation (BP) neural network [23]. Li et al. apply the
artificial neural network (ANN) to centroid computation for a
SHWFS in some extreme situations [24]. Hu et al. propose
a convolutional neural network (CNN) to directly predict the
Zernike coefficients from the output pattern of the SHWFS,
in order to improve the measurement precision of the SHWFS
for the high-order aberration [25]. Swanson et al. use a U-net
and long-short term memory (LSTM) network to predict the
wavefront based on x and y slopes [26]. Du Bose et al. present
an intensity/slopes network (ISNet) to reconstruct the wavefront
with both the wavefront slopes and the intensity of subapertures,
improving the wavefront reconstruction accuracy in the presence
of non-uniform illumination [27]. Hu et al. apply a modified
U-net network to directly reconstruct the wavefront distribution
from the pattern of the SHWFS with a lower root mean square
(RMS) wavefront error [28]. All the above methods demon-
strate that machine learning can improve the performance of
the SHWFS. However, these methods are performed when each
subaperture can detect the optical signal. They depend on the
complete output pattern of the SHWFS.

In terms of missing spots due to the near-field non-uniformity
of the beam and the limited dynamic range of the camera, a
deep learning-based approach is provided in this paper. We are
no longer concerned with wavefront prediction as studied above.
Instead, we first treat the inaccurately detectable spots as missing
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spots and then work on retrieving their information through the
machine learning to improve the measurement precision of the
SHWFS. We use a deep neural network to predict the missing
sub-spots’ position from the centroid-displacement informa-
tion of detected sub-spots. This method enables the SHWFS
more tolerant to the absence of some sub-spots. Besides, the
method does not require changing the hardware architecture
of the SHWFS and is compatible with conventional wavefront
reconstruction algorithms.

The remaining part of the paper is organized as follows: Sec-
tion II.A introduces the measurement principle of the SHWFS
and the measurement error introduced due to the absence of
sub-spots, Section II.B describes the structure of the constructed
deep neural network, and Section II.C introduces the method of
generating datasets; In Section III, the numerical simulation re-
sults are displayed to demonstrate the feasibility of the proposed
model. Then, the experimental results are given in Section IV.
Finally, we conclude the paper in Section V.

II. METHODS

A. Shack-Hartmann Wavefront Sensor

A SHWFS consists of a microlens array and a detector located
at the focal plane of the microlens array. It samples the incident
wavefront through a microlens array, each of which creates a
sub-spot on the camera. According to geometric optics, there
is a linear relationship between the centroid displacements of
each sub-spot and the average x and y slope of the wavefront, as
described in Equation (1) [29]. Finally, the incident wavefront
is reconstructed from average slopes.

∂φ

∂x
(xi, yi) � Δxi

L
=

xi
′ − xi

L

∂φ

∂y
(xi, yi) � Δyi

L
=

yi
′ − yi
L

(1)

Where φ is the wavefront function, Δxi and Δyiare the mea-
sured centroid displacements along the x and y directions of the
sub-spot of the ith subaperture. L is the distance between the mi-
crolens array and detector, (xi, yi) is the ith sub-spot’s centroid
position corresponding to the plane wavefront, (xi

′, yi′) is the
ith sub-spot’s centroid position corresponding to the aberration
wavefront.

The current common calculation methods for centroid posi-
tion are the threshold center of gravity algorithms (TCoG), sunch
as TmCoG (using m% of maximum intensity of sub-spot as the
threshold) [14] and TkCoG (using μN + kδN as the threshold,
μN and δNare the mean and standard deviation of the noise)
[30]. It is able to reduce the effect of noise, and it can be written
as:
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Where (xi, yi) is the centroid of the ith sub-spot, (xmn, ymn) is
the coordinate of pixel, Imn is the corresponding intensity and

T is the threshold value for splitting the signal and noise in the
subaperture. However, when the subapertures’ optical signal is
weak or even annihilated in the noise,

M∑
m=1

N∑
n=1

(Imn − T ) ≈ 0 (3)

In this case, the centroid calculated by formula (2) will have
anomalous values, leading to invalid wavefront reconstruction.
To avoid this, the conventional method sets centroid displace-
ments of the sub-spots to zero. But, as the number of such
subapertures increases, the wavefront reconstruction error in-
creases. Therefore, information on these subapertures needs to
be processed in a timely manner.

In this paper, a method is proposed to process information on
the subapertures with spot missing in real time. The method is
based on the assumption that the wavefront is continuous and fits
the response of the continuity on the centroid displacement using
a deep neural network. The missing information is retrieved
from the surrounding subapertures’ information based on a well-
trained deep neural network.

B. SH-U-Net Model

As shown in Fig. 1, the most typical U-Net structure [31] is
used to design the deep neural network to predict the centroid
displacements of missing sub-spots. We call the architecture
the SH-U-Net model. The input of the SH-U-Net model is a
16×16×2 local x and y centroid-displacement matrix, as shown
in Fig. 1(a), where the centroid displacements of the missing
sub-spots are set to zero. It is first encoded 4 times in succession
by the encoder, which consists of two 3 × 3 convolutional
layers, each followed by a rectified linear unit (ReLu), and a 2
× 2 maximum pooling layer for performing down-sampling. Its
depth features are finally encoded in a matrix of 2 × 2 × 512. It
is then successively decoded by the decoder to recover the lateral
size of 16 × 16. The decoder consists of a 2×2 up-convolutional
layer for up-sampling and extending the depth features, a ReLU,
and two 3×3 convolutional layers, each followed by a ReLU.
Finally, the 16×16×2 global x and y centroid-displacement
matrix is output by 1×1×2 convolutional layer and regression
function, as shown Fig. 1(b). The centroid displacements of
those missing sub-spots are predicted. The network also uses
a skip connection to connect the output of each decoding block
to the up-sampling result. The problem of gradient vanishing
is solved by the skip-connection and the feature transfer is also
enhanced. Finally, the centroids of the missing sub-spots are
determined from the centroid displacements predicted by the
SH-U-Net model.

C. Data Generation and Network Training

We first simulate 10000 sets of incident wavefronts charac-
terized by the linear combination of the first 35 Zernike poly-
nomials (excluding piston and tilt). The Zernike coefficients are
generated randomly based on the Kolmogorov turbulence model
[32].The ranges of turbulence model parameter D/r0 are set from
5 to 10 (D is the effective aperture of the SHWFS, and r0 is the



ZHAO et al.: CENTROID-PREDICTED DEEP NEURAL NETWORK IN SHACK-HARTMANN SENSORS 6804810

Fig. 1. Schematic diagram of the proposed method for centroid displacement prediction. (a) The input of the SH-U-Net model. (b) The output of the SH-U-Net
model. (c) The architecture of the SH-U-Net model.

Fig. 2. The process of generating samples.

coherence length of the atmosphere). A 16 ×16 microlens array
with 192 valid subapertures is used to sufficiently sample the
incident wavefronts [33]. The key parameters of the SHWFS are
list in Table. I. We input each wavefront into the Shack-Hartmann
wavefront sensing system to generate the corresponding pattern,
respectively.

Furthermore, photon noise and detector readout noise are
also added to the patterns of the SHWFS in order to enhance

the robustness of the network. In order to effectively reduce the
interference of noise, we use the TmCoG algorithm to calculate
the centroids of sub-spots and obtain the global centroid-
displacement matrix. The process of generating samples is
shown in Fig. 2. The 16×16×2 global centroid-displacement
matrix is used as the output of the SH-U-Net model. To simulate
the loss of N sub-spots, we rank the valid subapertures and create
1000 non-repeating sequences of N subapertures. The x and y
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Fig. 3. Random incident wavefront. (a) The distribution of incident wavefront.
(b) The output pattern of the SHWFS.

centroid displacements of the corresponding N sub-spots are set
to zero, producing a local centroid-displacement matrix as input
to the SH-U-Net model. This process is repeated to expand
and enrich the training samples, and the number of missing
sub-spots (N) is set to 10%, 20%, 30%, 40%, and 50% of the
total sub-spots’ number. Finally, 50000 sets of training samples
are generated, and these samples are rearranged at random.

The entire training process of the network is performed on
a desktop workstation (An Intel(R) Core (TM) i9 9900X (3.5
GHz), RAM (64 GB, 1600 MHz), NVIDIA GeForce GTX
1080Ti, with Windows10 operating system). To optimize the
weights of the network, we use an adaptive moment estimation
(Adam) optimizer with an initial learning rate of 0.001. During
the training, the epoch is set to 200, the batch size is set to 128.
The root mean square (RMS) of centroid displacement error
between the predicted value and ground truth is used as the loss
function.

RMS =

√∑2M
i=1 (Ci − Ti)

2

2M
(4)

where M represents the number of all sub-spots, Ciand
Tirepresent the forecasted and true values of centroid displace-
ment for the ith subaperture. Since each spot’s centroid displace-
ment contains both x and y directions, a total of 2M values are
predicted.

III. SIMULATIONS

A. Validation

To validate the feasibility and effectiveness of the SH-U-Net
model, a series of numerical simulations under various condi-
tions are conducted. Fig. 3 shows one typical group of incident
wavefront and the corresponding complete output pattern of
the SHWFS. This group is selected to validate the prediction
accuracy of the SH-U-Net model.

By means of effective centroid displacement prediction, the
wavefront can be reconstructed more accurately. The recon-
structed wavefronts and residual wavefronts with the modal
algorithm in different scenarios of the sub-spot missing are
shown in Fig. 4. In the ideal scenario (no sub-spot missing),
the RMS of the residual wavefront is 0.0018λ. As the number of
missing sub-spots increases, the RMS of the residual wavefront
of the non-predicted method keeps increasing. When 30% of

total sub-spots are missing, the RMS of the residual wavefront
rises to 0.0634λ, which means that the wavefront reconstruction
precision of the SHWFS decreases by 28.36% and the wavefront
cannot be reconstructed effectively. Compared with the non-
predicted method, the SH-U-Net model significantly improves
the wavefront reconstruction precision of the SHWFS benefit
from the centroid displacement prediction. With 30% of total
sub-spots missing, the SH-U-Net model provides the RMS of the
residual wavefront of 0.0029λ, which is only 0.0011λ different
from the ideal scenario.

To further investigate the generalization of the SH-U-Net
model, we randomly generate 1000 sets of incident wavefronts
and obtain 5000 sets of test samples by the method described
in Section II.C. The number and locations of missing sub-spots
are random. Fig. 5(a) shows the statistical results of the RMS
of centroid-displacement prediction error in different scenarios.
They are all kept below 1 pixels, indicating that the SH-U-Net
model achieves the sub-pixel-level prediction for the centroids
of the missing sub-spots.

We reconstruct the incident wavefronts using the modal al-
gorithm for different scenarios. As shown in Fig. 5(b), with
the number of the missing sub-spot increasing, the RMS of
the residual wavefronts of the non-predicted method increases
linearly, while that of the SH-U-Net model remains level with
ideal scenario. The average RMS of the residual wavefronts
is 0.0118λ in the ideal scenario. With 40% of total sub-spots
missing, the average RMS of the residual wavefronts of the
SH-U-Net model is 0.0128λ, which has 0.0010λ difference from
the ideal scenario. Compared with the non-predicted method,
the RMS of the residual wavefronts of the SH-U-Net model
is reduced by 88.95%. These results show that the SH-U-Net
model can accurately predict centroid displacements of missing
sub-spots which is of great help to improve the measurement
precision of the SHWFS.

B. Validation on Non-Uniform-Intensity Light

To investigate the reliability of the model, we create a simu-
lation for a propagating beam of light through atmospheric tur-
bulence. We explore propagation over a 1.84km with turbulence
strength level (C2

n) of 2.1×10-14 m-2/3 and corresponding Rytov
number (the log-amplitude variance of scintillation) of 0.2. We
extract irrotational phase component[34], also known as the
continuous phase, as our incident wavefront. Fig. 6 illustrates the
amplitude, continuous phase distribution and the corresponding
output pattern of the SHWFS for a beam of light. As shown in
Fig. 6(a) and (b), the amplitude aberrations and phase aberrations
are produced when the beam reaches the ground due to the
atmospheric turbulence. This result causes the intensity of some
imaged sub-spots to be diminished, and the sub-spots are even
annihilated in the noise, as presented in Fig. 6(c). The added
noise in the Fig. 6(c) follows a Gaussian distribution with a
mean of 48 and a variance of 10. To express the quality of the
spot in each subaperture, the peak signal-to-noise ratio (SNRp)
was chosen as a measure [24].

SNRp =
Ip
δn

(5)
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Fig. 4. The results of wavefront reconstruction for different scenarios of sub-spot missing. (a) The location of subapertures with missing spot, reconstructed
wavefront, and residual wavefront for non-predicted and predicted methods. Here, 1 in the sub-spot means that there is sub-spot, and 0 means that the sub-spot is
missing. (b) The RMS of residual wavefront for non-predicted and predicted methods.

Fig. 5. The statistical results of the centroid displacement prediction and wavefront reconstruction for different scenarios. Each scenario contains 1000 datasets.
(a) The RMS of centroid-displacement prediction errors. (b) The RMS of the residual wavefronts.

Fig. 6. (a) The amplitude distribution of the beam. (b) The phase distribution
of the beam. (c) The output pattern of the SHWFS.

where Ipis the peak value of the sub-spots, and is δnthe standard
deviation of the noise in the subaperture.

Effective predictions of the SH-U-Net model should be
premised on accurate inputs. To be sure that the input data of the

Fig. 7. CEE of different methods with different SNRp.

SH-U-Net model are reliable, we generated 1000 sets of output
pattern of the SHWFS and calculated the centroids for each sub-
aperture using the conventional centroid calculation methods,
including the center of gravity (CoG) algorithm, the windowing
algorithm, TkCoG algorithm and TmCoG algorithm[24]. We
then compared the average centroid estimation error (CEE) [24]
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Fig. 8. Comparison of wavefront detection results of the two sets of test data for the three approaches. (a1) and (b1) Simulated turbulence phase screen, near-field
amplitude distribution, reconstructed wavefront, residual wavefront, and corresponding point spread function (PSF) of test sample 1 and 2, respectively. (a2) and
(b2) The output patterns of the SHWFS corresponding to test sample 1 and 2, respectively.

TABLE I
KEY PARAMETERS OF THE SHWFS

of different methods with different SNRp, as shown in Fig. 7.

CEE =

√
(xc − x)2 + (yc − y)2 (6)

where (x,y) is the true centroid position, (xc, yc) is the calculated
centroid position.

From Fig. 7, it is easy to see that the centroid positions
cannot be calculated accurately in the case of the SNRp below
4. Compared to the other two methods, the CEE of TmCoG and
TkCoG algorithms lower when SNRp is higher than 4. Therefore,
we choose the TmCoG algorithm as the input basis for the
SH-U-Net model, and set the centroid displacements of these
sub-spots with SNRp below 4 to zero. Then, they are predicted
by the SH-U-Net model.

Fig. 8 and Table II show the comparison results of the two
sets of test data for three methods, which intuitively illustrate
the characteristics of each method. Here, the wavefront recon-
struction algorithms all use the modal algorithm. Fig. 8 (a2)

and 8(b2) are the patterns of the SHWFS corresponding to test
samples 1 and 2, respectively. The numbers of subapertures with
SNRp below 4 are 62 and 117, approximately 32% and 61% of
the effective numbers, respectively. The phase screen, near-field
amplitude distribution, reconstructed wavefront, residual wave-
front, and corresponding point spread function (PSF) for test
samples 1 and 2 are presented in Fig. 8 (a1) and Fig. 8 (b1),
respectively. The RMS of residual wavefront of the TkCoG,
TmCoG, and SH-U-Net model in Fig. 8(a) are 0.2011λ, 0.1768λ,
and 0.0942λ, respectively. The SH-U-Net model is able to
achieve approximately 53.16% (TkCoG) and 46.72% (TmCoG)
reduction in RMS of the residual wavefront, respectively. The
Strehl ratio (SR) of corrected PSFs are 0.4152, 0.3753, and
0.7156, respectively. Our method improves SR of corrected PSFs
by factors of 0.7235 (TkCoG) and 0.9058 (TmCoG), respec-
tively.

The residual wavefront RMS in Fig. 8 (b1) are 0.4177λ

(TkCoG), 0.3819λ (TmCoG), and 0.2143λ (SH-U-Net model),
respectively. And the SR of corrected PSFs are 0.1613, 0.1440,
and 0.4790, respectively. It is worth noting that the TkCoG and
TmCoG approaches no longer accurately detect the wavefront
aberration and the focal spots are dispersed. However, since the
SH-U-Net model predicts the position of the sub-spots with low
signal-to-noise ratio, the wavefront aberration can be effectively
measured and the intensity of the focal spot in the concentrated
area is substantially increased even though a large amount of
subaperture information cannot be accurately detected.
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TABLE II
THE PERFORMANCE OF THE FOUR METHODS

Fig. 9. Wavefront detection results of 1500 wavefronts for the three approaches. (a) The RMS of the residual wavefronts as a function of the number of subapertures
with SNRp below 4. (b) The Strehl ratio of the corrected PSF as a function of the number of subapertures with SNRp below 4.

Fig. 10. Recovered first 35 Zernike mode coefficients with missing 40% of
total sub-spots.

To furth validate the wavefront detection performance of the
proposed method, we randomly generated test sets containing
1500 sets data. The reconstruction results of 1500 test wavefronts
are displayed in Fig. 9. Fig. 9(a) represent the RMS of the resid-
ual wavefronts as a function of the number of subapertures with
SNRp below 4 for 1500 test data. The mean RMS of the residual
wavefront for three methods are 0.2228λ (TkCoG), 0.1798λ

(TmCoG), and 0.1401λ (SH-U-Net model), respectively. This
suggests that our approach reduces the RMS of the residual
wavefront by 37.12% (TkCoG) and 22.08% (TmCoG), respec-
tively. Fig. 9(b) shows the SR of the corrected PSF as a function
of the number of subapertures with SNRp below 4 for three

Fig. 11. The comparison of wavefront reconstruction errors.

methods. The mean SR of the corrected PSF are 0.3627, 0.4730,
and 0.5749, respectively. The SR of this proposed method is
about 1.59 and 1.22 times higher than that of the TkCoG and
TmCoG approaches, respectively. These results suggest that the
SH-U-Net model can help system to offer better compensation
for wavefront aberrations and improve the Strehl ratio of the
focal spot.

C. Validation on Data Outside the Training Set

In this subsection, we validate the generalizability and adapt-
ability of the SH-U-Net model using wavefronts outside of the
training set. We first evaluate the performance of the SH-U-Net
model with single Zernike modes as incident wavefront. By
taking the first 35 orders Zernike polynomial as an example,
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Fig. 12. (a) Experimental setup for the spot array pattern acquisition. (AP, aperture; POL, linear polarizer plate; BS1-BS2, non-polarizing beam splitter; SLM,
spatial light modulator; L1-L3, relay lenses; MLA, microlens array; CCD1-CCD2; cameras.) (b) An aberration wavefront. (c) The output pattern of the SHWFS.
(d) The x centroid displacements. (e) The y centroid displacements.

Fig. 13. Results of the SH-U-Net model prediction with missing 40% of total sub-spots. (a) The centroid displacements before and after prediction. (b) The
Predicted centroid displacements versus the expected centroid displacements (ground truth).

TABLE III
THE ZERNIKE MODE COEFFICIENTS RANGES

Fig. 10 analyzes the first 35 orders of Zernike coefficients
recovered based on non-predicted and predicted methods when
the single-order Zernike modes are used as the incident wave-
front and the 40% of the total sub-spots in the output pattern
of the SHWFS are missing randomly. It is evident that the
reconstruction accuracy of the SHWFS is significantly improved
with the help of the SH-U-Net model. The non-predicted method
has a reconstruction accuracy of about 60% for single-order
Zernike mode coefficients. By contrast, the SH-U-Net model’s
reconstruction accuracy nearly 100%.

To further validate the adaptability of the SH-U-Net model,
500 sets of incident wavefronts are randomly generated accord-
ing to the coefficient ranges given in Table III. The percentage

Fig. 14. The reconstructed wavefronts and residual wavefronts with missing
40% of total sub-spots.

of sub-spots missing is set to 40%. But the locations of missing
sub-spots are random. This means that each of the 500 spot
image patterns has a different missing sub-spots location. The
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Fig. 15. The statistical results of the centroid displacement prediction and wavefront reconstruction for different scenarios. Each scenario contains 1000 datasets.
(a) The RMS of centroid-displacement prediction errors. (b) The RMS of the residual wavefronts.

comparison of 500 wavefront reconstruction errors is shown in
Fig. 11.

As expected, for such random wavefronts outside the training
set, the SH-U-Net model is still able to predict the location of
the missing spot. Compared with the residual wavefronts of the
conventional method, the wavefront reconstruction errors of the
SH-U-Net model are much close to that of the ideal scenario.
This result indicates that the prediction of the SH-U-Net model
does not need to know the locations of the missing sub-spots in
advance and also works on wavefronts outside of the training
group. The proposed method shows good generalization and
adaptability.

IV. EXPERIMENT

An experiment is conducted to verify the validity of the
proposed method. The setup is shown in Fig. 12(a). A collimated
635nm laser beam is the light source. The beam size is limited by
an aperture (AP) with a diameter of 6.4mm. The linear polarizer
(POL) is used to produce the polarized light needed for the
liquid crystal on the silicon spatial light modulator (LCOS-SLM)
which generates the distorted wavefront. The modulated beam
is reflected by the beam splitter 1 (BS1) and divided into two
beams by the beam splitter 2(BS2). One passes through an
optical image transfer system consisting of L1 and L2 lenses
into a 16×16 SHWFS (192 valid subapertures). The other one
is focused on CCD2 by a lens (L3) as an auxiliary observation
tool. The LCOS-SLM is located at the conjugate position of the
entrance pupil plane of the SHWFS. Fig. 12(c) shows the output
pattern of the SHWFS. Fig. 12(d) and (e) are the x and y centroid
displacements, respectively. The parameters in the experiment
are the same as those in Table I.

Firstly, we use the calibrated LCOS-SLM to generate 10000
random wavefronts (turbulence model parameter D/r0 ranges
from 5 to 10) and capture the corresponding output patterns
of the SHWFS on the CCD. To obtain accurate centroid-
displacement matrices, the centroids of the sub-spots are calcu-
lated through the TmCoG algorithm that can eliminate the effect
of noise on the CCD. Then, the training samples are generated
according to the method described in Section II.C. Finally, the
SH-U-Net module is trained on the desktop workstation. The

parameters and platform of the network training are the same as
those of the simulation.

Fig. 13 shows the results predicted by the SH-U-Net model
when 40% of total sub-spots are missing. Here, almost all of the
predicted centroid displacements fall within the 95% confidence
interval, indicating that the SH-U-Net model is able to predict
the centroid displacements of the missing sub-spots accurately.

Wavefront is reconstructed based on the predicted centroid
displacements and compared with the results without prediction.
As shown in Fig. 14, the RMS of the residual wavefront is
0.0509λ in the ideal scenario (the expected scenario). With
missing 40% of total sub-spots, the RMS of the residual wave-
front of the non-predicted method rises to 0.2571λ and the
incident wavefront cannot be reconstructed effectively. With
the help of the SH-U-Net model, the centroid displacements of
those missing sub-spots can be predicted precisely and then the
incident wavefront can be reconstructed accurately. The RMS
of the residual wavefront is reduced to 0.0549λ, which is pretty
close to the ideal scenario.

Fig. 15 shows the statistical results of the centroid displace-
ment prediction and wavefront reconstruction for different sce-
narios. Each scenario contains 1000 datasets. The results reveal
the same trend as the simulation results. The average RMS of the
residual wavefronts is 0.0460λ in the ideal scenario. Obviously,
the RMS of the residual wavefronts of the non-predicted method
is much higher than that of the ideal scenario, while the RMS of
the residual wavefronts of the SH-U-Net model is close to the
ideal scenario. When 40% of total sub-spots is missing, the aver-
age RMS of the residual wavefronts of the non-predicted method
is 0.1342λ, which is almost twice as large as the ideal scenario.
The average RMS of the residual wavefronts of the SH-U-Net
model is 0.0504λ, which quite close to the ideal scenario.

V. CONCLUSION

Considering the effect of sub-spots missing on the wavefront
reconstruction precision of the SHWFS, we propose a method of
predicting undetected sub-spots’ positions based on the informa-
tion of detected sub-spots. With the designed SH-U-Net model,
the information of missing sub-spots can be retrieved accurately,
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which improves the measurement performance of the SHWFS.
Numerical simulations are conducted to validate the feasibility
and effectiveness of the proposed method. For wavefront mea-
surement of weak light with non-uniform near-field intensity,
our SH-U-Net model is able to achieve approximately 37.12%
and 22.08% reduction in the RMS of the residual wavefront over
the TkCoG and TmCoG approaches, respectively. The SR of the
corrected PSF is about 1.59 and 1.22 times higher than that of the
TkCoG and TmCoG approaches, respectively. Experimental re-
sults demonstrate that the proposed method can predict the sub-
spots’ centroid displacements accurately and reduce the RMS
of the residual wavefront when some sub-spots are missing. In
addition, the SH-U-Net model is evaluated by wavefronts out-
side of the training group and random miss sub-spots’ locations,
presenting its high adaptability and robustness in different sce-
narios. The method also reveals that partial accurate local slopes
can be used to predict the complete slope distribution with the
help of a deep neural network. However, the proposed method
in the paper mainly deals with the missing information caused
by the near-field non-uniformity of the beam and the limited
dynamic range of the camera. In the next work, we will explore
for the scenarios of absent information caused by discontinuous
phase.
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