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#### Abstract

Chiroptical signals (generally very weak) play significant roles in chiral discrimination that bring great benefits in biochemistry, pharmacy, chemical, and so on. But, high-precise chiroptical detection is still a challenge. In this paper, a high-precise measurement of optical rotatory dispersion (ORD) based on weak value amplification (WVA) is presented. We proposed ORD detection method with parameter separation: by introducing complex coupling strength and dimensionless parameter "intensitiy contrast ratio" pointer, the ORD is only associated with the imaginary part of the weak value while circular dichroism (CD) is only associated with the real part. By designing a suitable WVA scheme, the ORD and CD can be measured separately. In the experiment, the reliability of the parameter separation method for ORD measurement is verified, and the precision reach the order of $10^{-6} \mathrm{rad}$. This method has a broad application prospect in biomedical sensing, medicine, chemical analysis and other fields.
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## I. Introduction

CHIRAL molecules, whose mirror images cannot coincide with themselves, always play a significant role in biochemistry, pharmacy, and so on. Existing optical methods for detecting the chiral molecules, such as force chemical microscopy [1], chromatography [2], piezoelectric sensors [3], and fluorescence [4], have their limitations. They either destroy the chiral samples or are complicated to operate. Besides, cavity ring-down polarimetry catch people's eyes for its high precision on chiral detection recently [5], [6], but it only applies to gas-phase detection and requires a complex instrument. Chiroptical spectroscopy which includes the optical rotatory dispersion (ORD) and circular dichroism (CD) spectra have widely used in chiral detection. ORD refers to the propagation velocity differences between left- and right- circularly polarized light, while CD refers to the differences in absorption of light. The ORD and CD signals are both related to a given wavelength. However, the

[^0]chiroptical signals generally are very weak, although chiroptical spectroscopy is fast response and non-contact, the precision remains limited by using a conventional device.

Recently, a signal enhancement technique called weak value amplification (WVA) makes it possible to solve such a problem. WVA proposed in 1988 by Aharonov, Albert, and Vaidman [7], stepped into the public spotlight for its powerful strength of signal amplification and technical noise suppression [8]-[11]. Therefore, WVA has widely used to measure various physical parameters [12], such as optical spin Hall effect [13]-[17], optical phase [18]-[24], deflection of light beam [25], polarization rotations [9], [26], [27], refractive index variations [28]-[31], magneto-optical constant [32], temporal delays [33]-[35], the layers of graphene [36], optical conductivity of atomically thin crystals [37], single-photon Kerr effect [38], [39] and so on.

More recently, the detection for chiroptical signals based on WVA has also been proposed. Qiu et al. proposed a precision method based on weak measurements using the spin Hall effect of light (SHEL) as a probe, and the optical rotatory (OR) angle can be estimated with a precision of 0.2 mdeg [40]. Li et al. proposed a high sensitivity scheme for OR estimation based on weak measurement in the frequency domain [41].

However, using SHEL and frequency as probe can only estimate OR in monochromatic light, and chiroptical signals in a wide-band light can reflect more important information of the chiral material, such as the Cotton effect. In addition, the ORD and CD always take place at the same time, and the estimation of an individual ORD (or CD) may lead to inaccurate and incomplete results in actual measurements. Therefore, we proposed a parameter separation method based on WVA for chiroptical signals detection: by introducing complex coupling strength and dimensionless parameter "intensitiy contrast ratio (ICR)" pointer, the ORD is only associated with the imaginary part of the weak value while CD signal is only associated with the real part by designing a suitable WVA scheme, the ORD and CD can be measured separately. In the experiment, the reliability of parameter separation for ORD measurement is verified, and the precision reach the order of $10^{-6} \mathrm{rad}$.

## II. Theoretical Model

A theoretical model for ORD estimation based on WVA is established. We begin with considering the initial polarization state of the system prepared in [20]

$$
\begin{equation*}
\left|\psi_{p r e}\right\rangle=\frac{1}{\sqrt{2}}(|+\rangle+|-\rangle) \tag{1}
\end{equation*}
$$

here, $|+\rangle=(|H\rangle+i|V\rangle) / 2$ and $|-\rangle=(|H\rangle-i|V\rangle) / 2$ denote the left- and right-circularly polarized states, respectively. Where, $|H\rangle$ and $|V\rangle$ denote the horizontal and vertical polarization states, respectively.

Then, the beam passes through a chiral sample that interacts differently (i.e. ORD and CD) with left- and right-circularly polarized components. ORD leading to phase variation while CD leading to amplitude variation, which can be expressed by an operator

$$
\begin{equation*}
\hat{U}=e^{\frac{i \alpha_{\lambda}+\theta_{\lambda}}{2} \hat{A}} \tag{2}
\end{equation*}
$$

here, $\alpha_{\lambda}=2 \pi l\left(n_{L}-n_{R}\right) / \lambda$ and $\theta_{\lambda}=\ln 10\left(\varepsilon_{L}-\varepsilon_{R}\right) C l / 2$ represent the ORD and CD signals, respectively. Where $\varepsilon, n$, $\lambda$, and $C$ are the decadic molar extinction coefficient, refractive index, wavelength, and molar concentration, respectively. $l$ represents the optical path length (i.e., the thickness of cell). $\hat{A}=|+\rangle\langle+|-|-\rangle\langle-|$ is the observable of a two-level system. Combining with (1), the state of the whole system evolves into

$$
\begin{align*}
\left|\psi^{\prime}\right\rangle & =e^{\frac{i \alpha_{\lambda}+\theta_{\lambda}}{2} \hat{A}}\left|\psi_{p r e}\right\rangle \\
& =\frac{1}{\sqrt{2}}\left(e^{\frac{i \alpha_{\lambda}+\theta_{\lambda}}{2}}|+\rangle+e^{-\frac{i \alpha_{\lambda}+\theta_{\lambda}}{2}}|-\rangle\right), \tag{3}
\end{align*}
$$

here, we consider $\alpha_{\lambda} \ll 1$ and $\theta_{\lambda} \ll 1$.
Then, the light beam is post-selected in the polarization states $\left|\psi_{f}\right\rangle$, and the intensity of the post-selected light detected in the experiment is given by

$$
\begin{align*}
I(\lambda)= & \left.I_{0}(\lambda)\left|\left\langle\psi_{f}\right| \exp \left(\frac{i \alpha_{\lambda}+\theta_{\lambda}}{2} \hat{A}\right)\right| \psi_{p r e}\right\rangle\left.\right|^{2} \\
= & I_{0}(\lambda) \left\lvert\,\left\langle\psi_{f}\right|\left(\cos \frac{\alpha_{\lambda}}{2}+i \hat{A} \sin \frac{\alpha_{\lambda}}{2}\right)\right. \\
& \times\left.\left(\cosh \frac{\theta_{\lambda}}{2}+\hat{A} \sinh \frac{\theta_{\lambda}}{2}\right)\left|\psi_{p r e}\right\rangle\right|^{2} \\
\approx & I_{0}(\lambda)\left|\left\langle\psi_{f} \mid \psi_{p r e}\right\rangle\right|^{2}\left[1-\alpha_{\lambda} \operatorname{Im}\left(A_{w}\right)+\theta_{\lambda} \operatorname{Re}\left(A_{w}\right)\right] \tag{4}
\end{align*}
$$

where $A_{w}=\left\langle\psi_{f}\right| \hat{A}\left|\psi_{p r e}\right\rangle /\left\langle\psi_{f} \mid \psi_{\text {pre }}\right\rangle$ is weak value which is a complex number. Here, $I_{0}(\lambda)$ denotes the initial spectrum of the light without post-selection. In the (4), the approximation is feasible with $\left|A_{w}\right|^{2}\left(\alpha_{\lambda}^{2}+\theta_{\lambda}^{2}\right) / 4 \ll 1$. As shown in (4), the ORD is only associated with the imaginary part of the weak value while CD is only associated with the real part. Therefore, we can adjust the appropriate post-selection to make $\operatorname{Im}\left(A_{w}\right) \neq 0$ and $R e\left(A_{w}\right)=0$ to measure ORD separately.

To obtain a pure imaginary weak value, we choose the postselection states as

$$
\begin{align*}
\left|\psi_{f}^{ \pm}\right\rangle & =\frac{1}{\sqrt{2}}[\exp (\mp i \chi)|+\rangle-\exp ( \pm i \chi)|-\rangle] \\
& =\frac{1}{\sqrt{2}} i[\sin (\mp \chi)|H\rangle+\cos (\mp \chi)|V\rangle] \tag{5}
\end{align*}
$$

here, " $\pm$ " denote two symmetry post-selection states concerning the polarization direction being orthogonal to the pre-selection. Where $\chi \ll 1$ is the post-selected parameters. Therefore, we obtain the weak value as $A_{w}^{ \pm}=\mp i \cot \chi$.

Finally, combining with (4), the intensity of the post-selected light related to the wavelength is obtained with

$$
\begin{equation*}
I^{ \pm}(\lambda) \approx I_{0}(\lambda) \sin ^{2} \chi\left[1-\alpha_{\lambda} \operatorname{Im}\left(A_{w}^{ \pm}\right)\right] \tag{6}
\end{equation*}
$$

The intensity of the post-selected light is reduced by a factor of $\sin ^{2} \chi$, which is the so-called post-selected probability, and the dimensionless parameter "ICR" pointer is introduced to reveal the role of the WVA, which is given by

$$
\begin{array}{r}
\eta(\lambda)=\frac{I_{\delta}}{I_{\text {ave }}}=\frac{4 \sin \alpha_{\lambda}\left|A_{w}\right|}{\cos \alpha_{\lambda}\left(1-\left|A_{w}\right|^{2}\right)+\cosh \theta_{\lambda}\left(1+\left|A_{w}\right|^{2}\right)} \\
\approx 2 \alpha(\lambda)\left|A_{w}\right|=2 \alpha(\lambda) \cot \chi, \tag{7}
\end{array}
$$

here, $I_{\delta}=I^{+}-I^{-}$and $I_{\text {ave }}=\left(I^{+}+I^{-}\right) / 2$ are the intensities difference and average intensity corresponding to the symmetrical post-selections, respectively. Note that the ICR is proportional to the weak value, which is consistent with the change relationship between the conventional pointer and the weak value. The calculation result of (7) is obtained by linear approximation $\left|A_{w}\right|^{2}\left(\alpha_{\lambda}^{2}+\theta_{\lambda}^{2}\right) / 4 \ll 1$, thus the working points should be located in the linear regime which mentioned in Refs. [20], [42]. Under the linear approximation, a larger ICR can be achieved by choosing a smaller post-selected parameter $\chi$. But, when the post-selected parameter $\chi$ continues to decrease (tending to 0 ), the above approximation are not valid and the measured region is no longer located in the linear regime.

The intensity of light is the physical quantity being directly measured, so the sources of the technical noise which disturbs the intensity are considered, which is defined as follows

$$
\begin{equation*}
I_{\text {noise }} \propto\left(\frac{I^{+}+I^{-}}{2}\right)^{n} \tag{8}
\end{equation*}
$$

here, we take three types of the technical noise sources in the experimental system into account: $n=0$, indicates the technical noise which is independent of the beam intensity, such as the detector noise and the experimental background noise; $n=1 / 2$, refers to the shot noise of light (strictly speaking, the shot noise is not the technical noise, but the inherent quantum noise of classical light source); $n=1$, represents the noise proportional to beam intensity, such as the intensity fluctuation caused by laser instability or air turbulence, scattered light due to device imperfect alignment and device defects.

We define the signal-to-noise ratio (SNR) of optical rotation measurement as

$$
\begin{align*}
S & =\frac{\partial\left|I^{+}-I^{-}\right| / \partial \alpha}{I_{\text {noise }}} \delta \alpha \\
& \propto \frac{\partial I_{\delta} / \partial \alpha}{\left[\left(I^{+}+I^{-}\right) / 2\right]^{n}} \delta \alpha, \tag{9}
\end{align*}
$$

here, $\delta \alpha$ is OR variation. When $n$ is taken to different values, the SNR for the linear response are respectively given by

$$
\begin{array}{r}
S_{n=0} \propto 2 \delta \alpha \sin ^{2} \chi A_{w} \approx \delta \alpha \sin 2 \chi \\
S_{n=1 / 2} \propto 2 \delta \alpha \\
S_{n=1} \propto 2 A_{w} \delta \alpha \approx 2 \delta \alpha \cot \chi \tag{12}
\end{array}
$$



Fig. 1. (a), Experimental setups for the estimation base on weak value amplification: Light source, white light laser; P0, P1 and P2, Glan laser polarizers; Sample, chiral molecule; Spectrograph. (b), the directions of the polarizers for the pre- and post-selection and wave plate.

When only noise of $n=0$ is considered, the SNR decreases with the reduction of post-selected parameters $\chi$. This is because when the post-selected parameter reduces, the variation of intensity $I_{\delta}$ decreases while the noise intensity remains unchanged. When only the scattering noise of light is considered ( $n=1 / 2$ ), the SNR is independent of the post-selected parameters $\chi$. When only noise of $n=1$ is considered, the SNR is proportional to the $A_{w}$. In other words, the WVA effect can obviously improve the SNR.

From the above analysis, it can be concluded that the WVA effect can only suppress the technical noise of $n=1$. For the technical noise of $n=0$, the WVA effect will reduce the measurement precision. However, we can reduce the noise of $n=0$ by using low saturation and high sensitivity detector and putting the detector in a nearly enclosed space. Therefore, the main technical noise in the experimental measurement is $n=1$. To conclude, higher precision can be obtained with smaller post-selection parameters for the linear response.

## III. The Experimental Results

The experiment setups are shown in Fig. 1(a). Glucose solution (right-handed molecule) and fructose solution (left-handed molecule) at different concentrations are selected as samples to measure. A super-continuum laser generated by a white laser (NKT photonics, WL-MICRO), with a $400-1000 \mathrm{~nm}$ broadband excitation, passes through a polarizer (P0), which is used to adjust the intensity. Then, the polarizer $1(\mathrm{P} 1)$ is used to prepare the pre-selected state $\left(\left|\psi_{\text {pre }}\right\rangle\right)$ with its optical axes placed in the horizontal direction (see Fig. 1(b)). A tiny phase and amplitude variations between the left- and right-circularly polarized state is introduced by the chiral solution in the cuvette ( 1 cm wide). The post-selected state $\left(\left|\psi_{f}^{ \pm}\right\rangle\right)$is prepared by the polarizer 2 (P2), as Fig. 1(b) shown. The optical axis of P2 is rotated $\chi$ relative to the vertical direction, and the post-selected parameter $\chi$ is conform to the linear approximation. Finally, the intensity of the post-selected light is recorded by the spectrometer (PG2000-Pro-EX).

The experimental results for ORD estimation are shown in Fig. 2. The concentrations of the glucose and fructose solutions are chosen as $\mathrm{C}=0.01,0.02,0.03,0.04 \mathrm{~g} / \mathrm{mL}$. Figs. 2(a) and


Fig. 2. (a) and (c) show the ICRs $\eta(\lambda)$ of the samples with different concentrations ( $\mathrm{C}=0.01,0.02,0.03,0.04 \mathrm{~g} / \mathrm{mL}$, respectively). (b) and (d) show the ORD spectra of the samples. The post-selected parameters is chosen as $\chi=0.03 \mathrm{rad}$.


Fig. 3. (a) and (c) show the ICRs $\eta(\lambda)$ of the samples for different post-selected parameters ( $\chi=0.02,0.03,0.04 \mathrm{rd}$, respectively). (b) and (d) show the ORD spectra of the samples. The concentrations are both chosen as $0.03 \mathrm{~g} / \mathrm{mL}$.
(c) show the ICRs $\eta(\lambda)$ of the glucose and fructose solutions at different concentrations with a fixed post-selected parameter $\chi=0.03$ rad, respectively. Note that a larger ICR can be achieved by measuring a higher concentration because the optical rotatory angle $\alpha_{\lambda}$ increases with concentration as (13) shown. Besides, the ICRs of the glucose and fructose solutions were the opposite. Thus we can simultaneously determine the magnitude and direction of the chiral molecule. The corresponding optical rotatory angles $\alpha$ (ORD signal) are calculated according to (7), see Figs. 2(b) and (d).

To further discuss the significance of weak value, we measured the ICRs at different post-selected angles. The postselected parameter is chosen as $\chi=0.02,0.03,0.04 \mathrm{rd}$. The concentrations of glucose and fructose solutions are both $0.03 \mathrm{~g} / \mathrm{mL}$, corresponding to Figs. 3(a) and (c). It is worth to note that a larger ICR can be achieved by choosing a smaller post-selected parameter on account of weak value amplification as (7) shown. By calculating the ORD (shown in Figs. 3(b) and (d)), we found


Fig. 4. (a) and (c) show the post-selected intensities of the samples changing with the concentration with the post-selected parameters $\chi=0.02 \mathrm{rd}$, respectively. (b) and (d) show the ICRs of the samples. The lines and dots denote the theoretical predictions and experimental results, respectively.
the same $\alpha$ can be obtained with different post-selected parameters. This reflects the reliability of the weak value amplification scheme.

To quantitatively analyze the glucose and fructose, we supplement the experiment for measuring optical rotatory angle under monochromatic light. Here, the white laser and the spectrometer are replaced by the $\mathrm{He}-\mathrm{Ne}$ laser (Thorlabs NL210) with the wavelength of 632.8 nm and CCD (Thorlabs BC106NVIS), respectively. As Fig. 4 shown, the intensity $I^{+}$increases linearly with the increase of the concentration, while $I^{-}$decreases linearly with the increase of the concentration. However, their mean value $\left(I^{+}+I^{-}\right) / 2$ has remained almost constant. The magnitude of the ICR is proportional to the concentration. Consisting with the experimental results above, the ICR is positive for the glucose, while it is negative for the fructose.

The specific rotation is expressed by the following formula [40]

$$
\begin{equation*}
[\alpha]=\frac{\alpha}{l C} \tag{13}
\end{equation*}
$$

here, $l$ is the thickness of the cell. C is the concentration of sample. Therefore, we obtain the specific rotation of glucose and fructose as $49^{\circ}$ and $-81^{\circ}$ at the 632.8 nm wavelength from the numerical fitting results. Refer to the previous work [40], the rationality of the scheme is confirmed.

Finally, we discuss the measurement precision of the optical rotation angle $\alpha$, which could be estimated by using the $\Delta \alpha=$ $\Delta I_{\delta} /\left[\partial\left(I^{+}-I^{-}\right) / \partial \alpha\right]$. Here, $\Delta I_{\delta}$ represents the standard deviations of the phase according to the experimental measurements and $\partial I_{\delta} / \partial \alpha$ represents the sensitivity. In our experiment, the sensitivity we obtained is $2.04 \times 10^{5} \mathrm{nW} / \mathrm{rad}$. The standard deviations was calculated as a order of 1 nW . Therefore, we obtain the precision of the order of $10^{-6} \mathrm{rad}$.

We further analyze the variation trend of the measurement precision with the concentration. Figs. 5(a) and (b) show that the average intensity $\left(I_{\text {ave }}\right)$ is basically unchanged. The intensity difference $\left(I_{\delta}\right)$ increases with the increase of the concentration,


Fig. 5. (a) and (b) show the intensities ( $I_{\text {ave }}$ and $I_{\delta}$ ) of the post-selected light changing with the concentrations; Dots and solid lines denote experiment results and theoretical prediction, respectively. (c) show the intensity standard deviation. (d) show the precision of the experiment. The post-selected parameters are chosen as $\chi=0.02 \mathrm{rad}$.
because $I_{\delta}$ is equal to the change in intensity caused by the concentrations. Figs. 5(c) and (d) show the intensity standard deviation and precision. With the change of concentration, the standard deviation and precision are basically maintained in a specific range.

## IV. Conclusion

To conclude, we have established a theoretical model based on WVA for the ORD signals estimations. In the experiment, the ORD signals under visible light of the glucose and fructose solutions with different concentrations were determined. The reliability of the parameter separation method for ORD measurement is verified, and the precision reach the order of $10^{-6} \mathrm{rad}$. These results provide a sample and precision method of the chiroptical characterization and analysis, which may have important applications in life science, pharmacy, and even materialogy.
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